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Part 1: Introduction

This part includes the following topics:

e Overview of the Universal Access and Aggregation Domain and Mobile Backhaul
e MBH Network and Service Architecture
e JuniperNetworks Solution Portfolio

1. Overview of the Universal Access and Aggregation
Domain and Mobile Backhaul

This guide provides the information you need to design a mobile backhaul (MBH) network solution in
the access and aggregation domain (often referred to as just the access domain in this document) based
on Juniper Networks software and hardware platforms. The universalaccess domain extends from the
customerin the mobile, residential, or business—Carrier Ethernet Services (CES) and Carrier Ethernet
Transport (CET)—segmentto the universal edge. The focus of this guide is the mobile backhaul (MBH)
network forcustomersin the mobile segment.

Customersare eagerto learn aboutJuniper Networks MBH solutions for large and small networks.
Solutions based on seamless end-to-end MPLS, and the ACX Series and MX Series routers allow Juniper
Networksto deliver MBH solutions that address the legacy and evolution needs of the MBH, combining
operationalintelligence and capital cost savings.

This document serves as a guide to all aspects of designingJuniper Networks MBH networks. The guide
introduces key concepts related to the access and aggregation network and to MBH, and includes
working configurations. The advantages of the Junos OS together with the ACX Series and MX Series
routers are covered in detail with various use cases and deployment scenarios. Connected to the MX
Series routers, we use the TCA Timing Servers to provide highly accurate timing thatis critical for mobile
networks. This documentis updated with the latest Juniper Networks MBH solutions.

Audience

The primary audience for this guide consists of:

e Networkarchitects—Responsible for creating the overall design of the network architecture that
supports theircompany’s business objectives.

e Salesengineers—Responsible for working with architects, planners, and operations engineersto
designand implementthe network solution.

The secondary audience for this guide consists of:

MBH Design and Implementation Guide Page 12

Juniper Public



e Network operations engineers—Responsible for creating the configuration that implements the
overall design. Also responsible for deploying the implementation and actively monitoring the

network.

Terminology

Table 1 lists the terms, acronyms, and abbreviations used in this guide.

Table 1: Terms and Acronyms

Term Description

2G second generation

3G third generation

3GPP Third-Generation Partnership Project

4G LTE fourth-generation Long Term Evolution (refers to 4G wireless broadband
technology)

Abis Interface between the BTS and the BSC

ABR area borderrouter

AN access node

APN access pointname

ARP Address Resolution Protocol

AS autonomous system

ATM Asynchronous Transfer Mode

BA behavioraggregate (classifiers)

BBF Broadband Forum

BCD binary-coded decimal

BFD Bidirectional Forwarding Detection (protocol)

BGP Border Gateway Protocol

BGP-LU BGP-labeled unicast

BIR bit error rate

BN bordernode

BS base station

BSC base station controller

BTS base transceiver station

CapEx capital expenditure

CE customer entity or customeredge, depending onthe context

CES Carrier Ethernet Services

CESoPSN Circuit Emulation Service over Packet-Switched Network

CET Carrier Ethernet Transport

CFM connectivity fault management

CIR committed information rate

CLI command-line interface

co central office

CoS class of service

CSG cell site gateway

CSR cell site router

DHCP Dynamic Host Configuration Protocol
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Term Description
DLCI data-link connectionidentifier

DSCP Differentiated Services code point

EBGP external BGP

EEC Ethernet Equipment Clock

eNodeB Enhanced NodeB

EPC evolved packet core

ESMC Ethernet Synchronization Messaging Channel
EV-DO Evolution-Data Optimized

EXP bit MPLS code point

FCAPS fault, configuration, accounting, performance, and security management
FDD frequency-division duplex

FEC forwarding equivalence class

FIB forwardinginformation base

FRR fast reroute (MPLS)

Gbps Gigabits persecond

GGSN Gateway GPRS Support Node

GM grandmaster

GNSS Global Navigation Satellite System

GPRS General Packet Radio Service

GSM Global System for Mobile Communications
HLR Home Location Register

HSPA high-speed packetaccess

H-VPLS hierarchical VPLS

IBGP internal BGP

IEEE Institute of Electrical and Electronics Engineers
IGP interior gateway protocol

IMA inverse multiplexing for ATM

IP Internet Protocol

IS-1S Intermediate system-to-Intermediate system
ISSU in-service software upgrade

ITU International Telecommunication Union

lub Interface UMTS branch—Interface between the RNC and the Node B
LAN local area network

LDP Label Distribution Protocol

LDP-DOD LDP downstream on demand

LFA loop-free alternate

L-FIB label forwarding information base

LFM link fault management

LIU line interface unit

LOL loss of light

LSA link-state advertisement

LSI label-switched interface

LSP label-switched path (MPLS)

LSR label-switched router

LTE Long Term Evolution
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Term Description
LTE-TDD Long Term Evolution — Time Division Duplex
MBH mobile backhaul

MC-LAG multichassis link aggregation group

MEF Metro Ethernet Forum

MF multifield (classifiers)

MME mobility management entity

MP-BGP multiprotocol-BGP

MPLS Multiprotocol Label Switching

MSC Mobile Switching Center

MSP managed services provider

MTTR mean-time-to-resolution

NLRI network layer reachability information

NMS network management system

NNI network-to-network interface

NSR nonstop routing

NTP Network Time Protocol

OAM Operation, Administration, and Management
OpEx operational expenditure

(0N operating system

Osl Open Systems Interconnection

OSPF Open Shortest Path First

PCU Packet Control Unit

PDSN packet data serving node

PDU protocol data unit

PE provideredge

PGW Packet Data Network Gateway

PLR point of local repair

POP point of presence

pps packets persecond

PRC primary reference clock

PSN packet-switched network

PSTN public switched telephone network (ortelecom network)
PTP Precision Timing Protocol

PWE3 IETF Pseudowire Emulation Edge to Edge

QoE quality of experience

QoS quality of service

RAN Radio Access Network

RE Routing Engine

RIB routing information base, also known as routing table
RNC radio network controller

RSVP Resource Reservation Protocol

S1 Interface between the eNodeB and the SGW

SAFI subsequentaddress family identifier

SAToP Structure-Agnostic Time Division Multiplexing (TDM) over Packet
SGSN Serving GPRS Support Node
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Term Description
SGW Serving Gateway

SH service helper

SLA service-levelagreement

SMS short message service

SN service node

SPF shortest path first

TD-CDMA time division-code-division multiple access
TDD time division duplex

TDM time-division multiplexing

TD-SCDMA time-division—synchronous code-division multiple access
T-LDP targeted-LDP

TN transport node

UMTS universal mobile telecommunications system
UNI user-to-network interface

UTRAN UMTS Terrestrial Radio Access Network

VClI virtual circuit identifier

VLAN virtual LAN

VoD videoon demand

VPI virtual path identifier

VPLS virtual private LAN service

VPN virtual private network

VRF VPN routing and forwarding (table)

VRRP Virtual Router Redundancy Protocol
WCDMA Wideband Code Division Multiple Access

X2 Interface between eNodeBs, or between eNodeB and the MME

Universal Access and Aggregation Domain

The universal access and aggregation domain (often referred to asjustthe access domainin this
document) iscomposed of the network that extends from the customerin the mobile, residential, or
business—Carrier Ethernet Services (CES) and Carrier Ethernet Transport (CET) —segment to the
universaledge. The focus of this guide is the mobile backhaul (MBH) network for customersin the
mobile segment.

Universalaccess is the means by which disparate technologies developed for mobile, residential, and
business purposes converge into anintegrated network architecture. The disparate technologies have
evolved overtime from circuit switched to packet switched, from time-division multiplexing (TDM) to IP
and Ethernet, and from wireline to wireless. The universal edge isthe means by which service providers
deliverservices to the customer—services such as over-the-top video, IPTV, high-speed Internet, video
on demand (VoD), and transactional services. The converged universal access network complements the
universal edge with a seamless end-to-end service delivery system. (See Figure 1.)
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Figure 1: Universal Access Solution Extends Universal Edge Intelligence to the Access Domain
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The access and aggregation domain is divided into three use cases: mobile or MBH, business or CES/CET,
and residential (see Figure 2). Each use case is further divided into various service profiles, depending on
the underlying media, service provisioning, topology, and transport technology. Commonto all use cases
is the need to provide an end-to-end network and service delivery, timing, synchronization, and network

management. The focus of this design guide is the MBH use case.
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Figure 2: Universal Access and Aggregation Domain
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Network Management

The mobile backhaul (MBH) use case covers the technologies that must be deployed to connect mobile
service provider cell sites (base stations) to the regional mobile controller site (BSC/RNC) or mobile
packet core (SGW/PGW/MME). This use case presents complexity due to the need to support various
legacy and next-generation technologies. Mobile service providers must continue to support legacy
service profiles that enable 2G and 3G service as wellas newerand next-generation service profiles that
support HSPA and 4G LTE services. Each service profile adds potential complexity and management
overheadtothe network. The service provider must deal with various transports required to support
these service profiles while also working to reduce capital and operational expenditures (CapEx/OpEx) of
the MBH network. Mobile operators also seek to increase the average revenue peruserthrough afocus
on implementing a flexible architecture that can easily change to allow forthe integration of enhanced
and future services.

Market Segments

One of the main market factors fuelinga movementtoward a unified and consolidated network is the
rising cost of MBH. Combine this cost increase with the ongoing exponentialincrease in mobile
bandwidth consumption and the introduction and rapid migration to 4G LTE, and the cost problem s
furtherexacerbated. The subscriber’s consumption of high-bandwidth, delay-sensitive content such as
video chat, multiplayerreal-time gaming, and mobile video largely fuels the increasing demand for
bandwidth. Anotherfactorto consider is the security of the underlyinginfrastructure that protects the
packet core and access network. All these factors converge into a formula that makes it difficult for
mobile operators to reduce CapEx and OpEx. The increasing complexity of the network makes these
goals harderto achieve; this makesthe drive to increase average revenue peruseramuch more difficult
proposition.
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Giventhe challengesin this market segment, anideal MBH network is one that is designed with a focus

on consolidation and optimization. This focus allows for more efficientinstallation, service provisioning,
and operation of the network.

MBH Use Case

The MBH use case described in this guide includes four service profiles for the different generations of
wirelesstechnologies—2G, 3G, HSPA, and 4G Long Term Evolution (LTE). Each service profile represents
afundamentalchange in the nature of the cellular wireless service in terms of transporttechnology,
protocols, and access infrastructure. The changesinclude a move from voice-oriented time-division
multiplexing (TDM) technology toward data center-oriented IP/Ethernet and the presence of many
generations of mobile equipment, including 2G and 3G legacy as wellas 4G LTE adoption. Because the
MBH solution supports any generation of mobile infrastructure, it is possible to design a smooth
migration to 4G using the information in this guide. (See Figure 3.)

Figure 3: Architectural Transformation of Mobile Service Profiles
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Problem Statement

The fundamental problem with the MBH segment s the inherent complexity introduced by the various
network elements needed to properly support the multiple generations of technology required to
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operate a complete MBH network. This complexity conflicts with the provider’s ability to provide
increased average revenue peruser. Increasing margin peruser can be achieved by decreasing the
overall cost of the network infrastructure, buthow? As users demand more bandwidth and higher
quality services, the traditional answer has been “more bandwidth.” To increase average margin per
user, a service provider has to eithercharge more persubscriberor lower the cost of the network. The
ability to lower network cost, from an implementation, ongoing operational, and lifecycle perspective is
the focus of the MBH solution. The Juniper Networks MBH solution collapses the various MBH
technologiesintoa converged network designed to support the current footprint of access technologies
while reducing complexity and enabling simpler, more cost-effective network operation and
management. This optimization enables easier adoption of future technologies and new services aimed
at enhancing the subscriber experience.

The service provider can achieve CapEx and OpEx reduction and facilitate higher average revenue per
user by focusing on three key areas: implementing high-performance transport, lowering the total cost
of ownership of the network, and enabling deployment flexibility. Providers have become used to the
relative simplicity and reliability of legacy TDM networks: a packet-based network should provide similar
reliability and operational simplicity and flexibility. Additional challenges are emerging that place further
emphasisonthe need for high-performance transport. Flat subscriberfees combined with an
exponentialincrease indemand fora high-quality user experience (measured by increased dataand
reliability) demand that new, more flexible business models be implemented to ensure the carrier’s
ongoing ability to provide this user experience. Lowering the total cost of ownership of the MBH
network s at direct odds with the need for high-performance transport. The operating expense
associated with MBH is increasing due not only to the growthin user data butalso the increasing cost of
space, power, cooling, and hardware to support new technologies (as well as maintaining existing
infrastructure to supportlegacy services). As more sites are provisioned, and as the network complexity
increases, the need to deploy supportto a widerfootprint of infrastructure further erodes the carrier’s
ability to decease the total cost of ownership of the network. Finally, deployment flexibility isa concern
as the carrier’s move more into packet-based networks. The ability of a service providerto meet strict
service-levelagreements (SLAs) requires deployment of new technologies to monitor and account for
network performance. The addition of a wider array of management platforms also decreases the
service provider’s ability to increase the average margin per user of the MBH network.

The Juniper Networks universal access MBH solution is the first fully integrated end-to-end network
architecture that combines operationalintelligence with capital cost savings. It is based on end-to-end IP
and MPLS combined with high-performance Juniper Networks infrastructure, which allows operators to
have universalaccess and extend the edge network and its capabilities to the customer, whetherthe
customeris a cell tower, a multitenant unit, or a residential aggregation point. This creates a seamless
network architecture thatis critical to delivering the benefits of fourth-generation (4G) radio and packet
core evolution with minimal truck rolls, paving the way for new revenue, new business models, and a
more flexible and efficient network.

Addressing the challengesfaced in the access network by mobile service providers, this document
describesthe Juniper Networks universalaccess MBH solution that addresses the legacy and evolution
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needs of the mobile network. The solution describes design considerations and deployment choices
across multiple segments of the network. It also provides implementation guidelines to support services
that can accommodate today’s mobile network needs and support legacy services on 2G and 3G
networks and provide a migration path to LTE-based services.

Although this guide provides directions on how to design an MBH network for 2G, 3G, HSPA, and 4G LTE
with concrete examples, the majorfocus is the more strategic plans fora fully converged access,
aggregation and edge network infrastructure. This infrastructure provides end-to-end services to all
types of consumers, including business and residential subscribers in agreement with industry standards
and recommendations that come from the Broadband Forum (BBF), Metro Ethernet Forum (MEF), and
3rd Generation Partnership Project (3GPP) working groups.

What is MBH?

The backhaul is the portion of the network that connects the base station (BS) and the air interface to
the base station controllers (BSCs) and the mobile core network. The backhaul consists of a group of cell
sitesthat are aggregated at a series of hub sites. Figure 4 shows a high-levelrepresentation of mobile
backhaul (MBH). The cell site consists of eithera single BS that is connected to the aggregation device or
a collection of aggregated BSs.

Figure 4: MBH
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The MBH network provides transport services and connectivity between network components of the
mobile operator network. Depending on the mobile network type, the mobile network mightinclude a
number of components that require connectivity by means of a variety of data-leveland network-level
protocols. (See Table 2.)
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Table 2: Mobile Network Elements

2G GSM BTS Communication between air interface and the
base station controller (BSC)
BSC Controls multiple base stations (BSs)
MSC Handles voice calls and short message service
(SMS)
2.5G GPRS BTS Communication between air interface and BSC
SGSN Mobility management, data deliveryto and
from mobile user devices
GGSN Gateway to external data network packets
BSC+PCU Controls multiple BSs and processes data
3G EV-DO BTS Communication between the air interface and
radio network controller (RNC)
RNC Call processingand handoffs, communication
with packet data servingnode (PDSN)
PDSN Gateway to external network
UTRAN NodeB Performs functions similar to base transceiver
station (BTS)
RNC Performs functions similar to BSC
MSC Handles voice calls and short message service
(SMS)
SGSN Mobility management, data deliveryto and
from mobile user devices
GGSN Gateway to external data network packets
4G LTE eNodeB Performs functions similar to BTS and radio
resource management
SGW Routing and forwarding of user data, mobility
anchoring
MME Tracking idle user devices, handoff
management
PGW Gateway to the external data network
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Types of MBH

The connectivity type offered by the backhaulnetworkis influenced by the technology used in the Radio
Access Network (RAN) and by factors such as the geographical location of the cell site, bandwidth
requirements, and local regulations. For instance, remote cell sites that cannot be connected over
physical links use a microwave backhaulto connectto the base station controller (BSC) and mobile core
network. The amount of available frequency spectrum and spectral efficiency of the air interface
influence the bandwidth requirements of a cell site. Hence, the backhaul network can consist of one or a
combination of physical media and transport mechanisms. Selectingamongthe available options
depends uponthe type of radio technology, the applicationsin use, and the transport mechanism.

Table 3 lists the technologies and the interfaces that support those technologies.

Table 3: Mobile Network Interfaces

2G/2.5G GSM/GPRS/CDMA Abis Channelized TDM
HSPA UMTS lub IP/Ethernet

3G UMTS lub ATM

4G LTE S1/X2 IP/Ethernet

The four connectivity typesin the fourth column define the four different service profiles that we
configure in the MBH network.

2. MBH Network and Service Architecture

The mobile backhaul (MBH) network and service architecture can be divided into various segments—
access, preaggregation, aggregation, edge, and core. The access, preaggregation, and aggregation
segments can each be a combination of several different physicaltopologies, dependingonthe scale
and resiliency needs of the individual segment. You can build each segment by using one of the
following topologies—hub-and-spoke, ring, and partial mesh, or using a combination of these
topologies. Mobile operators can also begin with a hub-and-spoke topology and converttoa ring
topology as the scale of the network grows. The key is to have an MBH network and service architecture
that supports multiple service models—2G, 3G, HSPA, and 4G LTE—to meetlegacy and evolutionary
needs.

Legacy networks have relied on backhauling Layer 2 technologies and carrying traffic over Ethernet
VLANs, Frame Relay data-link connection identifiers (DLCIs), TDM circuits, and ATM virtual circuits. The
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use of severaltechnologies forany given service results in tighter coupling of service provisioning with
the underlying network topology and limits the flexibility of operations.

A unified network infrastructure is an important requirement and challenge forthe next-generation
access network. This challenge is not new for the telecommunications industry and has been solvedin
the past by enabling MPLS technology, which provides reliable transport and supports a variety of
packet-based and circuit-based services. Forboth wireline and mobile networks, MPLS has become the
protocol of choice for packettransportand carrier Ethernet, and the underlying protocolfor service
delivery. Some operators, having taken MPLS beyond the core to the aggregation and metro area
networks, also wantto deploy MPLS in the access network to reap some of the benefits that MPLS has
providedin the core. With MPLS in the access network, operators can have added flexibility in service
provisioning. They can define the services topology independently of the transportlayerand in line with
the evolutionary changes brought on by LTE.

The service topology itself can have multiple components through the various segments of the network.
For example, the service can be initiated as a point-to-point Layer 2 pseudowire fromthe access
network and be mapped to a multipoint virtual private LAN service (VPLS) ora multipoint Layer3 MPLS
VPN in the aggregation or edge layer.

However, taking MPLS to the access segmentand making MPLS the packet forwarding technology end-
to-end across the MBH network raises new challenges in comparison with MPLS deploymentin the
core—challengessuch as:

e Cost efficiency and scaling
e Qut-of-band synchronization

The new network requires cost-effective access networks that consist of tens of thousands of MPLS
routers. Juniper Networks has addressed this challenge by producinga new series of routers—ACX
Series specifically built for use in the access and aggregation segments of the MPLS-enabled network. To
meetrequirements for out-of-band synchronization, we builtinto the new ACX Series and existing MX
Seriesrouters a wide range of hardware-enabled technologies.

Cost efficiency and scaling require small CSRs with robust MPLS features. These devices have much less
scalable control Planes. Thus, using the devicesin large IP/MPLS networks requires special tools and
techniquesthatsegmentthe networkinto smaller parts and preserve end-to-end seamless MPLS
transport with no touch points in the middle.

MPLS has been a widely successful connection-oriented packet transporttechnology for more thana
decade. However, it requires a few enhancements to provide functionality and manageability that is
equivalentto the currentcircuit-switched transport networks. This set of enhancements is called MPLS
transport profile (MPLS-TP). MPLS-TP extends the already rich MPLS and Generalized MPLS (GMPLS)
protocol suite to serve transport and service networks with enhancements to the data plane, such as
framing, forwarding, encapsulation, OAM, and resiliency. MPLS-TP is planned for inclusion as part of
seamless MPLS in future versions of the Access and Aggregation solution.
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Seamless MPLS addresses the requirements for extending MPLS to the access network and significantly
influences the architectural framework for building scalable and resilient MPLS networks with a flexible
services delivery model. The topic “Seamless MPLS” describes the benefits and requirements for
seamless MPLS, along with the features and functionality supported by ourJuniper Networks
comprehensive MPLS portfolio, which delivers acomplete and flexible solution for MBH.

The MBH network and services architecture can be viewed in two dimensions—the infrastructure of the
network and the different layers of the network.

MBH Network Infrastructure

The first dimension of the MBH network architecture we represent by the network infrastructure,
which is defined by TR-221, Technical Specification for MPLS in the MBH Networks, of the Broadband
Forum. TR-221 definesthe use of MPLS in the MBH access and aggregation network and provides
solutions for the transport of trafficin 2G, 3G, HSPA, and 4G LTE mobile networks. The main elements of
the infrastructure are the segments thatappearin Figure 5:

e Access—IncludesCSRs

e Preaggregation

e Aggregation

e Core—Includesservice edge and remote service edge routers

Figure 5: MBH Network Infrastructure
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This document describes deployment scenarios for the access, preaggregation, aggregation, and core
segments. The core segmentis, of course, an essential part of the solution. The RAN and evolved packet
core (EPC) segmentsare includedin Figure 5 for completeness. Our solution leverages the MPLS core
and extends core capabilities into the access and aggregation segments. However, in most cases, the
operatoralready has an IP and MPLS core, so this document does not describe the details of the core
segment. It does, instead, describe some functional requirements forthe provideredge (PE) service
routers, which are a part of the core segment.
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Access Segment

The access segment consists of the CSR, which is typically deployed at the cell site and connects the BS
to the packet network. Several CSRs can be connected in a ring or hub-and-spoke topology to the
upstream preaggregation and aggregation routers. Key requirements of a CSR include:

e Supportfor TDM and Ethernetinterfaces to meet multigeneration needs (2G, 3G, HSPA, and 4G
LTE)

e Timing and synchronization support for voice and TDM traffic

e Performance and bandwidth to meet growing service needs

e Software featuresto deliveran enhanced quality of experience (QoE)—class of service, network
resiliency, and operation, administration, and management (OAM)

Preaggregation and Aggregation Segments

The aggregation and preaggregation segments comprise multiple access networks typically connected to
an upstream preaggregation and/or aggregation network in the metro areas before the trafficis handed
off to regional points of presence (POPs). The key features needed at the preaggregation and
aggregation segmentsinclude:

e High-density Ethernet

e Termination of TDM interfaces, SONET, and ATM

e Supportfor versatile Layer2 and Layer 3 carrier Ethernetand MPLS features
e OAMand networkresiliency features

e Inline timing and synchronization supportforvoice and TDM applications

Core Segment

The key components of the core segment forthe end-to-end MBH solution are PE service routers, which
typically separate the access and aggregation layers from the service provider core. The core segmentis
often complexin a provider network because it has the highest demand for control plane and service
plane scalability. It is the network segment where diverse access and aggregation networks converge.
The remote multiservice provider edge routers usually interconnect with such mobile network elements
as RNC, BCS, and EPC. Key requirements include:

e High-density Ethernet

e SONETand TDM interfacesforlegacy applications

e Scale for control plane, service plane, and data plane

e Systemredundancyand networkresiliency features

e Extensive Layer2 and Layer3 IP and MPLS features to support diverse applications

e layer 2 and Layer 3 virtualization support (pseudowire, virtual private LAN service, Layer3 VPN)

e Ability to receive timing from the grandmasterand to transmit it out to the slave routersin the
aggregation and access networks

e Inline timing and synchronization support forvoice and TDM applications
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MBH Network Layering

The second dimension of the MBH network we represent by the three verticallayers of the access and
aggregation segments. (See Figure 6.)

Figure 6: MBH Network Layering
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The three layers of the MBH network infrastructure include:

e End-to-endtimingand synchronization
o End-to-end MPLS-based services
e End-to-end MPLStransport

End-to-End Timing and Synchronization

Typically, mobile networks utilize SONET or SDH technologies to backhaul voice and data traffic, and use
native support for frequency of SONET or SDH to synchronize their radio network. Unless you
synchronize the two ends of a circuit, the target device cannot decode the dataencoded by the source
device. When you emulate the circuit overan IP-based or packet-based network, the continuity of the
circuit clock is lost. The fundamental difference between typical native support for synchronization and
an emulated circuit in the IP-based or packet-based network is that typical native supportis
synchronous while the emulated circuit has traditionally been asynchronous. This disparity means that a
timing and synchronization solution must be employed when performing circuit emulation over the
MPLS backbone.
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Clock synchronization in an MBH network is an essentialrequirement for handoff support, voice quality,
and low interference. Loss of timing synchronization can result in poor user experience, service
disruptions, and waste of frequency spectrum. A base-station clock needs to be within certain limits of
the central radio controller to ensure seamless handover between different base stations. Wireless
technologies based on frequency-division duplex (FDD)—such as 2G GSM or 3G UMTS, WiMAX FDD, LTE-
FDD, and W-CDMA—require only frequency synchronization to the reference clock. However, wireless
technologies based on time-division duplex (TDD)—such as TD-CDMA/CDMA2000, TD-SCDMA, and LTE-
TDD—require both frequency and time (phase and time-of-day) synchronization to the reference clock.

There are multiple ways of distributing the timing information across the MBH network:

e Traditional TDM-based timing distribution

e |EEE 1588v2 Precision Timing Protocol (PTP)

e Synchronous Ethernetoverthe physicallayer

e Network Time Protocol (NTP)v3and NTPv4

e GPSorBITS that is externalto the IP-packet based network

Juniper Networks supports multiple timing synchronization options because a single timing solution
doesnotfit all network types orrequirements. For synchronization distribution across the MBH network
we use two main methods: physical layer-based Synchronous Ethernet (G.8261, and so on) and packet-
based Precision Timing Protocol (PTP), standardized in IEEE 1588-2008. Both methodsare
complementary to each otherand are a versatile fit for IP/Ethernet-based MBH because they are
topology agnostic and supportfrequency (Synchronous Ethernet) and phase (IEEE 1588v2). In addition,
when applying class-of-service (CoS) rules, we classify packets carrying timing information into the high-
priority, low-latency queue.

End-to-End MPLS-Based Services

Many types of network services are based on MPLS VPNs, which offer end-to-end connectivity between
sites overa shared IP/MPLS network.

VPNs are classified as either Layer 2 or Layer 3. In a Layer2 VPN, the provider network offers only
transport services between customer edge (CE) devices overthe VPN. The routing and peering take
place between CEs; the IP addressing and routing of customer trafficare passed over Layer 2 and are
encapsulated, becoming essentially transparent to the provider network. This type of VPN is also known
as the overlay model. Legacy Layer 2 VPNsinclude Frame Relay, ATM, or time-division multiplexing
(TDM) networks. Modern Layer 2VPNs use IP and MPLS across the provider network.

The simplest example of a Layer 2 VPN, which is widely used in the Juniper Networks MBH solution, is a
pseudowire connection. The pseudowire connection begins and terminates at the physical port or
logical interface where trafficenters the PE router. Within each Layer2 VPN or service, we configure
several pseudowires to carry Layer 2 traffic. The IETF Pseudowire Emulation Edge to Edge (PWE3)
standards define how Layer 2 traffic is carried across the network.
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In contrast, we configure Layer 3 VPNs with peeringbetween CEand PE devices, and the carrier or
provider network routing customer traffic overthe VPN. The provider network can present each
customer’s logical network with route distribution and transport services, which we referto as the peer
model.

One problemin a traditional carrier network, which includes multiple network segments such as access,
aggregation, and core, is the number of touch points that you need to provision to activate new
services. This introduces additional and unnecessary complexity into an already complex network
environment. Inthe traditional multisegment network, you mustinterconnect disparate VPNsinto an
end-to-end service topology with discrete service activation points at the segment edge of each VPN
service tier. This configuration can potentially add operationaloverhead. When service providersadd a
new service, they must provision that service at the network edge, as wellas at each segment edge. This
modelis operationally inefficient because of the need to touch each segment edge when you provision
new services. A solution to this operational challenge is the emergence of seamless MPLS. Seamless
MPLS enables a true end-to-end service plane from the access segmenttothe PE service routersin the
core, without any service touch pointsin the middle.

End-to-End MPLS Transport

In end-to-end MPLS transport, when the PErouter receives VPN datafrom a CE router that belongs to
different VPNs, the PErouterencapsulatesthe VPN data with labels for forwarding overtransport
tunnels. These transporttunnels are called MPLS label-switched paths (LSPs). An LSP carries traffic
between PEs. Aseparate LSP between each pair of PEs can carry traffic for multiple VPNs, orthere can
be a separate LSP for each VPN. Two levels of labels are appended tothe VPN data coming into the
provider network:

e AninnerVPN label that helpsidentify the service VPN to which the data belongs
e Anoutertransportlabel that identifies the LSP to the outgoing PE to which the data is sent

Anyrouterin the middle of the MPLS network is not required to detect the service and provides pure
packetforwarding on the basis of the outerlabels (transport), preservingthe inner label (services)
throughout the network untilit is delivered to the PE on the opposite network end. These labels are
removed before being sentto the CE at the egress. This two-levellabelstack provides the basis on which
decoupling of service and transport capabilities is possible in an MPLS network.

Seamless MPLS

A seamless MPLS networkis one in which all forwarding packets within the network, fromthe time a
packetentersthe network untilit leaves the network, are based on MPLS. Seamless MPLS introduces a
systematic way of enabling MPLS end-to-end across all segments—access, preaggregation, aggregation,
and core. In a seamless MPLS network, there are effectively no boundaries, which allows very flexible
models of service delivery and decoupling of network and service architectures, whichin turn can
presentascaling challenge. Seamless MPLS can require scaling MPLS to up to 100,000 nodes. One way
of achievingthis is to build a single, large IGP area. However, as simple as that may seem, itis very hard
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to scale. Anotherapproachis to divide the network into regions with service origination and termination
at access nodes. (See Figure 7.)

Figure 7: Seamless MPLS Functional Elements
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Type of Nodes

Severaldifferenttypes of nodes appearinan MPLS network, each with a different function. A physical
device can combine several of these functions. Conversely, asingle function can require multiple
physical devices forits execution. Figure 7illustrates the following types of nodes:

o Access node (AN)—The first (and last) nodes that process customer packets at Layer 2 or higher.
Border node (BN)—Nodes that enable inter-region packet transport (similarto area border
routers and autonomous system [AS] boundary routers).

e End node (EN)—Nodes that are outside the network, and represent anetwork customer.

e Service helper(SH)—Nodes that enable orscale the service control plane. Service helpers do
not forward customer data. For example, service route reflectors.

e Service node (SN)—Nodesthatapply servicesto customer packets. Examplesinclude Layer2 PE
routers, Layer 3 PE routers, and SONET Clock Generators (SCGs).

e Transport node (TN)—Nodesthat connect access nodes to service nodes, and service nodes to
service nodes. Ideally, transport nodes do not have a customer-specificor service-specific
configuration.

A physical device can, of course, play multiple roles. For example, an access node can also be a service

node, or a service node can double as a transport node. Service helpers can be embedded in service
nodes. Itis often usefulto virtualize a physical device that plays multiple roles (using the notion of
logical routers) to minimize the impact of one role on another, both froma control plane and a
management point of view.

Regions

A regionis an independent, manageable entity. Large, global networks can have as many as 200 to 300
regions. Regions are an important conceptin seamless MPLS because they address many of the
challengesinherentin large routed networks. The primary challenge is that IGP and RSVP with LDP do
not scale wellin an MBH network that consists of one flat IGP region with tens of thousands of nodes. In
such a flat network, there are too many nodes, too many peering sessions, too many routes, and too
many transit LSPs, which all slow down the convergence time. By dividing the network into regions,
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service providers can increase the scale of their networks and improve convergence times. (See Figure 8
and Figure 9.)

Figure 8: Multiregion Network within One Autonomous System
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Figure 9: Multiregion Network with Numerous Autonomous Systems

Inter-Region and Inter-AS Service Plane
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Figure 8 and Figure 9 show two examples of inter-region networks consisting of three regions covering
the edge and transportregions—edge regions 1and 2, and the transportregion. This approach
segments the end-to-end connectivity probleminto inter-region and intraregion connectivity and
introduces a hierarchical topology that is a key componentin the design of seamless MPLS, allowing
network to scale well. (Forthe benefits of seamless MPLS, see the topic “Solution Value Proposition.”)
From the control plane perspective, regions can be of different types:

e Interiorgateway protocol (IGP) region—Traditional multiarea/multilevel IGP design, with
multiple area borderrouters (ABRs) connectingthe areas and regions.

MBH Design and Implementation Guide Page 31

Juniper Public



e |IGPinstance—Separate IGPinstance foreach region, with multiple borderrouters connecting
the regions.

e BGPAS—Separate BGP ASforeach area, with multiple pairs of boundary routers connecting the
regions.

The characteristics of a multiregion network are quite similar to a multiarea OSPF network, multilevelIS-
IS network, or BGP AS, but the regions do not exchange routing information as would a typical area or
level. IGP routing information, LDP signaling, or RSVP signaling is not exchanged between regions.

End-to-End Hierarchical LSP

Although regions add scale, they establish explicit boundaries and cut end-to-end transportintoa few
separate LSPs perregion. To alleviate this problem, LSPs can be stitched between regions, extending the
MPLS network over multiple regions in the MBH network. These LSPs are hierarchical end-to-end LSPs.
Inside each region, hierarchical LSPs are built on the metrics of existing control plane functionality using
the OSPF or IS-ISand RSVP or LDP protocols. Meanwhile all inter-region control plane information is
shared with BGP-labeled unicast (BGP-LU). Sharing allows the distribution of labeled routes for the
service node’s loopback interface across all regions, providing end-to-end MPLS tunneling. Transit
routers within each region are notrequired to detect or participate in BGP-LU—oneof the reasons BGP-
LU scales sowell.

Decoupling Services and Transport with Seamless MPLS

The following 4G LTE and HSPA scenarios illustrate how the typical MBH architecture fits seamless MPLS
in terms of defined functions, transport LSPs, and decoupling of the services plane from the underlying
topology and transport plane.

Figure 10 shows the functionalroles of different network nodes fora4G LTE deployment scenario.
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Figure 10: Seamless MPLS Functions in a 4G LTE Backhaul Network
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Seamless MPLS Network of a Mobile Operator

In this example, the CSRin the access segment plays the role of the access node (AN) and service node
(SN), originatesthe Layer3 VPN service, and interconnects with RAN. Routersin the preaggregation
segment function as BGP route reflectors, correspondingto the service helper(SH) function and serve as
area borderrouters between the preaggregation and access segments, corresponding to the border
node (BN) function. Some access and preaggregation routers can have a pure transport node (TN) role
as label-switching routers (LSRs). Aggregation routers have a bordernode (BN) function because they
act as autonomous system (AS) boundary routers (ASBRs) orarea borderrouters (ABRs) between the
aggregation segment and the core segment, peering with the PE service router. In the core network, the
remote service edge routeracts as the service node (SN), connectingthe EPCelementsto the core
network. Atthe same time, the edge routercan be an ASBRand a route reflector, which correspond to
BN and SN functions respectively.

Figure 11 illustrates the decoupling of the service and transport planes across different deployment
scenarios.
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Figure 11: Seamless MPLS Functions in an HSPA Backhaul Network
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Seamless MPLS Network of a Mobile Operator

Figure 11 illustrates the decoupling of different services from each otherand decoupling of the services
plane from the transport plane. This example uses the same network topology asin the 4G LTE example,
but this HSPA example uses Layer 2 connectivity (instead of Layer 3) between mobile network segments.
In the access segment, the CSR has a pure access node (AN) function, acts as a VPLS spoke, and
originates a pseudowire, which is terminated at the aggregation router. The aggregationrouteris a VPLS
hub with an explicitly assigned service node (SN) function. Because the HSPA radio network controller
(RNC) is located closer to the mobile RAN, the service node function moves fromthe remote edge to the
aggregation routerat one end, and from the CSR to the preaggregation router at the otherend. All the
changesto the service plane happenindependently fromthe transport plane, which is agnostic to
changesin the service functions.

In networks of differentsizes, service node (SN), service helper (SH), orbordernode (BN) functions
move across the MBH infrastructure. Atthe same time, some infrastructure functions for the
preaggregation, aggregation, and service edge can be collapsed and deployed on the same device.
However, afterthe functions have been defined, the decoupling of the services plane from the transport
plane works independently of the network size.
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Mobile Service Profiles

Positioned in the access and aggregation domain, the MBH use case described in this guide includesfour
service profiles for the different generations of wireless technologies—2G, 3G, HSPA, and 4G LTE. Each
service profile includes examples of a variety of deployment scenarios. (See Figure 12.)

Figure 12: MBH Service Profiles and Deployment Scenarios

Deployment Scenarios

F
}'

PW in Access
|

The deployment scenarios for each service profile include different services. Commonto all service
profiles are the IP/MPLS transport, synchronization and timing, and topology elements. Thatis, all
service profilesand services are based on a common IP/MPLS transportinfrastructure, common
synchronization and timing, and a common network topology. The IP/MPLS transport infrastructure can
be IS-1S or OSPF-based, synchronization can be Synchronous Ethernet, IEEE 1588v2, or a combination of
the two, and the topology can be ring or hub-and-spoke, depending on the example.
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The deployment scenarios represent separate building blocks that can be deployed alone or combined
with each other.
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2G Service Profile

The 2G service profile examplesinclude the following features:

e End-to-end TDM Circuit Emulation Service over Packet-Switched Network (CESoPSN)—A
CESoPSN bundle represents an IP circuit emulation flow. With CESoPSN bundles, you can group
multiple DSOs on one IP circuit, and you can have more than one circuit emulation IP flow
created from a single physical interface. For example, some DSOchannels froma T1 interface
can go in an IP flow to destination A, and other DSO channels from that same T1 interface can go
to destination B. This feature allows for payload optimization. CESoPSN bundles comply with
RFC 5086, Structure-Aware Time Division Multiplexed (TDM) Circuit Emulation Service over
Packet Switched Network (CESoPSN).

e Structure-Agnostic Time Division Multiplexing (TDM) over Packet (SAToP)—SAToP bundlesuse a
standards-based transport mechanism for T1/E1 circuits that allows them to interoperate with
other SAToP-compliantequipment. SAToP bundles comply with RFC 4553 to provide pseudowire
encapsulation. Pseudowire Emulation Edge to Edge (PWE3) for TDM bit streams (T1, E1, T3, E3)
disregards any structure that might be imposed onthese streams, in particular the structure
imposed by the standard TDM framing.

3G Service Profile

The 3G universal mobile telecommunications system (UMTS) service profile example includes edge-to-
edge Asynchronous Transfer Mode (ATM) pseudowires as described in RFC 4717. ATM pseudowires (a
simulated wired connection that emulates a dedicated end-to-end wire) are used to carry ATM cells over
an MPLS network, enabling service providers to offeremulated ATM services over existing MPLS
networks.

HSPA Service Profile

The HSPA service profile examplesinclude a combination of a Layer 2 virtual private network (VPN)
signaled with LDP (RFC 4905) and LDP-signaled virtual private LAN service (VPLS). A Layer 2 VPN enables
transport of the protocol data unit (PDU) of Layer 2 protocols such as Frame Relay, ATM AALS5, and
Ethernet, and providing a circuit emulation service across an MPLS network. The LDP-signaled VPLS s a
tunneling service that creates an emulated LAN segment restricted to a set of users. The LDP-signaled
tunneling service acts as a Layer 2 broadcast domain that learns and forwards Ethernet MAC addresses,
and that is limited to a designated set of users.

4G LTE Service Profile

The 4G LTE service profile examplesinclude a Layer3 VPN (RFC4364/2547bis). RFC 4364 definesa
mechanism by which service providers can use their IP backbonesto provide VPN services to their
customers. A Layer 3VPN is a set of sites that share common routing information and whose
connectivity is controlled by a collection of policies. The sites that make up a Layer 3 VPN are connected
overa provider’s existing public Internet backbone. RFC 4364 VPNs are also known as BGP/MPLS VPNs
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because BGPis usedto distribute VPN routing information across the provider’s backbone, and MPLS is
used to forward VPN trafficacross the backbone to remote VPN sites.

Topology

The topology plays an important role in the overall design planning process. For example, the topology

influences the deployment scenario forthe network layerand choice of IGP (IS-IS or OSPF) and the MPLS
protocol stack. Each service profile example is deployed using one or both of the topologiesin the

access segment:ring or hub-and-spoke.

MBH Service Architecture

The four service profiles—2G, 3G, HSPA, and 4G LTE—define the overall service architecture of the
Juniper Networks solution forthe MBH network. Table 4 summarizes, ata high level, the service
architecture of the solution. The MBH service architecture in Table 4 combines a type of user-to-
network interface (UNI) with an MPLS service and an MPLS service topology with stitching points, and

assigns service node functions tothe MBH network nodes across different segments.

Table 4: MPLS Service Types Across the MBH Network

CSR 2G BTS G.703 CESoPSN or SAToP
3G NodeB ATM ATM PWE3
HSPA NodeB Ethernet Layer 2 VPN (Ethernet pseudowire)
4G eNodeB Ethernet Layer 2 VPN (Ethernet pseudowire)
Ethernet/IP Layer 3 VPN
Preaggregation HSPA 4G N/A LSI Layer 2 to VPLS termination
Tunnel (It) interface/IP  Layer 2 to Layer 3 VPN termination
Loopback (lo0)/IP Layer 3 VPN hub
Aggregation 2G BSC STM1 CESoPSN or SAToP
SGSN G703/STM1 CESoPSN or SAToP
3G RNC ATM ATM pseudowire (PW3)
(Remote) HSPA RNC Ethernet/IP VPLS or Layer 3 VPN
Provider Service SGSN Ethernet/IP Layer 3 VPN
Edge 4G LTE SGW Ethernet/IP Layer 3 VPN
MME Ethernet/IP Layer 3 VPN

Solution Value Proposition

Overthe last few years, the industry has seen a growing investmentin Ethernetas the transport
infrastructure and in MPLS as the packet-switching technology. Our advanced MBH solution with ACX

Series routers helps managed service providers (MSPs) move to an all IP/MPLS packet network, and
addressesthe growing services needs of increasing bandwidth and enhanced quality of experience
(QoE). Further, recent studies indicate that use of MPLS in the access network results in better network
economics overtraditional Layer 2 Ethernet networks. (See Pietro Belotti, Comparison of MPLS and
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Ethernet Networks at the Access-Aggregation Level
(http://myweb.clemson.edu/~pbelott/papers/comparison-eth-mpls.pdf).

Juniper Networks provides an industry-leading solution to deliver a services architecture that moves
MPLS from the core and aggregation layers into the access layer, providing the necessary functionality
and performance needed to build highly resilient, large-scale, modern day networks.

The key benefits of building an end-to-end MPLS network for wireless servicesinclude:

e Supporting multiple types of transportinfrastructure —MPLS can efficiently carry both packet
and nonpacket application trafficover a hybrid underlying infrastructure that includes TDM,
ATM, and Ethernet.

e Decouplingthe underlyinginfrastructure—Services can be initiated as MPLS pseudowires or
MPLS Layer 3 VPNs at the cell site and can be flexibly mapped to MPLS services at the
aggregation and edge nodes farther upstreamin the network. In contrast, traditional networks
have relied on backhauling Layer 2 technologies and carrying traffic over Ethernet VLANs, Frame
Relay data-link connection identifier (DLCI), or ATM virtual circuits. This approach of dealing with
severaltechnologies forany given service has resulted in tighter coupling of service provisioning
to the underlying topology and limited flexibility in operations.

e Simplifying the service provisioning modeland minimizing the number of provisioning touch
points—MPLS in the transport network results in faster deployment of servicesand simpler
operations.

e Streamlining operations at the cell site with MPLS services originating at the cell site—For
example, whenreparenting of cell sitesis needed, itis much easier and more cost-effective to
move MPLS Layer 3 services than to reconfigure hard-provisioned Frame Relay DLCl or ATM
virtual circuits.

e Redirectingtrafficin the eventof network node or link failures and maximizing the use of
network resources in stable conditions with end-to-end label-switched paths (LSPs)—An MPLS
portfolio of comprehensive OAM tools can facilitate speedy detection of failures, as well as the
necessary service restoration to ensure sub-second convergence to deliver carrier-class
functionality.

e Meetingthe scaling needs of the largest modern day networks—MPLS systematically deployed
throughout the network can support large-scale networks of the order of 100,000 nodes. Key
features such as BGP-labeled unicast (BGP-LU) and LDP downstream on demand (LDP-DoD; see
RFC 5036) can be usedto enable and extend the correct level of service and operational
intelligence in severallayers of the network.

e Deployingand integrating multimarket services with MPLS tends to be easier than other
protocols—Forexample, MBH, carrier Ethernet services and residential access service can be
addressed with the same MPLS transportinfrastructure. With the topological independence that
MPLS creates at the service layer, services such as Wi-Fi offload, access point name (APN), or
support for multiple MSPs on one cell site can easily be accommodated with the virtualization
provided by MPLS Layer3 VPNs.
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In the presence of strict service-levelagreements, downtime canresultin significant financial losses.
Service downtime forthe subscribercan also have a negative impact on the brand and cause permanent
loss of business. Juniper Networks hardware redundancy and software reliability and stability ensure
that the network s up all of the time. The following Junos OS features maximize service availability:

e Comprehensivelink, node, path, and service-levelresiliency provided by IP and MPLS fast
reroute(FRR)—sub-50 millisecond failover

e Nonstop routing (NSR)

e Best-in-class unified in-service software upgrade (1SSU)

e Virtual chassis

o Multichassis link aggregation group (MC-LAG)

e Ethernetring protection (G.8032)

e Multihoming

e Pseudowire redundancy

The modular operating system architecture of Junos OS provides security and reliability through
microkerneland protected memory for processes. This architecture ensures that the entire platform
doesnotrestart because of a minor fault in one process, furtherensuring the highestlevels of service
continuity.

3. Juniper Networks Solution Portfolio

The Juniper Networks universal access and aggregation solution portfolioincludesthe following
components:

e ACXSeries Universal Accessrouters
e MXSeries 3D Universal Edge routers
e JunosSpace

e JunosOS software

The Juniper Networks vision of one network, many services is supported by the our ACX Series cost-
optimized, purpose-built universalaccess routers, which provide a single access infrastructure for many
servicesin the last mile forfixed and mobile access. The ACX Series routers bring simplicity and ease of
provisioning for MPLS pseudowires, Layer 2 VPNs, and Layer 3 VPNs from the access node, while
offering operationalintelligence that separates trafficand steers it over specific MPLS tunnels, supports
strict SLAs, and provides an enhanced end-user experience with precise timing and synchronization
capabilities.

ACXSeries Universal Access Routers supportrich Gigabit Ethernetand 10-Gigabit Ethernet capabilities
for uplink, along with supportfor legacy interfaces and Gigabit Ethernetinterfaces forradioand NodeB
connectivity in a compact form factor that is environmentally hardened and passively cooled. Seamless
MPLS, a common multiservice technology, can be used end-to-end to address legacy and emerging
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requirements of aconverged network. To provide the foundation for the converged network, the same
mobile backhaul (MBH) infrastructure can be used to carry mobile, business, or residential services. ACX
Series routers are the low-cost CSRs for backhauling mobile traffic from cell sites.

MX Series Universal Edge Routers are the platforms of choice for building a transport network with
uncontested bandwidth provisioning.

Junos Space is a suite of comprehensive, Web-based tools for operational management and
administration of Juniper Networks routers, including the ACX Series and MX Series platforms. Juniper
Networks has extended Junos Space with powerfulnew features that address the demanding
requirements of MBH.

The Juniper Networks MBH solution with the ACX Series, MX Series, and Junos Space includes hardware
(interface density and types) and software features that support different network topologies for
efficient and scalable service delivery. With the cell site and aggregation routers all powered by one
Junos OS and comprehensive end-to-end Ethernetand MPLS OAM features, operators can enjoy better
network economics and cost optimize the total solution. With the unified Junos Space network
management system, network provisioning and operations can be streamlined. Table 5 shows the
details of each router, including the router’srole in the network, interface density and types, key
functions, and software features.

Table 5: Juniper Networks Platforms Included in the Universal Access and Aggregation MBH Solution

ACX1000  Fixed Access 8xT1/E1 ¢ 60-Gbps platforms
ACX1100 (Low cost) 8xGE/RJ45 e Circuit emulation
4xGE/SFP/RJ45 e Timing

e OAM for MBH
e Seamless MPLS
e Hardened fanless design

ACX2000  Fixed Access 16xT1/E1 ® 60-Gbps platforms
ACX2100 6XGE/RJ45 e Circuit emulation
2xGE/RJ45-POE * Timing
2XGE/SFP  OAM for MBH
2x10GE/SFP+ e Seamless MPLS
e Hardened fanless design
e 10GE capable
ACX4000 Modular Access 8xGbE Combo ® 60-Gbps platforms
2xGbE SFP e Circuit emulation
2x10GbE SFP+ e Timing
2 MIC slots: * OAM for MBH
- 6xGbE Combo e Seamless MPLS
e 10GE capable
- 4xCHOC3/STM-
1/1xCHOC12/STM-4
- 16xT1/E1
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MX5-T Fixed Preaggregation 20xGbE SFP e Ethernet bridging
o IPv4
- e |IPv6 routing
MX10-T Modular Preaggregation = 20xGbE SFP
. e Seamless MPLS
e e e MPLS and multicast forwarding
aggregation - 2x10GbEXFP e Hierarchical class of service
- 20xGbESFP e OAM and network resiliency
e Timing
e Pay as you grow
MX40-T Modular Preaggregation  2x10GbE XFP
and 2xMIC slot options:
aggregation - 2x10GbE XFP
- 20xGbE SFP
MX80-T/P  Modular Aggregation 4x10GbE XFP: e Ethernet bridging
(2 MIC and edge 2xMIC slot options: e IPv4, IPv6 routing
slots) - 20x1GbE SFP e Seamless MPLS
- 2x10GE/XFP e MPLS and multicast forwarding
- 40x1GE RJ-45 e Class of service
- 100FX,100BX e OAM and network resiliency
- 4x0C3/2x0C12-CE e IEEE 1588v2 Precision Timing
Protocol (PTP)
MX-240/ Modular Edge Up to 40xGbE SFP perslot e Ethernet bridging
MX-480/ (4/6/12 and core Up to 20x10GbE per slot e IPv4
MX-960 slots) Up to 2x100GbE CFP per e IPv6 routing

slot

e MPLS and multicast forwarding
e Class of service
e OAM and network resiliency

e Up to 5.2 Thps overall performance
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Figure 13 shows how each platform is deployedin the network.

Figure 13: Juniper Networks Platforms in the MBH
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The ACX1000, ACX2000, and ACX4000 routers are deployed at the cell site in the access network.

ACX1000 and ACX 2000 Series routers are designed accordingto the ETSI 300 standard and have a
hardened fanless design that allows installation in outdoor cabinets. Fora more detailed platform
description, see the “ACX Series Universal Access Routers” product datasheet.

The ACX4000 and the smaller MX40 and MX80 series routers are deployed in the preaggregation or
aggregation segments. For more detailed information about MX Series routers, see the “MX Series 3D
Universal Edge Routers for the Midrange” product datasheet.

Depending onthe network scale, the high-end MX240 or MX480 platforms can be deployed atthe large
consolidated central office (CO) in the aggregation segment of the MBH network. The larger capacity
MX480 and MX 960 routers are deployed in the point of presence (POP) at the edge of the core network
segment. For more detailed information about the high-end MX Series routers, see the “MX Series 3D
Universal Edge Routers” product datasheet.

The TCA Timing Servers are primary reference sources, providing highly accurate timing that is critical
for mobile networks. These servers are a crucial part of the Juniper Networks solution for timing and
synchronization. They use GPS and a local oscillator to deliver Stratum 1 timing reference and
exceptionalholdover. They serve as grandmaster clocks and are usually located at the CO or
Regional/Metro POP with direct connectivity to collocated MX-series routers. For more detailed
information about TCA appliances, see the “TCA8000 and TCA85000 Timing Services” product datasheet.
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http://www.juniper.net/us/en/local/pdf/datasheets/1000374-en.pdf
http://www.juniper.net/us/en/local/pdf/datasheets/1000208-en.pdf
http://www.juniper.net/us/en/local/pdf/datasheets/1000208-en.pdf
http://www.juniper.net/us/en/local/pdf/datasheets/1000367-en.pdf

The Junos Space network management solution provides acomprehensive fault, configuration,
accounting, performance, and security (FCAPS) end-to-end MBH network management and service
provisioning. For more detailed information, see the “Junos Space” product datasheet.
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Part 2 Design and Planning

This part includes the following topics:

e Design Considerations Workflow

e Topology Considerations

e MBH Service Profiles

e CoSPlanning

e Timing and Synchronization Planning

e End-to-EndIP/MPLS Transport Design

e MPLSServices Design for the 4G LTE Profile

e MPLS Service Design forthe HSPA Service Profile
e  MPLSService Design forthe 3G Service Profile
o MPLSService Design forthe 2G Service Profile
e OAM

e High Availability and Resiliency

o Network Management

e Design Consistency and Scalability Verification

4. Design Considerations Workflow

When you design an IP/MPLS access and aggregation network, the variety of available technologies and
featuresisverylarge. The variety can result in extremely complicated designs. Complexity is an
important consideration because very often the mobile backhaul (MBH) network is operated by service
providers that are not experienced with IP and MPLS technologies and that want to keep the complexity
of the solution as close as possible to the operational complexity of legacy access networks. This
problem can be partly solved when you use automation and network managementtools. In general, we
recommend thatyou keep yourdesign simple and add new features only if you cannot solve a problem
by changing the topology or network architecture at the IP/MPLS transport or service levels.

Considerthe following tasks as you approach the solution design:

e Gatherservice requirements.

e Checkthe physical topology.

e Checkthe traffic flow topology.

o Checkthe existing requirements of your particular network. Forexample, you may have
operators more familiar with hub-and-spoke, which may influence yourtopology decisions.

e Decide on the design.
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In this guide, we recommend the following workflow for designing the MBH network:

Define end-to-end service requirements.
Design the networktopology and consider building blocks:
a. Networktopology:segmentand numberof nodesin each segment.
b. Type of the hardware and software platforms foreach network segment.
3. Define MBH network end-to-end services (or service profiles)
a. Define user-to-networkinterface (UNI) properties (TDM, ATM, Ethernet VLANSs, IP
addressing).
b. DefineIPand MPLSservice architecture.
c. Define end-to-end class-of-service (CoS) requirements.
Design network-to-network (NNI) CoS profiles and rules.
Design the IP/MPLS transport.
Design IP and MPLS services.
Determine the timing and synchronization.
Design network high availability and resiliency:
a. Platform high availability.
b. Transport layerresiliency.
c. Service layer resiliency.
9. Verify networkand productscalability with respectto your network requirements and
design decisions.
10. Reconsideryourdesignif necessary.
11. Considerthe network managementsystem.

® N U oA

Gathering End-to-End Service Requirements

End-to-end service definition is the starting point. MBH networks provide transport services, which
connect mobile network elements. The design of your network is affected by the requirements and
properties of the type of connectivity. Table 6 lists the requirements, possible options to select, and area
of the design most affected by the various requirements.

Table 6: Requirements for MBH Network

Datalink and network layer TDM , ATM, Ethernet, IP Platform capabilities, hardware
encapsulation configuration, and IP/MPLS service

architecture.

Type of end-to-end connectivity Point-to-point, point-to- IP/MPLS service architecture
multipoint, full mesh
Delay and jitter per traffic type CoS design at UNI and NNI levels
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Bandwidth restrictions at UNI Restrict ingress and egress Traffic policing and filtering at the UNI
bandwidth. Restrict per UNI
or traffic type

Restoration time in case of link or IP/MPLS transport and service layer
node failure design

Timing and synchronization Frequency, phase Platform capabilities, network
parameters segmentation into regions, and

physical topology

Overall bandwidth and number of 2/10/100Mbps per cell site Platform capabilities, network
end points connected to the segmentation into regions, and
network physical topology

Designing the Network Topology

When you start to design your network topology, we recommend that you start by planning the network
topology and regions. Then decide on the platforms you want to use in the various segments of the
design.

Planning the Network Topology and Regions

The network topology (especially in the access segment) dramatically affects the complexity of the
design at otherlayers, so we strongly recommend that you plan carefully. Often, the topology itself is
dictated by otherfactors, such as the existing optical infrastructure, which can be difficult to change.
You can plan the network segments (access, preaggregation, and aggregation) and the number of
devicesin each interior gateway protocol (IGP) region, takinginto consideration restrictions on timing
and synchronization, bandwidth requirements, and the overlaid transport layer.

Deciding on the Platforms to Use

JuniperNetworks provides a broad portfolio of ACX Series and MX Series routers forthe MBH solution,
as shownin Table 5. Note thatthe roles a router plays can be ambiguous. Positioning a router in a role
dependsonfactorsthat are uniquely defined within the context of a particular projectonly. For
example:

e Control and data plane scalability, which depends on the topology and the numberof nodesin
each access and preaggregation segment.

e Total platformthroughputin terms of Gigabits per second (Gbps) and packets persecond (pps).

e Porttypeanddensity.

o Feature set—Juniper Networks is working on a consistent and unified feature setacross all
platforms. However, you need to reconsider differences in hardware and software featureson
the various platforms.
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e Environmentalrequirements, forexample, use of outdoor cabinets foraccess and
preaggregation nodes.
e Capital expenditure (CapEx) and operational expenditure (OpEx) considerations.

Defining the MBH Network Service Profile

MBH service profiles are defined by UNI properties, by IP/MPLS service architecture, and by Class of
Service (CoS) settings at the UNI. Juniper Networks service definitions are aligned with MEF 22.1, MBH
Phase 2 Implementation Agreement specification, which contains detailed service definitions for MBH
use cases.

Designing the MPLS Service Architecture

Each service profile includes one end-to-end MPLS service ora combination of MPLS services with a
stitching point somewhere in the middle of the MBH network. Part of the design consideration process
is the decision you make about the type of service and stitching point of the MPLS service. At this point,
the design decision is driven by the initial requirements, end-to-end requirements forthe MBH network
services, and considerations of network scalability.

To provide scalability, you must decide on the role of the service helper (forexample, the MP-BGP route
reflector). When you use services like Layer 3 VPN with a full mesh topology between access nodes,
think about how to segment the network at the service level to restrict the number of VPN prefixes
learned by each access router. As soon as you make a decision about scaling and put the transport level
in place, defining services is straightforward.

Considernetwork resiliency at the service layer after you make the decisions about scaling. Network
resiliency is a complex task, which is solved at differentlayers andis discussed in High Availability and
Resiliency.

Designing UNI Properties
User-to-network interface (UNI)definitions specify properties such as:
e Link layer encapsulation
e Service separation
e (oS atthe UNI
Link Layer Encapsulation
The choice of the link layertechnology (TDM, ATM, Ethernet, orIP) is dictated by the requirements of
the RAN network (2G, 3G, HSPA, 4G LTE) and defines the service profile of the MBH solution.
Service Separation

Service separation at the UNI levelis automatically provided whenyou use SAToP or CESoPSN for TDM-
based service emulation at the physical or logical port level.
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Assign ATM virtual path identifiers (VPIs) and virtual circuit identifiers (VCls) ateach UNIper ATM

pseudowire service. VPl and VCl pairs are assigned globally and are preserved across the entire MBH
network.

When you use an Ethernetinterface and the UNI, service separationis provided by means of VLANs.
Each VLAN represents a separate Layer 2 broadcast domain, which carries a separate service. Inthe
context of the MBH network, the VLAN numbering atthe UNIlevelcan be global or local. When the
VLAN numberingis local, the VLAN numberis not preserved across the MBH network. Usually, not
preservingthe VLAN number gives the MBH service provider additional flexibility in managing and
planning services. Juniper Networks ACX Series and MX Series routers support a choice of technology for
settingup a VLAN. The choices are the IEEE 802.1Q standard and the IEEE 802.1ad standard. Only the
IEEE 802.1Q standard is part of the Juniper Networks MBH solution.

In some LTE deploymentscenarios, one logical interface (with the same VLAN and IP address) is used for
all services. Inthis case, the RAN and the EPC of the mobile network are responsible forservice
separation at the network or high layers of the Open Systems Interconnection (OSI) model(Layer4-—
Layer 7).

Class of Service at the UNI

When planning and designing class-of-service rules, consider the following factors:

e Thetraffic profile and requirements of granular classification of traffic streams withina
forwarding class (in our solution we use a maximum of eight classes for each physical port with
the proposed platform portfolio—ACX Series and MX Series routers).

o A combination of multifield (MF) classifiers and behavior aggregate (BA) classifiers (only BA
classifiers are used in this guide).

e Type of class-of-service marking, which can be DSCP or 802.1p, dependingonwhetheraservice
is Layer 2 or Layer 3, and whetherthe incoming frames are VLAN tagged or not.

Designing NNI CoS Profiles and Rules

Afteryou define CoS profiles for the UNI, define consistent CoS rules across the entire MBH network for
NNIs. Keepin mind the following two points whenyou plan the CoSrules at the NNI:

o Usethe MPLS code point (EXP bit) for traffic classification.
e Addnew traffic classes for network OAM protocols, network control protocols, and
synchronization (IEEE 1588v2 PTP).

Designing the IP and MPLS Transport Layer

Designingthe IP and MPLS transport layeris the most complex part of the design process. However, if
you follow our seamless MPLS architecture, you will be better prepared to make the correct decisions
about mapping the network topology to the architectural segments. (Seethe topic “Seamless MPLS.”) At
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the IP and MPLS transport level, you determine which nodes perform the role of the area border router
(ABR) or the autonomous system boundary router (ASBR). After you designate the borderrouters, the
roles of othernodes fall logically into place. Many protection mechanisms are deployed atthe IP and
MPLS transport leveland are included into the overall solution for MBH network resiliency.

Designing Timing and Synchronization

There are multiple ways to distribute timing information across the MBH network—traditional TDM-
based timing distribution, IEEE 1588v2, Synchronous Ethernet, and NTPv3and v4. When applying CoS
rules, you must highlight packets carrying timing information into a high-priority, low-latency queue.
Juniper Networks supports multiple timing synchronization options because a single timing solution
does notfit all network typesorrequirements. IEEE 1588v2 is a versatile fit for the IP and Ethernet-
based MBH because it is topology agnostic and supports both frequency and phase.

Verifying the Network and Product Scalability

The design verification and consistency analysis are an important part of your design and planning
process during which you make a final check of the feature consistency across platforms and across
software releases, which can vary on different platforms. Also, you should ensure consistency of
platform and network scalability and assess how platform resources are used as the number of devices
in the networkincreases. Also assess how network parameters like timing and synchronization,
resiliency, and time for network convergence after failure will evolve with the growing network
infrastructure. Sometimes, after such analysis, you have to reconsider some of your decisions. For
example, you might need to replace a preaggregation platform with more powerfuldevices oreven
change the IGP protocols or how nodes are combined into the IGP regionsin the network.

Considering the Network Management System

Network managementis a separate process fromall previous considerations. However, when we talk
aboutdeploying a network, which could potentially consist of hundreds of thousands of routers, the role
of network managementand automation plays an integral role in a carrier network. Proposed designs
and feature sets atall levels and across all platforms should be consistent with the network
management system (NMS) and should make the NMS anintegral part of any MBH solution. NMS tasks
are as follows:

e Elementmanagement

e Network management (IP and MPLS transport provisioning)
e Service provisioning

e Bulk service provisioning

e (oS provisioning

e OAM provisioning

e Network monitoring

e Service-levelagreement (SLA) monitoring
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5. Topology Considerations

Planning the Network Segment and Regions

Decisions about network topology dramatically influence the design of the transportlayer and can add
complexity or allow you to create a straightforward transportinfrastructure that can easily grow to
practically any number of nodes. When you plan the network segmentand regions, your main task is to
define the correct balance between complexity, scalability, and failure resistance while you decide on
the following parameters:

e How the mobile backhaul (MBH) network nodesfitinto the MBH network segments:
o Accesssegment
o Preaggregationand aggregation segment
o Coresegment

e The numberof interior gateway protocol (IGP) regions

e The optimal numberof devicesin each IGP region

Access Segment

The implementation scenarios in this document address two special cases for the access segment that fit
into the above concepts and can be found in the deployments scenarios. These special casesin the
access segmentare:

e Ringtopology
e Hub-and-spoketopology

Figure 14 illustrates ring-based access regions in the access segment where a pair of AG1 routersand
five CSRs build a complete 1-Gb Ethernetring and a 10-Gb Ethernetring.
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Figure 14: Ring Topology in an Access Segment
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Figure 15 illustrates an alternative approach in which each cell site router (CSR) is dual homed to two
AG1lrouters.
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Figure 15: Hub-and-Spoke Topology in the Access Segment
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The design and implementation of the service plane are the same forboth topologies—ringand hub-
and-spoke—because of the decoupling of the transport and service planes. Although some transport
designs work betterwith hub-and-spoke and some work better with access rings, this guide follows the
principle of less complexity and more versatility. Therefore, we recommend deployment scenarios that
work well and are configured simply in both topologies. However, this can mean fewerresilienciesin
some failure scenarios or longer paths forring topologies. Most topology descriptions in this guide are
shown fora ring topology with notes that describe the differences for a hub-and-spoke topology.

Preaggregation and Aggregation Segments

In Figure 14 and Figure 15, each aggregation segment hastwo AG2 routers that are peersto AG3routers
with direct 10-Gb Ethernetlinks arranged in a full mesh. The implementation scenarios have two AG2
routersin each aggregation segment. The aggregation segment has aninternal hierarchy and connects
to the preaggregation segment. So AG2routers connect a number of preaggregation AG1-routerrings
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together by means of 10-Gb Ethernetlinks. AG1 routers, in turn, connect to the access segment, which
consists of multiple access regions. The numberof AG1lroutersin an aggregation segmentdependson
the number of access regions they interconnect and the geographic characteristics of the topology.

The total numberof AGland AG2 routersin an aggregation domain should not exceed areasonable
figure, such as a maximum of 200 to 300 routers. The term reasonableis used here in the context of
traditional IP/MPLS networks that generally use a single flat OSPF or I1S-1S domain forthe control plane
to build the MPLS transport or data plane. The network topology at the preaggregation and aggregation
levelcan have any configuration that provides at least two paths from any AG1router to an AG2router.

Core Segment

The core segmentis the most straightforward from a topology perspective. The design of the IP and
MPLS core is out of the scope of this guide. However, the only core devices that participate in
establishingan end-to-end MBH transport are the provider service edge routers (AG3) and remote
providerservice edge router (PE1) (Figure 15). A pair of AG3 routers, located at the edge and usually
connectedtoa numberof independent regional metro segments, provide redundant connectivity from
the MBH aggregation segment to the provider core segment. AG3routers are usually considered one
way to connect to the mobile packet core. Anotherway to connectis the central site (or a few central
sites) with remote PE routers, which provide connectivity to the mobile packet core or evolved packet
core (EPC) segments.

A pair of AG3 routers serve as peering points with a number of independent aggregation segments. Two
aggregation segments are considered to be independent if they comprise a separate autonomous
system and do not have back door connectivity between them. (This is not true in all production
networks, but we have to make this assumption for the sake of simplicity).

Number of Nodes in the Access and Preaggregation Segments

The overall design for the MBH network in this guide allows tens of thousands of nodesin the access
segment. Each access segment consists of multiple isolated IGP access regions, and the real task is to
calculate the number of access nodes that can be included into one IGP region. Note thatthe number of
access nodesis influenced by restrictions in the access and preaggregation segments. The following
restrictions and considerations influence decisions about the number of nodesin the access region:

e Maximumnumberof nodes supported by the selected hardware platformin one IGP region

e Routing information base (RIB—also known as routing table) and forwarding information base
(FIB) scaling of the selected hardware platform

e Maximum number of Ethernet or BFD OAM sessions supported on preaggregation nodes

e Convergencetime

e Bandwidthrestrictions

e Timing and synchronization restrictions
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Maximum Number of Nodes in an IS-IS IGP Region Supported by Platform

IS-1S or OSPF routing protocols use zones and areas respectively to designate a separate flat IGP region.
ACXSeries routers support a maximum of 250 IS-IS or OSPF peering neighbors.

RIB and FIB Scaling of the Access Node

The number of routing nodes that youinclude in a flat IGP region depends on the resources used to
update the RIB and FIB tables by the Routing Engine and the Packet Forwarding Engine of each router. A
large number of nodes can indirectly influence the convergence time during which the RIB and FIB tables
must be updated in case of link or node failure. This guide describes scaling data for a sample topology
based on the designin the “Design Consistency and Scalability Verification”topic. This data can be used
to assessthe possible scaling restrictions in different topology deployments. Note that as soon as your
design of the network topology and segment hierarchy is close (in terms of the number of nodes per
access region) towhat we use for the sample network, your choices are prudentfromthe network
scalability perspective.

Maximum OAM Sessions Supported on a Preaggregation Node

Ethernet802.1ag connectivity fault management (CFM) and Bidirectional Forwarding Detection (BFD)
are the two OAM protocols used in this solution. Each access node has a few OAM sessions established
with each preaggregation node. The number of maximum OAM sessions supported on the
preaggregation node could be a restriction to adding more nodes intothe same accessregion to be
peers withthe same preaggregation node. For more information on OAM sessions, see the topic “Design
Consistency and Scalability Verification.”

Bandwidth Restriction

Bandwidth utilization is important in LTE networks where, in theory, one eNodeB can transit up to
150 Mbps of data traffic. Pay attention to potential bottlenecksin very large access domains, which can
include notonly 1-Gb Ethernetand 10-Gg Ethernet links but also microwave links.

Timing and Synchronization Restrictions

One of the methods widely used to distribute synchronization signaling across a network is the IEEE
1588v2 Precision Timing Protocol (PTP). See the topic “Timing and Synchronization” fora discussion of
this method in detail. Atthis point in the planning process, it is important to note that the number of
hops betweenthe IEEE 1588v2 grandmasterand the most distant slave node influences the accuracy of
the clock and phase synchronization in the network. When planning your MBH network, calculate the
number of nodes forthe worst case scenario in which the network has one or twolinks down so that a
PTP packet cannot use the shortest possible path.

If a preaggregation node servesasan |EEE 1588v2 masterfor multiple nodesin the accessregion, take
into consideration the maximum number of IEEE 1588v2 peers supported by the preaggregation router.
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Sizing the MBH Network

MBH network sizingis the point at which you decide the number of access nodes and the size of the
connections between the access nodes and the core network. Eventhough seamless MPLS supports up
to 100,000 devicesin one network, most networks are smaller.

Each iteration of MBH must satisfy the requirements of the new mobile network and preserve backward
compatibility with previous versions. Intoday’s network, LTE dictates the size of the network and the
number of nodesin each MBH region.

The scenarios described in this guide are based on LTE requirements and assume thatfromthe
geographical point of view and number of access nodes (and interfaces on the access nodes), the needs
of 2G, 3G, and HSPA networks deployed in the same geographicalarea are covered.

Figure 16 illustrates a large MBH network with a number of independent regional networks.

Figure 16: Large-Scale MBH Network
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Each regional network connects to the national IP and MPLS core through an AG3 edge router. Each
regional network with 10,000 access nodes might or might not have its own directly connected EPC. If an
EPCis not installed in a particular geographical region, then an EPC at the remote provider edge point of
presence (POP) is usedforthat region.
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The distribution and number of access nodes across a regional network segment—access,
preaggregation, aggregation, or core—is represented in Figure 17.

Figure 17: Network Segment Sizing
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In Figure 17, sixteen pairs of AG2aggregation routersinterconnect with edge routers AG3.1and AG3.2
by means of direct 10-Gb Ethernetlinks. On the otherside, each aggregation router pair—AG2.1with
AG2.2and AG2.3 with AG2.4, and so on—interconnects sixteen preaggregation semirings. Each
preaggregation semiring consists of four preaggregation (PRE-AGG) routers (AG1.1, AG1.2, AG1.3,
AG1.4,and so on) interconnected with 10-Gb Ethernet links. Finally, each pair of preaggregation AG1
routersinterconnects fouraccess rings with five CSRs in each access ring. CSRs within a ring are
connected by optical Gigabit Ethernetlinks or by microwave lines with a total capacity of 400 Mbps for
each ring.
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Table 7 showsthe number of nodes of each type in each segmentand the numberof access nodes
aggregated at each aggregation and preaggregation level.

Table 7: Sample Network Segment Size

Regional network 2 32 1024 10240 11,298
AG3 ring - 32 1024 10240 11,296
AG2 ring - 2 64 640 706
AG1 ring - - 4 40 44

The total number of nodesin one regional networkis 11,298. If the national MBH network has 10
regional networks, the totalnumber of nodes equals approximately 100,000 nodes connected to the
national IP and MPLS core.

Afteryoudefine the infrastructure, node port density is derived automatically, providing the
information that you need to decide the platformsto use in each network segment.

The high-leveltopology is driven by LTE network requirements. If the same network needs to serve 2G,
3G, and HSPA mobile networks, you must address additional considerations about the base station
controller (BSC) and radio network controller (RNC). These nodes usually coincide with the locations of
the AG2 nodes, sothey must be equipped with legacy interfaces to provide transport for TDM and ATM
circuits if necessary.

6. MBH Service Profiles

We defined fourservice profiles (one per mobile network type—2G, 3G, HSPA and 4G LTE) as subsets of
the overall service architecture, which puts together a type of the user-to-network interface (UNI), a
type of the MPLS service, and an MPLS service topology with stitching points, and assigns service node
functions to the mobile backhaul (MBH) network nodes across segments. Each profile can be planned,
designed, and deployed independently.

This topic describes in more detail the four service profiles—2G, 3G, HSPA, and 4G LTE in relationto the
MBH service architecture.

4G LTE Service Profile

The 4G LTE mobile network uses an IPv4 infrastructure to interconnectits entities. Providing IPv4 over
Ethernet connectivity is the main objective of the MBH network in this case. A variety of physical
interface types, such as 100BASE/1000BASE-T/LX/SX, can be used to interconnect eNodeB to the MBH
CSR.
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The following three types of interfaces are defined within the 4G LTE mobile infrastructure:

e Sl-U—Anover-IPinterfacethat carries userdata traffic fromeNodeBto the Serving Gateway
(SGW).SGWis an element of the evolved packet core (EPC).

e S1-MME—Anover-IPinterface between eNodeB and the mobility management entity (MME)
that carries control plane traffic used to manage and control mobile entities. MME is an element
of the EPC.

o X2—Anover-IPinterface betweentwo eNodeBs thatis used to manage and control mobile
entities at the time of handoverbetween eNodeBs.

To provide connectivity between mobile network elements overan MBH network forthese interfaces,
you can use MPLS Layer 2 or Layer 3 services. Building a large-scale, full meshed MPLS Layer 2 network is

avery complex task, and we recommend avoidingit if possible. Instead, we recommend thatyou use
MPLS Layer 3 services.

Figure 18 illustrates the recommended service architecture fora 4G LTE service profile. A separate
logical Layer 2 and Layer 3 interface between the eNodeB and the access node is used per mobile
network interface (S1-MME, S1-U, X2). Each eNodeB connects the access node over a physical Gigabit
Ethernetport. At Layer 2, VLAN taggingis implemented atthe UNIto separate trafficbetween logical
interfaces. At Layer 3, you assign an IP address to each logical interface and place it into a separate Layer
3 MPLS VPN, which provides end-to-end connectivity between eNodeBs and EPCelements across the
MBH network and for each mobile networkinterface —S1-MME, S1-U, and X2. In Figure 18, these Layer
3 VPNsare S1-MME, S1-U, and X2 services mapped to the mobile network interfaces S1-MME, S1-U, and
X2, respectively. If youreNodeB supports one IP interface, you can use one VLAN and one logical
interface in one VRF, instead of three IP addresses, three VLANs, and three VRFs, asin our example.

Figure 18: Recommended Service Architecture for 4G LTE Service Profile
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The dotted lines in Figure 18 show connectivity within the Layer 3 VPNs.
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Depending onthe type of uplink and downlink separation technology used for the air interface,
requirements are different. A4G LTE network with time-division duplex (TDD) LTE at the air interface
requires both frequency and phase synchronization. MBH can deliver both.

Synchronous Ethernetis most commonly used to provide frequency synchronizationandis a very
reliable method because the synchronization signalis distributed at the physical layer. All platformsin
the MBH network that stay on the path of signal distribution should supportthis feature. However,
Synchronous Ethernet does not address the needs of the mobile network that requires phase
synchronization. The IEEE 1588v2 Precision Timing Protocol (PTP) is used to address this requirement.
Both methods (Synchronous Ethernetand IEEE 1588v2) complement each other, and can be deployed
simultaneously. The timing and synchronization distribution are shown in Figure 18 and Figure 19. The
blue dotted lines in Figure 18 represent IEEE 1588v2, and the blue dotted lines in Figure 19 represent
Synchronous Ethernet.

Defining the CoS Attribute at the UNI Interface

Class-of-service (CoS) attributes are an essential part of the MBH 4G LTE service profile definition. Traffic
classification withregard to CoS can be defined as follows:

e Behavioraggregate classifiers—IEEE 802.1p or Differentiated Services code point (DSCP)
classifiers at the ingress UNI

e logical interface classifiers—Mapped to a particular VLAN

o Multifield classifier—Based on the IP source prefixes of the S1-U, S1-MME, and X2 interfaces

All the deployment scenarios in this guide use a CoS configuration in which all traffic is marked with the
correct CoS attribute by eNodeBorEPC before it arrives at the MBH UNI. After that, the BA mechanism
is used to map traffic to the forwarding class for CoS managementthroughoutthe network.

HSPA Service Profile

The HSPA service profile is defined forthe HSPA universal mobile telecommunications system (UMTS)
mobile network, which is capable of using the lub interface overan IP or Ethernetinterface. This type of
lubinterface is usedto carry userdata froman HSPA NodeBtoan HSPARNC over Layer 3 services.
NodeBor RNCis responsible for lub encapsulationinto the IP interface with the MBH network access
node by using IPv4 over Ethernet. You can use different types of Ethernet portstointerconnect NodeB
to the MBH network—100BASE-T/LX/SX interfaces or 1000BASE-T/LX/SX interfaces.

There are three different deployment scenarios from the MPLS service architecture perspective:

e End-to-endlayer3 VPN
e layer2VPNto Layer 3 VPN termination
e layer 2 VPN to VPLStermination (Hierarchical VPLS)
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End-to-End Layer 3 VPN

The design forend-to-end Layer 3VPN is identical to the design described forthe 4G LTE service profile
in 4G LTE Service Profile.

Layer 2 VPN to Layer 3 VPN Termination

This deploymentscenario uses Layer 3 VPN, which transports lub interface traffic defined in the Third-
Generation Partnership Project (3GPP) standards for lub over IP infrastructure. The actual service node
function can be located either on the CSR or somewhere in the preaggregation segment. (See Figure 19.)

Figure 19: HSPA Service Profile with End-to-End Layer 3VPN and Pseudowire in the Access Segment
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To extend service delivery from the service node, use a Layer 2 circuit (Layer2 VPN) between the service
node and the CSR or access node. Usually the point of service deliveryis placed somewhereatthe
borderbetween segments and can be a preaggregation or aggregation router. The Layer2 pseudowire is
terminated directly into the Layer3 VPN where a special stitching technique is used. The exact
placementof the Layer 3 service delivery point within the MBH network and the stitching technique
become clearerafter we discuss the network topology in the “MPLS Service Design for the HSPA Service
Profile” topic.

Usually 3G mobile networks require frequency synchronization only. In this example, we use
Synchronous Ethernetto provide necessary functionality—the blue dotted line in Figure 19. Note that
the timing and synchronizationin the MBH network are independent of the service profile, soa
combination of differenttechniques can be used.

Class of service traffic marking is fulfilled on the basis of 802.1p at the cell site routerin the CoS model.
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End-to-End Hierarchical VPLS

Hierarchical VPLSin the access and aggregation network represents another valuable scenario for HSPA
networks thatuse lub over Ethernet. The service architecture is very similar to the architecture in the 4G
LTE and HSPA examples. Arouterin the preaggregation or aggregation segments serves as the service
node (SN)—AG1with the VPLS hubin Figure 20—with multiple CSRs as VPLS spokesin the access
segment extending service delivery to the physical and logical UNI with Layer 2 pseudowires. Each
service is represented by asingle physical or logical interface at the access router.

Figure 20: HSPA Service Profile with End-to-End VPLS
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Class-of-service, timing, and synchronization requirements are the same as in the HSPA service profile
scenario.

3G and 2G Service Profiles

The 3G and 2G series of scenarios for transporting lub and Abis traffic for HSPA and 2G networks use
legacy ATM and TDM interfaces. MBH services are represented at both ends of the network by the
physical interface and encapsulation type—on one side by NodeB and on BTS, on the otherside by RNC
and BSC. All traffic on the physical interface is encapsulated into an MPLS pseudowire (SAToP, CESoPSN,
or ATM pseudowire [PW3]), mapped to aunique forwarding-class (usually strict-high), and transported
though the MBH network. (See Figure 21.)
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Figure 21: 3G and 2G Networks with ATM and TDM Interfaces
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To place the circuit emulation traffic into the appropriate forwarding class within the access node
configuration, class of service rules are defined as a part of the MPLS service itself. (See the topic “CoS
Planning” for more details.)

Unlike legacy networks that commonly use in-band synchronization mechanisms within the same TDM
circuit, in this scenario (asin the previous scenarios), youimplement an out-of-band techniqueto
distribute synchronization across the network and reset the circuit at the UNIlevel. We position
Synchronous Ethernet as the primary method for delivering timing and synchronization to CSRs from the
source connected at the aggregation network, as shown in Figure 21. Clocking forthe NodeBor BTS is
further provided from the CSR overthe same E1 and T1 or dedicated interface.

7. CoS Planning

Each of the defined services can be assigned to a particular traffic class and prioritized. In general,
mobile backhaul (MBH) consists of services signaling, user plane transport, and management trafficthat
can be classified, prioritized, and scheduled using CoS. The MBH network must recognize the CoS
settings, re-mark packets if required, prioritize packets, and apply CoS rulesto the traffic streams.

At the same time, MBH carries a few more types of traffic:

e |EEE 1588v2 Precision Timing Protocol (PTP)
e Network controltraffic (IGP, MPLS, RSVP, LDP control traffic, and so on)
e OAM(CFP, Y1731, and BFD)
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Figure 22 shows the types of CoS marking that differentiates the trafficstreams.

Figure 22: CoS Marking
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management, and best-effort data. In addition, the network should provide low packet loss. For low
packetloss, you must determine and maintain CoS definitions at each node in the backhaul, so that the
traffic types can be prioritized through the network accordingly.

Traffic CoS marking at the UNI depends on the type of connectivity (thatis, Layer 2 and Layer 3) and
services offered. Figure 23 shows the classifiers used in the Layer2 portion of the sample network.

Figure 23: 802.1p and DSCP to EXP Rewrite
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In Figure 23, we use 802.1p and DSCP classifiers when applying CoS to tagged or untagged frames. The
cell site devices perform queuing, scheduling, and prioritization based onthe 802.1p, DSCP, or both
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802.1p and DSCP bit marking. When the frames need to be transported across the backhaulnetwork
using MPLS label-switched paths (LSPs), EXP classifiers are used within the core to classify packets, and
the 802.1p or DSCP CoS values need to be rewritten into EXP markings at the access node and
transported overthe LSPs.

Typically, behavioraggregate (BA) classifiers are used together with schedulers to achieve the required
CoS guaranteesina network. However, using acombination of BA and multifield (MF) classifiers
introduces an extralevelof granularity. You can prioritize traffic streams within a particular class on the
basis of VLAN IP source addressing.

When you configure CoS classification and rewrite rules, you assign each packetto a particular
forwarding class. In the deployment scenarios in this guide, each network node provides eight
forwarding classes at each physical UNIand NNI port. Each forwarding class is mapped to one of eight
gueues, and each queue can be assigned a priority. Priority, in its turn, defines how trafficin the queue
is scheduled. Higher-priority queues are serviced before lower-priority queues in a weighted round-
robin fashion. MX Series and ACX Series routers have some differencesin the way they assign and serve
queue priorities.

MX Series routers use the following definitions:

e Strict-high—The highest possible priority level. Traffic in this queue does not have any
bandwidth limitations and is restricted only by physical port bandwidth. This traffic is always
serviced before any other queue receives bandwidth. While there is trafficin the queue, strict-
high traffic is serviced first along with the in-contract high priority queues. Only one strict-high
priority queue can be assigned at one time.

e High—This queue hasthe same priority levelas strict-high. However, trafficin this queue is
restricted by the committed information rate (CIR). While traffic load is below the configured
CIR bandwidth, it is served first or in a weighted round-robin fashion with strict-high and other
high priority queues.

o Medium high—The trafficin this queue is serviced when it is below its CIR and there is not any
trafficin the queues with higher priorities. If there are multiple medium-high priority queues,
theyare servedina weighted round-robin fashion.

e Mediumlow—The trafficin this queue is serviced whenit is below its CIR and there is not any
traffic in the queues with higher priorities. If there are multiple medium-high priority queues,
they are servedina weighted round-robin fashion.

e Low—The trafficin this queueisserved whenitis below its CIR and there is not any traffic in the
queues with higher priorities. If there are multiple medium-high priority queues, they are served
in a weighted round-robin fashion.

ACXSeries routers use the following definitions:

e Strict-high—The highest possible priority level. Traffic in this queue does not have any
bandwidth limitations and is restricted only by physical port bandwidth. This traffic is always
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serviced before any other queue. While there is traffic in the queue, strict-high trafficis serviced
first. Multiple queues can be configured with strict-high priority at the same time.

e High—Although high, medium-high, medium-low, and low priority levels are not supported on
ACXSeries routers, this behavior can be achieved by assigning a strict-high priority with a
shapingrate. In this guide, we referto such a configuration on ACX Series routers as a high
priority.

o Weighted deficit round-robin scheduling queue—Thetrafficin this queue is serviced whenit is
below its CIR and there is not any traffic in the queues with higher priorities. Although high,
medium-high, medium-low, and low priority levels are not supported on ACX Series routers, in
this guide, we referto this priority levelas a low priority.

Mobile technology standards define classes that can be used for traffic classification but do not mandate
the number of these classes that are actually used. This number depends onthe network
implementation and traffic profile. In general, differentiation between the traffictypesis done when
you mark and prioritize packets as high, medium, or low. The prioritization depends on the traffic type.

Four classes of traffic—background, interactive, streaming, and conversational—are defined for 3GPP-
basedtechnologies, such as UMTS. A system of nine QoS class identifier (QCl) are defined for 4G LTE.

Table 8 4G LTE QoS Class ldentifiers

1 2 Conversational Voice

2 4 Conversational Video (Live Streaming)

3 3 Real Time Gaming

4 5 Non-Conversational Video (Buffered Streaming)

5 1 IMS Signaling

6 6 Video (Buffered Streaming), TCP-based (e.g., www, e-mail, chat, ftp, p2pfile,

sharing, progressive video, etc.)

Voice, Video (Live Streaming), Interactive Gaming

Video (Buffered Streaming), TCP-based (e.g., www, e-mail, chat, ftp, p2p file

These trafficclasses can be shared between the wired and mobile traffic streams and are all prioritized
based on their CoS marking. The classes can be spilt or aggregated at each node in the backhaul or core
network. Each hop in the network can classify the packet based on 802.1p or DSCP or EXP classifiers.
Additional levels of granularity can be added if you prioritize different traffic streams within a traffic
class. The levelof granularity depends onthe type of CoS guarantees, whether the network spans
multiple domains, complexity of implementation, and the capability of the networkinterfacesand
equipment.
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Table 9 shows an example of six forwarding classes defined in the MBH network in terms of
corresponding DSCP, 802.1p, and EXP marking and queue priorities.

Table 9: MBH CoS with Six Forwarding Classes

Network control Low 7 CS7 7 High 3 5%
High 6 CS6 6
Real time Low 5 CS5, EF 5 Strict high 2 30%
Signaling and OAM Low 4 CS4,AF4x 4 4 5%
Medium Low 3 CS3,AF3x 3 low 1 30%
High 2 CS2,AF2x 2
Best effort Low 1 CS1,AF1x 1 low 0 remainder
High 0

Depending onthe particular deployment scenario, you can use additional DSCP values which are then

added to the classification rules. Table 10 summarizesthe description for MBH services. Services are

describedin terms of topology, bandwidth, forwarding class, and restoration time requirements.

Table 10: Mobile Network Service Mapping to CoS Priorities

LTE S1-U Layer3VPN  Hub and spoke 150 See Table 11 200
S1-MME Layer 3 VPN Hub and spoke 10 Medium 200
signaling and
OAM
X2-C Layer 3 VPN  Partially mesh 10 Real time 200
X2-U Layer 3 VPN  Partially mesh 10 Real time 200
HSPA lub IP Layer3 VPN  Hub and spoke 10 See Table 11 50
lub Ethernet  Layer2 VPN  Pointto point 10 See Table 11 100
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3G lub ATM ATM Point to point 10 Real time 100
pseudowire
2G Abis TDM CESoPSN Point to point 10 Real time <50
Abis TDM SAToP Point to point 10 Real time 50

* Restoration time requirementvalues represent sample values and are not guaranteed by the solutions
described in this guide, because they can significantly vary depending on the deploymentin the field.

Table 11 lists the recommended mapping used in this guide between 3GPP CoS classes and the MBH
network forwarding classes. It also provides the classification preferences for mobile OAM traffic, MBH
network controltraffic, and packet synchronization.

Table 11: Mobile Network Services Mapping to MBH CoS

HSPA Background Best effort Low
Conversational Real time Low
Streaming Medium Low
Interactive Medium High

4G LTE Qcl1 Real time Low
QCl 2,QCl 3,QCI 4 Medium Low
QCl 5 Signaling and OAM Low
QCl 6, QCI 7, QCI 8 Medium High
Qcl9 Best effort Low

Mobile OAM Signaling and OAM Low

Time and IEEE 1588v2 Network control Low

Synchronization

Network control IGP, BGP, OSPF, ISIS Network control Low

traffic

CFM, BFD, and so on

For CoS planning, keep the following general principles in mind:
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e Anytype of voice or conversational, real-time traffic (packet or circuit) is serviced by a
forwarding class with a strict-high priority queue.

e Anyuserdata traffic, depending on the type of traffic (real-time gaming, streaming, Internet)
and the application requirements, is serviced within the medium forwarding class that has a loss
priority higher than the mobility signaling traffic.

e Anymobility signaling traffic is serviced within the medium forwarding class with a low loss
priority.

o [fit is possible to differentiate between S1and X2 traffic flows—forexample, different logical
interfaces used at the UNIfor traffic belongingto X2 and S2—then the X2 traffic flow is serviced
as real-time traffic.

e Anycircuit-emulated traffic is serviced as real-time traffic with a strict-high priority queue.

Network control protocols, MBH OAM protocols, and synchronization (IEEE 1588v2) are crucial for
transport-levelstability, fast failure detection, network convergence, and mobile network stability. All
traffic typesthatare sensitive to delay and jitterand share the same high priority queue affecteach
other. Pay attention to the way you design these forwarding classes in different MBH segments. For
example, the amount of BFD traffic can be significantly differentin access and aggregation segments,
whereas synchronization can be represented by approximately the same amount of trafficacross MBH
segments. Ideally, the IEEE 1588v2 traffic should be placedinto a separate queue.

8. Timing and Synchronization Planning

In mobile access networks including those with 2G and 3G base stations, there are stringent timing
requirements forhandoveras mobile stations move from one cell to another. Timing and
synchronization are critical elements for maintaining good voice quality, reducinginterference, and
managing these call handovers. In a typical TDM network, the various entities are synchronizedona
common primary reference source. As the industry moves to packet-based transport networks to
distribute TDM services, the same level of synchronization is needed to avoid cutouts, lost handovers,
and blocked or failed call setup.

The Juniper Networks mobile backhaul (MBH) solution supports comprehensive timingand
synchronization options, including synchronous Ethernet, IEEE 1588v2 Precision Timing Protocol (PTP),
T1, E1, and BITS, and providing deployment flexibility to the operator. Juniper Networks CSRs can derive
timing from multiple sources simultaneously to ensure that each mobile operator obtains timing from its
own clock source and maintains accurate clock recovery. Compliance with the International
Telecommunication Union (ITU) standard G.8261 ensuresthat the solution meets the stringentjitterand
wanderrequirements demanded by mobile networks. Modularity of the timing module in Juniper
Networks CSRs also save costif alternative timing sources are deployed.

The continuity of a circuit clock is lost when the circuit is transported overan IP-based or packet-based
network. The fundamental difference between the two is that the circuit is synchronous whereas the IP
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network is asynchronous. Clock synchronizationin an MBH network is an essential requirementfor
handoff support, voice quality, and low interference. Loss of timing synchronization can result in poor
userexperience, service disruptions, and waste of frequency spectrum. Hence, you can distribute timing
in a mobile network by using one of the following methods to maintain clock synchronization:

e GPSoralegacy TDM networkthatis externalto the IP-packet based network
e Packet-based dedicated streams (IEEE 1588-based or NTP-based)

e Synchronous Ethernetoverthe physicallayer

e DSL clocking

The accuracy for timing delivered at the base station should be at least 16 ppb according to G.8261.
Two main methods are used for synchronization distribution across the MBH network:

e Physical layer-based synchronous Ethernet (forexample, ITU-Tstandard G.8262)
e Packet-based Precision Timing Protocol (PTP, standardized in IEEE 1588-2008)

Synchronous Ethernet

Synchronous Ethernetis defined by ITU-Twith the three standards that define a complete hop-by-hop
frequency distribution architecture that provides deterministic characteristics and bounded
performance.

e |TU-TG.8261—Specifies network wander limits for Synchronous Ethernetinterfaces

o |TU-TG.8262—Specifies Ethernet Equipment Clocks (EEC)—to be used within network elements

o |TU-TG.8264—Specifies Ethernet Synchronization Messaging Channel (ESMC)—for managing
Synchronous Ethernet links

A reference timing signal traceable to a primary reference clock (PRC) is embedded into an Ethernet
switch or router by means of an external clock port. The Ethernet physical layer (PHY) interfaces of each
adjacentnode in the packet network recovers the frequency signalfrom the bit streamin a manner
similar to a traditional SONET/SDH/PDH framer or line interface unit (LIU). Clock quality is independent
of network loading. Synchronous Ethernet clock distribution can be considered as an extension of the
current synchronization distribution network. Synchronous Ethernet delivers only the frequency, not the
phase. The entire network must be based on Synchronous Ethernetin orderto provide the end-to-end
physical timing signal.

IEEE 1588v2 Precision Timing Protocol (PTP)

A time-division duplex (TDD) LTE network requires both frequency and phase synchronization, and MBH
delivers both by means of the PTP protocol (IEEE 1588v2). PTP is a packet-based synchronization
method. The PTP protocol supports system-wide synchronization accuracy and precision in the sub-
microsecond range. An IEEE 1588v2 master clock connectingto a PRC source communicates with IEEE
1588v2 slavesvia the PTP protocol messages overa packet-switched network (PSN) to achieve
synchronization forboth frequency and time. It employs a two-way methodology, where packets are
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exchanged bidirectionally between the IEEE 1588v2 master clocks and clients or slaves. IEEE 1588v2
defines the following roles that a clock could play in a packet-based clocking synchronization solution.

Ordinary Clock Master

Master clock operationis the role that sends the clients (slave and boundary) the necessary messages
that allow the clients to establish their relative time distance and offset from this master’s clock or clock
reference. The IEEE 1588v2 master clocks might have various sourcesforfrequency and time
information. Typically, Global Navigation Satellite Systems (GNSS) is used. The delivery mechanism to
the clients is either unicast or multicast packets over Ethernetor UDP. If multiple master clocks are
available in a network segment, agrandmasteris elected by means of Announce messages, and all the
other clocks synchronize directly with the grandmaster.

Ordinary Clock Slave

A slave clock or PTP client performsfrequency and phase recovery based onreceived and requested
timestamps fromthe (grand) master. The recovery algorithm is one of the key differentiating factors
between implementations of vendors and their performance. A slave implementation recovers
frequency and phase ortime of day, and presents both to the chassis and system on which it is running.
The recovered clock can be distributed further with a variety of methods such as BITS, Synchronous
Ethernet, SONET/SDH, and even IEEE 1588v2. The latter case is an example of a boundary clock, in which
the slave and master clock functionality is found in one and the same node.

Boundary Clock

A boundary clock acts as an IEEE 1588v2 slave on one port and master on other ports. It synchronizes
itself to a grandmaster clock through a slave port, and supports synchronization of slaves to it on master
ports. Boundary clocks can improve the accuracy of the synchronization by reducing the number of IEEE
1588v2-unaware hops between the grandmasterand the slave. You can deploy boundary clocks to
deliver betterscale because they reduce the number of sessions and the number of packets persecond
on the master clock.

Transparent Clock

A transparent clock provides functionality to record the residencetime in a single network node (thatis,
the time it took forthis node to forward this packet) for the PTP packets. The slave can remove the
packet delay variation caused by a node en route, delivering a higher precision clock. An added
advantage of the transparent clock is that it does not have to maintain any sessions forthe PTP packets.
It does, however, require all the routers en route to support the capability of modifying the timing
packets while forwardingthem.

The first three methods are currently supported on the following Juniper Networks platforms—ACX
Series, MX Series, and the TCA Series.
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Synchronization Design

Our comprehensive support for clocking on the ACX Series and MX Series platforms, combined with
leading Junos OS capabilities enables severaluse cases. The goal is to deliver frequency, time, phase,
time of day, or all these features, from the network core to the customeredge (CE). The following three
use cases are described in this guide:

e End-to-end|EEE 1588v2 with a boundary clock

e End-to-EndIEEE 1588v2 in combination with other methods such as GNSS (10 MHz), BITS-T1 or
E1, PPSand Synchronous Ethernet

e Synchronous Ethernetin combination with other methods, such as GNSS (10 MHz), BITS-T1 or
E1l, PTP

End-to-End IEEE 1588v2 with a Boundary Clock

Figure 24 illustrates an IEEE 1588v2 scenario in which PTP provides synchronization fromthe
grandmaster (GM), on theright, to the NodeB onthe left through a direct PTP session or through a chain
of boundary clocks.

Figure 24: IEEE 1588v2 End-to-End
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In the scenarioin Figure 24, there are two options for IEEE 1588v2 clock recovery.

The first option is that the grandmaster establishes a direct PTP session with each eNodeB, which
requires synchronization signaling. In this case, the network in the middle is notrequired to detect the
IEEE 1588v2 protocols. The network requires only CoS configuration to assign PTP packets to the low-
latency strict-high priority queue. This approach might workin some cases, butit leadsto a number of
restrictions in the MBH design.
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o Thefirst restriction is a very strong limitation in the number of hops between the grandmaster
and the end mobile entity—especially in a ring topology where the number of hops between
aggregation and cell nodes can double as a result of link failure scenarios.

e Thesecondrestriction can come from the grandmaster, which might need to scale to thousands
of simultaneous PTP sessions.

e Thethird restrictionis that PTP clock recoveryis very sensitive to the jitter parameter. Jitter
itself can vary significantly on multihop distances if any other traffic type (voice, video, or OAM)
is placed in the same low-latency queue as the PTP packets.

For microsecond or even nanosecond accuracy, we do not recommend this design.

The second option, which we recommend (Figure 24), is the use of a chain of boundary clock nodes with
PTP over|IPv4 unicast to provide the synchronization signaling. This option solves the restrictions
mentioned above, and significantly improves accuracy.

Next, consider grandmasterredundancy in different network failure scenarios. (See Figure 25.)

Figure 25: IEEE 1588v2 End-to-End with Boundary Clocks
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In the sample deploymentscenarioin Figure 25, we configure only one uplinkinterface on each CSRas a
PTP slave. One failure that brings the interface down could break the PTP session between any master-
slave pair. Inthis case, we rely on the holdover process, which defines the length of time the oscillator
of a network element can maintain accuracy afterlosing its primary reference clocking source.

Holdover can be critical to keepinga CSR within operationaltolerances. The importance of holdoveris
bestillustrated with an example. Imagine ascenario where a timing serveris providing timing packets to
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200 timing clients located at cell towers that are geographically distributed. In a normal situation, the
timing serveris locked to a global reference such as GPS or to a master atomic clock. The timing clients
are all locked to the timing server, and the synchronization signals generated by the timing clients meet
3GPP and ITU-Tspecifications.

Assume now that during the course of routine maintenance, a technician inadvertently pulls out a cable
from, or misconfigures, one of the routersin the network, thereby disconnecting the servers from the
clients. The 200 timing clients now stop receiving timing packets and begin drifting in frequency and
phase. Inthe absence of holdover, these clocks will exceed the ITU G.823 synchronization mask for
phase accuracy in typically less than 15 minutes, and this will cause degraded performance in the entire
geographicregion. For longer outages, the accumulated drift can resultin an accumulation of over 125
us of delay difference resultingina “frame slip.”

However, if the 200 timing clients enterinto a holdover state, they will continue to provide an
acceptable timing signal while the problemin the networkis diagnosed and resolved. A timing client
with excellent holdover can thenstill provide frequency and phase during a network outage or “timing
serverunreachable” event without causing a service availability issue for upto 4 to 6 hoursfor the
G.823 requirementand up to 3 days before aframe slip. Therefore, holdover performance is a key to
meeting service availability requirements.

With the currentJuniper Networks platforms, the holdover buffer canvary from a few hoursto a few
days dependingon clocking accuracy requirements. The holdoversituation applies to the ring topology
in this guide and representsaminorlimitation in most scenarios.
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End-to-End IEEE 1588v2 with an Ordinary Clock in the Access Segment

Figure 26 illustrates a slightly modified scenario from the first scenario described in the topic “End-to-
End IEEE 1588v2 with a Boundary Clock.”

Figure 26: IEEE 1588v2 and Synchronous Ethernet Combined Scenario
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In the scenario shown in Figure 26, we combine different synchronization protocols—10MHz, BITS,
Synchronous Ethernet, PPS,and E1 and T1 line clocking. The IEEE 1588v2 grandmaster acts as a clocking
source using IEEE 1588v2 as the primary method. Routers at the preaggregation and aggregation
segments are configured with boundary clock settings and propagate synchronizations signaling down to
the access segments.

In this case, each CSRis configured with an ordinary clock mode with two slave portsto be peerswitha
pair of preaggregation provider service edge routers. This design provides the necessary redundancy
and preservesthe PTP sessionin case of link or node failure in the access ring. The flip side of this
approach is the restriction on the numberof nodesin one ring.

Each CSR acts as an ordinary slave clock and can use a number of different methods to provide
frequency synchronization to the NodeB orthe eNodeB (RAN) on the left—10MHz, BITS, Synchronous
Ethernet, PPS,and E1 and T1 line clocking.

MBH Design and Implementation Guide Page 74

Juniper Public



Synchronous Ethernet Scenarios

Synchronous Ethernetis the primary method of distributing timing and synchronization across the MBH
when frequency synchronizationis required. Figure 27 shows the way we use Synchronous Ethernetin
our solution.

Figure 27: IEEE 1588v2, Synchronous Ethernet, and BITS Combined Scenario
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In Figure 27, the grandmaster (GM) in the aggregation segment on the right uses |IEEE 1588v2 or any
combination of other methods—Synchronous Ethernet, 10 MHz, BITS, or E1 and T1 line clocking—to
distribute timing and synchronization to the RAN. Each router has slave ports explicitly configured to
accept synchronization fromthe Ethernetline. Both MX Series and ACX Series routers can have slave
ports, and any port can simultaneously be configured asa master and a slave. This feature provides
redundancy forthe Synchronous Ethernet clock recovery mechanism in case of link or node failure.

PTP traffic requires classification and placementinto a forwarding class with strict-high priority. After
placementinto the highest possible queue, PTP traffic can still compete with other traffictypesin the
same forwardingclass, so it is not possible to guarantee the timingaccuracy in some types of topologies.
Therefore, in addition to the topology design considerations covered in Topology Considerations, you
must always take into account timing and synchronization when planning a topology in the access and
aggregation segments.
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9. End-to-End IP/MPLS Transport Design

This chapter provides guidelines forthe IP/MPLS transport deployment scenarios of the Juniper
Networks mobile backhaul (MBH) solution. The guidelines include details for the segmentation of an
MBH network from the routing protocols perspective, thatis, how to set up intradomain and
interdomain end-to-end label-switched paths (LSPs). This chapterincludes the following topics:

e Implementing Routing Regions

e Intradomain Connectivity

e Intradomain LSP Signaling

e Interdomain LSP Signaling with BGP-labeled unicast

Implementing Routing Regions

A closed interior gateway protocol (IGP) regionis a network region where all routers use the same IGP
to exchange and store routing information within the region and routing information is not sent across
the region borderrouterto the adjacent region by means of the IGP. The primary advantage of regions
is to reduce the number of entriesin the routing and forwarding tables of individual routers. This
configuration simplifies the network, enabling greater scale and faster convergence. LDP and RSVP label-
switched paths are contained within a region, so that across the network, the number of LDP sessions
and RSVP states are reduced. This reduction in the amount of resources required by each node prolongs
the lifespan of each node as the network continues to grow.

Regions also simplify network integration and troubleshooting. With multiregions, network integration
and expansion do not require compatible IGPs or compatible LDP and RSVP implementations between
networks. In addition, troubleshooting a multiregion network is simplified because problems are more
likely to be contained within a single region ratherthan spread across multiple regions.

The set of infrastructure control plane protocols for intraregion connectivity includes:

e IGP—IS-ISorOSPFto distribute routerloopback addresses and compute the shortest path first
(SPF) within each region

e MPLS—LDP or RSVP trafficengineering to signal MPLS label-switched paths (LSPs) within each
region

Regions are connected by and communicate with BGP-labeled unicast (BGP-LU). Inamultiregion
network, BGP-LU enables inter-region, end-to-end routing by providing communication and connectivity
between regions. Definedin RFC3107, Carrying Label Information in BGP-4, BGP-LU enables BGP to
distribute routerloopback addresses with associated MPLS labels between the regions and signals
hierarchical MPLS LSPs. To accomplish this, BGP-LU leverages multiprotocol-BGP (MP-BGP) and the
subsequentaddress family identifier (SAFI) 4, indicating that network layer reachability information
(NLRI) contains label mapping. BGP-LU has long been used forinter-autonomous system (AS) VPN
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services, such as carrier’s carrier, and is now being applied to intra-ASin a similar way to achieve
massive scaling.

The nodes at each layer of the MBH hierarchy perform various functions depending on the design and
the protocols that are implemented. Table 12 lists common characteristics that each layer of nodes at
the access, preaggregation, aggregation, and service edge might have.

Table 12: Node Functions and IGP Protocols

e  Customer services e Layer2/Layer 3 edge e OSPFArea0 e OSPF ASBR
e Peering aggregation router e IS-IS Level 1/ Level2
e OSPFsingle area e OSPFareaborder e OSPFASBR e BGP ASBR

router router (ABR) e IS-IS Layer2 level e Ingress/egress/transit
e  OSPFAS boundary e IS-IS Level 1/ Level 2 router LSR

router (ASBR) router e BGP route e VPN provider edge
e IS-IS Levellrouter e BGP routereflector reflector router
e BGP routereflector e BGP routereflector e Transit LSR

client client e BGP ASBR
e Ingress/egress e Ingress/egress/transit

label-switched LSR

router (LSR)

e VPN provider edge
router

Intradomain Connectivity

Interior gateway protocols (IGPs) establish a control plane to signal label-switched paths within a closed
IGP region. This topic discusses segmenting the access and aggregation network to optimize IGP
deploymentinthe MBH network and the points you should consider when choosing a particular IGP.

IGP Protocol Consideration

In the MBH solution, we place the access and aggregation segmentsina common BGP autonomous
systemthatis divided into IGP regions using IS-1S or OSPF as the IGP. The Juniper Networks solution
supports IS-ISand OSPF as the IGP of choice. However, in very large implementations with complex
topologiesin the access segment, we recommend the use of IS-IS. In simpler cases in the access
segment, OSPF offers better routing information isolation between different OSPF areas than IS-IS offers
between different 1S-IS levels. To understand this difference between OSPF areas and IS-IS levels, it is
necessary to define two new terms with regard to two types of topology at the access segment: access
region and semi-independent domain.
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Semi-independent Domains and Access Regions

An access region is a region in which two access nodes can establish connectivity to each other at the
network (IP) level without traffic passing though the AG1node. Two access regions belongto the same
semi-independent access domain if any two access nodesin the regions can establish connectivity to
each otherat the network level with traffic passing through the same AG1 router. (See Figure 28.)

Figure 28: Semi-Independent Access Domains
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Figure 28 illustrates an aggregation region that interconnects fouraccess regions in two semi-
independentaccessdomains—1and 2. Anytwo access nodes from two different semi-independent
access domains can establish connectivity at the network level with traffic passing through two or more
AG1 nodes. Inthisexample, we assume that there is no back door connectivity between two semi-
independent access domains.

One access region or one semi-independent access domain forms an independent closed OSPF or IS-IS
domain. Although platforms that serve as access nodesin the MBH network are still capable of serving
in a broad IGP region with 250 access nodes, itis not a reasonable arrangement. As the number of
prefixesinthe access node routing table increases, more time is required forthe IGP protocol to
converge after planned topology changes orafter changes due to a failure.
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Route Information Isolation in OSPF and IS-IS Protocols

In contrast with IS-1S, the minimal size of a closed IGP region with OSPFis only one access region. With
IS-1S, a semi-independent access domain made up of a number of access regions becomes the minimal
size forthe closed IGP region. (See Figure 29.)

Figure 29: IGP LSA Boundaries within the Access Segment and Semi-Independent Domain
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Oneimportant factorthat determines the choice of IGP protocol is the OSPF and IS-IS link-state
advertisement (LSA) flooding boundaries. In a multiarea design, OSPF area border routers (ABRs)
participate in routing for a few separate OSPF areas and support separate instances of topology
databasesforeach area. LSA distribution is restricted to a particular area.

When using IS-1S, each Level 1 and Level 1/Level 2 router (analogous to the OSPF ABR) has only two link
state databases, one foreach IS-IS level. LSA distribution is restricted by IS-IS level, adding the concept
of IS-ISarea(whichis defined as part of the IS-ISaddress; see the topic “Loopback and Infrastructure IP
Addressing”). Inthe example in Figure 29, all IS-ISroutersin the same semi-independent domain contain
the full topology forall access regions that make up the semi-independent domain.
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Using IS-1S

Whenyouuse IS-IS, the preaggregation and aggregation levels belong to I1S-IS Level 2, and access rings
belongto IS-IS Level 1. Areas and area identifiers can be used in conjunction with I1S-1S levels to enable
scaling and the desired routing behavior. (See Figure 30.)

Figure 30: Routing Information Isolation with the IS-IS Protocol
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We recommend that you configure each region with a unique IS-ISareaID. Level 1 routers use
Level1/Level2 routers as the next hop for the default route—0.0.0.0/0. The Level1/Level2 routersdo
not advertise adefaultroute. Instead, the Level 1/Level 2 routers set the attached bit. This bit is
advertisedtothe Level 1 routerand causesthe Level 1 routerto install a default route with the
Level1/Level2 routeras the next hop. There may be times, such as during a denial-of-service (DOS)
attack that you might need to preventadefaultroute from being installed. In that case, you can use the
ignore-attached-bit statementto block the installation of the IS-IS default route.

In addition, a default route is notinstalled on a Level1 routerwhen a Level1/Level 2 router does not
have a Level 2 adjacency to a differentarea. The Level 1/Level 2 router does not set the attached bit,
which resultsin the Level 1 router notinstalling a defaultroute. You can also preventdefaultroute
installation by using a single IS-ISarea ID that causes the Level1/Level 2 routerto not set the attached
bit. Should the need arise fora default route, it is much easierto delete the ignore-attach-bit statement
than it is to renumberthe IS-ISareaIDs or to create a routing policy that explicitly advertises a default
route. For these reasons, we recommend using a unique IS-1S area ID for each region in conjunction with
the ignore-attach-bit statement.
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By default, IS-IS Level 1 internal routes are installed into the Level2 database—an exchange of routing
information between levels that must be prevented in multiregion networks. To prevent Level 1 internal
routes from being installed into the Level2 database, you must configure an IS-IS export policy on the
Level1/Level2 routerto reject Level 1 routes. Level 1 external routes are not installed into the Level 2
database by default, and IS-IS Level 2 internal routes are notinstalled into the Level 1 database. (See
Figure 30.)

Using OSPF

Whenyou use OSPF, aggregation and preaggregation routers reside in a backbone OSPF area—0.0.0.0.
You configure the CSRs into separate OSPF areas with preaggregation routers as OSPF ABRs. You
configure in the same area CSRs whose rings tap the same pair of preaggregation routers. To prevent
the exchange of routing information between OSPF areas, you configure the non-backbone areas as
totally stub areas. Totally stub areas do not receive summary link-state advertisements (LSAs)ora
defaultroute fromthe ABR. (See Figure 31.)

Figure 31: Routing Information Isolation with the OSPF Protocol
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In Figure 31, the backbone area(0.0.0.0) and non-backbone areas (0.0.0.1) are in the one autonomous
system (AS), while the service edge routerisin a separate AS, which usually belongstoa core network
AS that separates the regional aggregation and access segments from the service provider core network.
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Unlike IS-1S, OSPF areas can be combined in different ways. Forexample:

e One OSPFareato one access region (ring)
e One OSPFarea to multiple access regions
e One OSPFareato one semi-independent domain
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In this version of the guide, we do not include OSPF in the solution. Rather, we present OSPF here for
completeness.

Intradomain LSP Signaling

To signhal MPLS label-switched paths (LSPs) within a domain, you can use RSVP or LDP. Taking into
account strict requirements for MBH network resiliency, we strongly recommend that you use RSVP as
the universal solution for any topology in the access and aggregation segments. RSVP provides
protection for transport LSPs and rapid convergence in case of a failure. LDP provides a simple way of
setting up a full meshed LSP topology within the IGP region. You can use LDP in some limited cases. For
example, in a hub-and-spoke topology, you might use LDP with OSPF loop-free alternates (LFAs)to
provide protection in the eventof a failure. However, this technique does not work for resiliency in ring
and partially meshedtopologies.

Deciding on the LSP Topology

In the preaggregation segment, afullmesh label-switched path (LSP) topology is the natural choice
within the backbone IGP region—OSPF backbonearea 0.0.0.0 or IS-IS Level 2.

However, inthe access segmentand withinthe IGP access region, you can use a full mesh topology, but
you need to take into account the potential complexity and scalability issues that might arise. You have
two possible options forthe LSP topology:

o A fully meshed RSVP LSP topology
e A hub-and-spoke RSVP LSP topology

A fully meshed LSP topology in the access region uses LTE mobile networks where IP connectivity
between eNodeBsis required to enable X2 interface communication. A full mesh establishes a
continuous LSP protected by MPLS fast reroute (FRR) and link-node protection between any two nodes
within the IGP region. In contrast, the hub-and-spoke RSVP LSP topology provides better protection
against preaggregation (AG1) node failure and the shortest connectivity path between two eNodeBs to
minimize the delayin packetdelivery.

The relative complexity of a fully meshed LSP topology can require support of as many as 2*N*(N-1)
LSPs in an IGP region that must be provisioned at zero time implementation. (Here N stands forthe
number of access nodesin one IGP region.) You can try to address the problem of complexity by using
the RSVP automesh configuration feature or by using bulk RSVP configuration within the network
management system. This approach has not been tested andis notincluded as part of this solution.

Scalability can also be an issue with a fully meshed LSP topology. The total number of labels supported
by ACX Series routers that serve as access nodesis 3000 labels per router. Depending on the exact
topology and number of nodesin one IGP region, it is possible to reach this number. You should
carefully calculate transportlabels for ingress, egress, and transit LSPs—including LSPs to remote service
edge routers, and service levellabels for MPLS VPNs. A full mesh LSP topology creates many transit
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states on CSRs. These transit LSP states exhaustresources, reduce the scalability of the topology, and
restrict the numberof CSRs in one IGP region. To avoid all this complexity and potential scalability
issues, we recommend the hub-and-spoke RSVP LSP topology. In this kind of topology we build one
RSVP LSP from each CSR to some aggregation routers, specifically Router AG1.1 and Router AG1.2.

Interdomain LSP Signaling with BGP-labeled unicast

Afteryou have defined the regions and roles foreach router, the regions need a way to create end-to-
end connectivity and enable inter-region communication. Because regions are not configured to share
IGP routing information, you introduce an additional protocol—BGP-LU—to handle interdomain LSP
signaling so that PE routers can reach remote PE routersin other regions.

For inter-region reachability of access nodes, seamless MPLS introduces BGP-labeled unicast (BGP-LU)
(RFC3107) and hierarchical LSPs. BGP-LU is the label signaling and routing protocol that provides edge-
to-edge or PE-to-PE reachability. The hops of the BGP-LU label-switched path (LSP) do not need to be
adjacent, just as two neighbors that form a unicast internal BGP (IBGP) session do not needto be
adjacent. Rather, the BGP-LU LSP hops are those routers that participate in BGP-LU and are in the
forwarding path. Transit routers within each region are not required to detect or participate in BGP-LU—
one of the reasons BGP-LU scales so well. (See Figure 32.)
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Figure 32: Establishing an Inter-AS LSP with BGP-LU
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Figure 32 illustrates an inter-AS LSP with IS-ISas the IGP. The AG1routers and the AG2.1and AG2.2
routers form IBGP-LU peering sessions. The AG2.1and AG2.2 routers act as route reflectors, and the
AG1 routers act as route reflectorclients. The AG1 routers redistribute the CSR loopback addressesinto
BGP-LU, and advertise them to the local route reflectors, which in turn reflectthemto AG1routersin
other preaggregationrings. (See Figure 17.) When the route reflectorreadvertises BGP-LU routes, the
route reflector does not change the BGP next hop, which is the default behavior for IBGP route
reflection.

At the same time, the AG2.1 and AG2.2 routers serve as a ASBRs and are peers with multiservice edge
routers AG3.1and AG3.2. To establish peering, you use EBGP. Routes are advertised from the
preaggregation segmentto the core IGP region, with the next hop pointing to the AG2.1and AG2.2
routers (next-hop-self) —the default behaviorfor EBGP.
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In the access segment, you do not use BGP-LU. The AG1routers have routes to the loopback address of
all the CSRs from IGP advertisements. So to make the CSRs reachable from multiservice edge routers
AG3.1and AG3.2, two things musthappen onthe AG1lrouters. First, you must configure the AG1
routers to copy the CSR loopback addresses fromthe inet.0to the inet.3 routing table, so that these
loopback addresses are advertised as MPLS-labeled routes. Second, the AG1routers must redistribute
these MPLS-labeled routesinto BGP-LU. The routers that participate in BGP-LU peering—AG2, AG3.1
and AG3.2, PE1 and PE2—must be configured in a similar way. These routers must redistribute their
local loopback addressesinto BGP-LU. This approach makesthe AG2 routers, AG3routers, and PE
routers allocate an MPLS label foreach BGP-LU MPLS forwarding equivalence class (FEC) that the AG1
routers advertise in the local aggregation region, creating the required end-to-end LSP hierarchy.

10. MPLS Services Design for the 4G LTE Profile

This chapter includes detailed descriptions of the MPLS services design for the mobile backhaul (MBH)
network. The design of the MPLS services meets the requirements foreach of the service profiles—4G
and HSPA.

End-to-End Layer 3 VPN Design

The service model forthe 4G LTE mobile network uses aLayer 3 VPN, which meets all service
requirements and provides the necessary connectivity between eNodeBs and the mobile evolved packet
core (EPC). Inthis example, you set up end-to-end Layer 3 VPN services between each access node and
remote provideredge (PE) service router using S1-U, S1-MME, and X2 interfaces. (See Figure 33.)

Figure 33: Layer 3 VPN Design for the 4G LTE Service Profile
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In addition, provide any-to-any connectivity between access nodes within the same Layer3 VPN. Atthe
UNI, you can representaservice through the physical interface, but more commonly you would use a
VLAN-tagged logicalinterface. To connectan eNodeBto an access node oran EPCto a PE router, you
can use an arbitrary unique VLAN number within the 1 through 4095 range. The VLAN numberhasa
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local meaning within the port of each service node, soyou do not need to synchronize the VLAN number
across the MBH network. Service nodes at both ends use logical interfaces with IPv4addresses assigned
to provide necessary connectivity with the mobile network elements at the network layer. These logical
interfaces are placed into separate routing instances within a service node and, in this guide, are
referredtoas VPN routing and forwarding (VRF) or VRF table. VRF tables have a local meaningand
provide necessary trafficand routing information separation between services within one service node.
You assign each VRF table to one Layer 3 VPN. A Layer 3 VPN has a global meaning across the MBH
network that you define with two characteristics:

e Service label—Provides separation of trafficbelonging to different services or VPNs when the
logical interface transfers trafficthrough the MBH network.

e VRFroute target—Unique VPN identifier advertised as an MP-BGP extended community. The
VRF route target manipulates routing information advertised to and from service nodes and
places VRF prefixesinto the correct VRF table.

In the sample topologies, we use one common Layer 3 VPN for all LTE traffic types. This Layer 3 VPN is
easily adapted to multiple VRFs (one perS1-U, S1-MME, X2, eNodeB).

Figure 34 shows a detailed diagram of the BGP peering sessions betweenroutersinthe MBH network. In
this example, we use MP-BGP to signal Layer 3 VPN service labels across the MBH network fromthe
CSRs to the PE routers. To provide necessary scalability in terms of the number of BGP sessions that the
CSR, AG1, and AG2 routers need, a hierarchy of BGP route reflectorsis used. AG1lroutersserve as BGP
route reflectors for CSRs in the directly connectaccess regions, and AG2routers serve as BGP route
reflectors forthe AG1routersin the corresponding preaggregation regions. (See Figure 34.)
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Figure 34: End-to-End Layer 3 VPN Deployment Scenarios
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In Figure 34, the following mechanisms are used to signal Layer 3 VPN service labels and VRF prefixes
from the access node to the opposite end of the network. This end could be eithera remote PErouter
(to provide S1-connectivity) or another CSRthat has eNodeB connected within the same VRF (to provide
X2-connectivity), as shown in Figure 33.

1. The CSR announcesa service label and VRF prefixestothe adjacent AG1route reflectors with
the next hop pointing to its own loopback address.
2. An AG1lroutereflectorreadvertisesthe CSRannouncement:
e AmongotherCSRs in the same access ring.
e AmongotherCSRs in adjacentaccessrings. There is only one access ring depicted in
Figure 34, but in an actual network there are multiple access rings. (See Figure 17 .)
e TotheAG2.1and AG2.2 routersin the MP-IBGP session.
e Totheservice edge PE1and PE2 routersin the MP-EBGP (RFC4364) session. This
announcement changes the next hop to its own loopback address, which is the default
behaviorfor EBGP.
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Using similar mechanisms, PE routers distribute VRF prefixes and Layer3 VPN service labels across the
MBH network to CSRs.

1. APErouterannouncesa service label and VRF prefixes to the AG1route reflectorsin MP-EBGP
(RFC4364), with the nexthop pointingto its ownloopback address.
2. An AG1route reflectorreadvertisesthisannouncementto the adjacent CSRs in the MP-IBGP

session and changesthe nexthopto its own loopback address, which is the default behaviorfor
announcements received through EBGP.

At this point, PE routers signal VPN labels in both directions and distribute VRF prefixes from one end of
the networktothe otherend and vice versa.

Depending on the particular service profile, two separate Layer3 VPNsforS1 and X2 interfaces are
required. We referto these two VPNs as VPN-S1and VPN-X2. In this example, you configure each CSR
with two VRFs. You map each VRF to the Layer3 VPN with a route target represented by its BGP
community. In Figure 35 and Figure 36, these BGP communities are S1-RT and X2-RT. The shadow zones
in the figures show the Layer3 VPN with full mesh connectivity at the service level.

Figure 35: Layer 3 VPNs with a Full Mesh Topology — VPN-S1
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Figure 36: Layer 3 VPNs with a Full Mesh Topology — VPN-X2
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This Layer 3 VPN with full mesh connectivity at the service level distributes VRF information in the
correct way. Each router within VPN-S1has a full list of eNodeB S1linterface IP prefixesand EPCS1 IP
prefixesinthe RIB. VPN-S1allows any-to-any or full mesh connectivity for S1 interfaces. Each CSR within
VPN-X2has a full list of eNodeB X2interface IP prefixes. VPN-X2 allows any-to-any or full mesh
connectivity for X2 interfaces. At this point, MBH provides all requirements for LTE mobile network
connectivity; however, each CSR contains more routing information than necessary. Forexample, within
VPN-S1, the CSR must provide connectivity fromeNodeBtothe EPC only, and is not required to provide
eNodeBto eNodeB connectivity. Within VPN-X2, CSRs must provide full mesh connectivity for groups of
eNodeBs, but not between alleNodeBs in the network. To further optimize the usage of RIB resources
on the small cost-optimized CSR, you must configure VRF import and export policies.

VRF Import and Export Policies

To restrict the number of VRF prefixes in the RIB of service nodes across the MBH network, you can use
an import and export policy on the basis of the extended route target community. Manipulating the size
of the RIB with this technique helps to optimize VPN for S1 and X2 route installation.

With VPN-S1, you define two route target communities instead of one, S1-ACCESS and S1-PE.
(See Figure 37.)
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Figure 37: VRF Import and Export Policies for S1 Layer 3 VPN
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In Figure 37, each CSRand PE routeradvertises VRF prefixes and installs BGP routes in different ways.
Each CSR advertises VRF prefixes with the S1-ACCESS BGP community, and installs only the BGP routes
received with the S1-PE community into its VRF table. In contrast, each PE routeradvertises VRF prefixes
with the S1-PE BGP community and installs only BGP routes received with the S1-ACCESS community
into its S1 VRF-table. Thus, we build a point-to-multipoint Layer 3 VPN topology where CSRs contain only
S1 prefixesfromthe PE routerand the PE router has a full list of all S1 prefixes fromall CSRs. The three
shadow zones in Figure 37 show the Layer3 VPN-S1with hub-and-spoke connectivity at the service
level.

With VPN X2, which is somewhat different from the VPN-S1service, you use the same importand export
policies based on the extended route target community. However, you map the community name to a
geographical location or to the indexing group of an eNodeB. The eNodeB defines the group of eNodeBs
requiring X2 connectivity from one eNodeB to another. (See Figure 38.)
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Figure 38: Using VRF Import and Export Policies for X2 Layer 3 VPN
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In Figure 38, the two CSRs at the top use the same community to import and export routes—X2-ZONE-A.
Those two CSRs belongto the VPN of the X2-ZONE-A only. Another group of CSRs at the bottom of the
diagram uses the same community to import and export routes—X2-ZONE-B, and belong to the X2-
ZONE-BVPN only. The CSR in the middle uses both communities foradvertised and received BGP routes
and belongsto both X2 VPNs—ZONE-A and ZONE-B. The two separate VPNs (X2-ZONE-A and X2-ZONE-
B) split the number of prefixesthat each CSR needsto discoverand satisfies the requirements to have all
necessary connectivity for X2 interfaces between eNodeBs of the same geographical location.

This example —setting up end-to-end VPNs with optimized route information distribution—represents
one of the possible scenarios for providing backhaul services for 4G LTE networks, with the assumption
that any service node has a valid end-to-end LSP to every otherservice node—thatis, CSR-to-CSR, or
CSR-to-PErouter. Afull list of possible MPLS services that might need to be created to satisfy 4G LTE
profile requirementsis listed in Table 13.

Table 13: MPLS Service for the 4G LTE Service Profile

4G LTE S1-user plane Layer 3VPN Hub and spoke
S1-MME Layer 3VPN Hub and spoke
X2-signaling Layer 3VPN Partially mesh
X2-user plane Layer 3VPN Partially mesh
eNodeB management Layer 3VPN Hub and spoke

At this point, each end of the network (forexample, the access routerand the EPC router) knows which
service label and which next hop (loopback address within the MP-BGP advertisements) should be used
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to reach a particular VRF prefix—for example, the EPCIP addressforthe S1interface or the eNodeB
addressforthe X2 interface. The service routers—CSRs and PE routers—use aroute target community
to determine whetherthe received BGP VRF prefix belongs to that particular VRF or not. Before the
service routerinstalls the VRF prefix into the routing information base (RIB) and theninto the
forwardinginformation base (FIB), the service router performs additional verification. More specifically,
the service routerchecks fora valid labeled path to the next hop (loopback address of anotherservice
router), which it obtains from the MB-BGP announcement forthe VRF prefix.

Consequently, the service routers signalend-to-end MPLS LSPs between any:

e Two CSRsto provide connectivity within VPN-X2 (Figure 38)
e CSRs and PE routers to provide connectivity within VPN-S1 (Figure 37)

In the topic “Deciding on the LSP Topology,” our recommendation in the access segmentis to use a hub-
and-spoke LSP topology with an inter-region BGP-LU LSP between AGlroutersandto the PE routersin
the core segment. To establish end-to-end Layer 3 VPNs, such as VPN-X2and VPN-S1, you have two
choices:

e Intheaccess segment, change the LSP topology to a full mesh, and extend BGP-LU down to the
access segment.
e Inthe preaggregationsegment, setupaU-turnLayer 3VPN between AGlrouters.

In the design of the MPLS transport layer, you can use a full mesh LSP topology, but it might not scale
well. (See the topic “Deciding on the LSP Topology.”) Set up BGP-LU in the access segment with care
because it leads to further utilization of L-FIB resources. We recommend the design for P and MPLS as
described in the topic “End-to-End IP/MPLS Transport Design,” with the additional configuration of a U-
turn Layer3 VPN in the preaggregation segment.

U-Turn Layer 3 VPN

To avoid a full mesh LSP topology in this example, you must make some modifications to the service
level. In this example, the transport levelincludes only hub-and-spoke RSVP LSPs, which means thatno
direct MPLS transport is available between two CSRs even within the same access ring.
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Figure 39: End-to-End Layer 3 VRF Deployment Scenarios with U-Turn VRF
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To overcome this obstacle, you configure a special U-turn VRF (with the same route target) onthe
loopbackinterface of the AG1 routers. (See Figure 39.) In addition, you configure the AG1route reflector
to slightly modify the MP-BGP behavior so that no actual reflection happens within the access region.
Instead, you configure the next-hop-self attribute so that a default VRFroute is announced by the AG1
routers to the CSRs. This modification results in significant reduction of used label and prefix spacesin
the RIB and FIB tables of the CSRs and leads eventually to faster convergence during link or node failure
in the accessregion.

IP/MPLS Transport and Service Full Picture

For the sake of completeness, note how the full protocol stack looks after we puttogetherthe MPLS
transport and service portions of the solution. There are two possible scenarios: CSR-to-PE router
connectivity and CSR-to-CSR connectivity. (See Figure 40and Figure 41, respectively.)

Figure 40 illustrates the full protocol stack and actions taken with MPLS labels when a CSR forwards an
MPLS packet and that packet travels across the networkto a PE router (CSR-to-PE router).
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Figure 40: End-to-End Layer 3 VPN and Data Flow for eNodeB to 4G EPC Connectivity
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In Figure 40, the CSR must push a minimum of two labels—aLayer 3 VPN service label (L3 VPN) anda
transportlabel (RSVP-L) forthe intraregion LSP. The Layer 3 VPN service label defines the endpoints
across the access, aggregation, and core network, and routers do not swap this label unless the packet
reachesthe nextservice router.

The RSVP transport label defines packet forwarding within the IGP routing region. Service routers and
region boundary routers push or pop the RSVP transport label. Transport nodes swap the RSVP

transportlabel.
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The BGP-LU label provides reachability between routing regions, domains, and autonomous systems. It
is pushed or popped at the service node and swapped atthe ABR/ASBR nodes.

Figure 41 illustrates the full protocol stack and actions taken with MPLS labels when a CSR forwards an
MPLS packet and that packettravels across the network to another CSR belonging to a different
preaggregation region across an end-to-end Layer 3VPN-X2 connection (CSRto CSR).

Figure 41: End-to-End Layer 3 VPN and Data Flow for eNodeB to eNodeB Connectivity
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11. MPLS Service Design for the HSPA Service Profile

This chapter discusses design details for two deployment scenarios:

e layer2VPNto Layer 3 VPN Termination Scenario
e Hierarchical VPLS for lub over Ethernet

Layer 2 VPN to Layer 3 VPN Termination Scenario

IP transportin the UTRAN was first introduced as a part of the 3GPP Release 5 standard in which NodeBs
use the lub interface overIP over Ethernetto communicate with the RNC. As in the 4G LTE service
profile, the HSPA service profile must be provisioned with Layer 3 VPNs across the mobile backhaul
(MBH) network. However, the requirements of the HSPA network are more straightforward because
HSPA does not require any-to-any connectivity between NodeBs or creation of multiple VRFs on a CSR.
Table 14 represents the list of MPLS services that you might need to configure to satisfy HSPA service
profile requirements.

Table 14: MPLS Service for the HSPA Service Profile—lub over IP

lub over IP Layer 2 VPN + Layer 3 VPN  Hub and spoke
HSPA NodeB management Layer 2 VPN + Layer 3 VPN  Hub and spoke
(optional)

The UNI physically located on CSRs and represented by the physical port or VLAN targeted logical tunnel
(It) interface is extended by Layer 2 VPNs or pseudowires (as defined by RFC4905) to the corresponding
pair of AG1routers. (See Figure 42.)
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Figure 42: Layer 2 VPN Termination into Layer 3 VPN for the HSPA Service Profile
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The VLAN numberon the UNI can be an arbitrary numberfrom 1 through 4096. This numberhasa local
meaning on the physical port and is not synchronized across the MBH network.

The key focus of the HSPA service profile designis that the access pseudowires are terminated directly
into the Layer 3 VPN service instances without any intermittent breakoutinto Layerl, Layer 2, or VLAN

connections. (See Figure 43.)
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Figure 43: End-to-End Layer 3 VPN with Layer 2 VPN Termination Deployment Scenario
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The service node function (Layer3 VPN) is moved to a preaggregation node (AG1). The number of

pseudowires (PWSs) terminated in a single Layer3 VPN on each AG1 routerequalsthe numberof NodeBs

connectedtoall cell site routers (CSRs) in an access ring.

In the sample network (Figure 17), we connect up to 16 accessrings to a pair of AG1lrouters. One
hundred pseudowires at a time were verified as part of the solution verification process forthe

scenarios in this guide. Also, you need to consider this numberwhen making a decision about the size of

the access regionin your network. A special logical tunnelinterface purposely created and associated

with a particular forwarding engine onan AG1 routeris necessary to provide tunneling of pseudowires
to the Layer 3 routinginstance (VRF). Each CSR establishes one active pseudowire (forexample, AG1.1)
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and one backup pseudowire (to AG1.2). If the remote service edge PE routeris located in the core AS
both AG1 routers establishan MP-EBGP session with this PE routerto signal the Layer 3 VPN in the same
manneras in the 4G LTE service profile.

Figure 43 illustrates the actions taken with MPLS labels (including transport labels) whenan MPLS
packetis forwarded end-to-end from a CSR to the RNCconnected tothe remote PErouter. The CSR
pushestwo labels—the Layer 2 VPN service label and the transport label for the intraregion LSP. The
service label defines the endpoints across the access region. AG1 routers apply a pop action to the Layer
2 VPN service label, push the new Layer3 VPN service label, and send the packet end-to-end through
the interdomain LSP signaled with BGP-LU. Finally, the Layer3 VPN service label is popped by the
remote PErouter, and the native IP packetis forwarded to the mobile network RNC or packet core.

Although this scenariois positioned forthe HSPA service profile, it can easily be expanded for4G LTE
networks. Within the existing set of features, each of the 4G LTE services must be placed into a separate
Layer 3 VPN and carried with a separate pseudowire. However, inconvenience in the number of
pseudowires provisioned foreach AG1routeris such that we do not recommend this method forthe
primary scenario of the 4G LTE service profile.

Hierarchical VPLS for Iub over Ethernet

The service architecture of hierarchical VPLS overlub forthe HSPA mobile network—UMTS Terrestrial
Radio Access Network (UTRAN) over Ethernet—is similar to what was described in the HSPA lub overIP
scenarios. However, inter-AS Layer 3VPN is changed tointer AS VPLS. Table 15 summarizes the MPLS
servicesthat you need to configure to satisfy the requirements of the HSPA service profile.

Table 15: HSPA Services - lub over Ethernet Layer2 VPN

HSPA lub over Ethernet H-VPLS Hub and spoke

The UNI physically located on CSRs and represented by the physical port or VLAN targeted logical
interface, is extended by Layer 2 VPNs or pseudowires to the corresponding pair of AG1lrouters. (See
draft-martini-12circuit-encap-mpls.11.txt. Also, see Figure 44.)
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Figure 44: H-VPLS Service Model for the HSPA Service Profile
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The VLAN numberon the UNI can be an arbitrary numberfrom 1 through 4096. This number has a local
meaning on the physical port and is not synchronized across the MBH network. The key focus of this
designis that the access pseudowires are terminated directly into the VPLS service instances without
any intermittent breakout at the physical layer or data link layer, or at VLAN connections.

A VPLSinstance is a conceptsimilar to a Layer 3 routing instance (VRF) defined in the topic “End-to-End
Layer 3 VPN Design.” A VPLS instance is treated as a virtual bridge domain or a virtual switch with its
own Layer 2 forwarding table within a service node to provide a necessary service separation within the
node. VLAN-tagged logical interfaces (UNI) and Layer 2 pseudowires (NNI) represent the interfaces of
this virtual switch.

For VPLS instances on the service node—the AG1or AG3routers (Figure 45)—we assign a unique VPLS
ID. This ID can be signaled by targeted LDP protocols between service nodes. As soon as service nodes
have a VPLS instance configured with the same VPLS ID, they are joined into a global VPLS instance by
means of a Layer 2 pseudowire; and they establish a distributed Layer 2 VPLS domain, which acts as a
distributed Layer 2 Ethernet switch.

To provide loop-free Layer 2 frame forwarding, VPLS requires a full mesh pseudowire topology between
service nodes and restriction to the forwarding of traffic back to the NNI. This is especially true when the
trafficis received from another core facing NNI (split horizon rule). One obstacle to deploying such VPLS
servicesis that, in general, when any-to-any connectivity is required, the number of pseudowires
increasesas N*(N-1), where Nisthe number of service nodesin the network. The concept of
hierarchical VPLS (H-VPLS) was introduced to overcome this scaling issue.
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H-VPLS definestwo types of nodes—hub and spoke. A spoke node has anumber of logical interfacesin
the VPLS instance and one or two (in case of redundancy requirements) pseudowires to interconnect
with the spoke node. Spoke nodes have afull meshed connectivity to each otherand act as regular VPLS
nodes with only one exception: Spoke nodes forward trafficto spoke pseudowires that they obtain from
otherNNIs.

Figure 45 illustrates the end-to-end H-VPLS deployment scenario where CSRs 1.1 through 1.5 act as VPLS
spokesand AG1routersact as VPLS hubs.

Figure 45: End-to-End H-VPLS Deployment Scenario
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In Figure 45 , we configure targeted LDP to signal the pseudowire service labels and the VPLS ID. Each
CSR establishes one active pseudowire to Router AG1.1and one backup standby pseudowire to Router
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AG1.2. The number of pseudowires terminated in asingle VPLS on each AG1 router equalsthe number
of NodeBsin each accessregion connected to the corresponding AG1router, plus pseudowires from
remote PErouters. Because there is no trafficbetweenthe AG1routers, there is no need to signal
pseudowires between the AG1routers—exceptfor pairs of AG1lroutersconnectedtothe same access
regions. This exception leads to anotherlevelof hierarchy represented by PE routers that act as hub
nodes, with the AG1 routers as spokes.

Unlike Layer 3 VPNs, notunnelingis required to terminate pseudowiresina VPLS instance for those
deploymentscenarios, because aspecialtype of label-switched interface (LSI) is used instead of the
logical tunnelinterface. To setup H-VPLS, mesh groups within the VPLS instance configurationon AG1
and AG3routersare used.

The consistency of the switching path across the network is provided by the pseudowire backup
protocol on the one hand and the MAC learning process on the otherhand. Assoon as an active
pseudowire goes down, the label-switched interface (LSI) within aVPLS instance goes down and triggers
the MACflush event. This eventis advertised to adjacent VPLS routers by means of a flush type, length,
and value (TLV) frame. At the next moment, trafficswitches overto the second AG1 routerbased on the
MACrelearning process discussed in more detail in the “Pseudowire Redundancy forthe HSPA Service”
topic.

Figure 45 also illustrates actions taken with MPLS labels (including transport labels) when an MPLS
packetis forwarded end-to-end from an access to the RNC connected to the remote PE router. The CSR
pushestwo labels: the Layer2 VPN service label and the transportlabel for the intraregion LSP. The
service label definesthe end-points across the access region. An AG1 routerapplies a pop action to the
Layer 2 VPN service label, pushes anew VPLS service label, and sends the packet end-to-end through the
interdomain LSP signaled with BGP-LU. Finally, the VPLS service label is popped by the remote PE router,
and a native Ethernetframe is forwarded to the mobile network RNC or packet core.

In general, this deployment scenario applies to the 4G LTE service profile. We do notrecommend that
you use end-to-end H-VPLS as the primary backhaul service for LTE traffic. However, if you are
interestedin H-VPLS in your 4G LTE network, add the following steps to your MPLS service level design:

e Activate local switching on the VPLS hub to allow connectivity between eNodeBs overthe X2
interface.
e Addadditional pseudowiresfor X2 connectivity fromthe CSRs to the AG1 routers if necessary.

12. MPLS Service Design for the 3G Service Profile

To provide connectivity between mobile network elements for the 3G UMTS service profile, which uses
ATM as the transportenvironment for lub-based interfaces, you need to use aspecial set of circuit
emulations overthe IP/MPLS network. This MPLS service design uses end-to-end pseudowires to
transport ATM over MPLS (as described in RFC 4717). Table 16 summarizes the MPLS services that you
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must configure in the mobile backhaul (MBH) network to satisfy the requirements of the 3G service
profile.

Table 16: 3G Services on lub over ATM

3G lub over ATM ATM pseudowire Point-to-point

To provide physical connectivity to the mobile network entities, service nodes—CSRs,AG2routers, and
PE routers—must be equipped with interfaces that support ATM emulation services over IP and MPLS.
(See Figure 46.)

Figure 46 MPLS Pseudowire for lub over ATM (3G Service Profile)
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From the service configuration perspective atthe portand interface level, point-to-point circuit
emulation services require the same settings on the remote PE routers and on the CSRs.

Traditionally, the RNCand BSC nodes of the 3G and 2G mobile network infrastructures are more
geographically distributed in comparisonto the EPC of 4G LTE networks. The possible points of RNC
connectivity to the MBH network might be through AG2routers. So it might be necessary to establish
both inter-AS and intra-AS pseudowire services. Figure 47 illustrates the establishment of an intra-AS
pseudowire, targeted LDP (T-LDP) used to signal the pseudowire between the CSRs and the AG2 routers,
and an end-to-end continuous label-switched path (LSP) used at the transport layer.
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L1Is-Is Area 49.000a

Figure 47: End-to-End ATM and TDM Pseudowire Deployment Scenario
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To provide a true end-to-end LSP, LDP downstream-on-demand is used (LDP DOD RFC 5036). LDP DOD is
configured onthe CSRs and AG1routers, enablingthe CSR to resolve the loopback address of the
remote edge service router with a labeled path. The CSR requests atransport label for the loopback
address of only those service routers to which the 3G RNCis connected—the AG2routerin our example,
so preserving the scalability of the CSRs. By design, the CSRs in the access segmentdo not have routing
information to reach routersin othersegments. (See the topic “Using OSPF.”) However, this information
is required to establish T-LDP sessions with AG2 routers and to install an end-to-end transport LSP into
the forwardingtable of the CSR. This restriction can be overcome by the addition, on the CSR, of a static
route that pointsto the loopback address of the AG2router.

Note: Do not use a default or summarized route on the CSR, because LDP-DOD does notinstall an end-
to-end LSP using those types of routes.
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Figure 47 illustrates actions taken with MPLS labels (including transport labels) when an MPLS packetis
forwarded end-to-end from a CSR to the RNC connected to the remote PE router. The CSR pushesthree
labels—the ATM pseudowire service label, the transport labelfor the intraregion LSP, and the transport
label for the interdomain LSP. The service levellabel is preserved alongthe entire LSP and popped only
at the service provideredge router. The RSVP transport label defines packet forwarding within the IGP
routing region and is pushed or popped atthe service router or at the region boundary and swapped at
the transport node. The LDP-DOD label provides reachability between routing regions, domains, and
autonomous systems. The CSR pushes or pops the LDP-DOD label. The ABR or ASBR nodes (AG1routers)
swap the LDP-DOD label with the BGP-LU transportlabel.

13. MPLS Service Design for the 2G Service Profile

This MPLS service design addresses the needs of 2G and GPRS networks, which use the Abis interface to
communicate between BTSs and BSC/PCU over TDM channels. This design uses end-to-end pseudowires
to transport TDM over MPLS (as described in RFC 5086 and RFC 4553 for CESoPSN and SAToP services).
Table 17 summarizes the MPLS services you must configure in the mobile backhaul (MBH) network to
satisfy the requirements of the 2G service profile.

Table 17: Services on 2G

2G Abis over TDM SAToP pseudowire Point to point

2G Abis over TDM CESoPSN pseudowire Point to point

The scenarios in Table 17 are almost identical to the scenarios described in MPLS Service Design for the
3G Service Profile. The only difference isthe way in which we define the service at the UNIfrom the link
layer encapsulation point of view. Currently Juniper Networks supports two types of encapsulation:

e Structure AgnosticTDM over Packet (SAToP)
e Circuit Emulation Service over Packet Switched Network (CESoPSN)

Figure 48: MPLS Pseudowire for Abis over TDM for the 2G Service Profile
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A CESoPSN bundle represents an IP circuit emulation flow. With CESoPSN bundles, you can group
multiple DSOs on one IP circuit, and you can have more than one circuit emulation IP flow created from
a single physical interface. For example, some DSO channels froma T1 interface can go in an IP flow to
destination A, and other DSO channels from that same T1 interface can go to destination B. This feature
allows for payload optimization. CESoPSN bundles comply with RFC 5086, Structure-Aware Time Division
Multiplexed (TDM) Circuit Emulation Service over Packet Switched Network (CESoPSN).

SAToP bundles use a standards-based transport mechanismforT1 and E1 circuits that allows themto
interoperate with other SAToP-compliant equipment. SAToP bundles comply with RFC 4553 to provide
pseudowire encapsulation (PWE3) for TDM bit streams (T1, E1, T3, E3) that disregards any structure that
can be imposed on these streams, in particular the structure imposed by standard TDM framing.

The possible points of BSC connectivity to the MBH network might be through eitherthe AG1or the AG2
routers. So it might be necessary to establish both inter-AS and intra-AS pseudowire services. Figure 49
illustrates the case for establishing an intra-AS pseudowire.
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Figure 49: MPLS Pseudowire for Abis over TDM (2G Service Profile)
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All considerations about using LDP-DOD and LDP tunneling described in the topic “MPLS Service Design
for the 3G Service Profile” are applicable to the SAToP and CESoPSN scenarios.

14. OAM

The transport layer for Operation, Administration, and Maintenance (OAM) depends on Ethernet-based
and MPLS-based OAM tools. The purpose of OAM tools is twofold: to determine the faultin the
network, and to isolate and diagnose faults so that corrective action can be taken; for example,
redirecting the trafficfrom a failed path to a backup path and repairing any faults afterthey have been
isolated.
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OAMtools and management entities can be deployed at various pointsin the transport network. A
failure can be definedin relation to the requirements, which might be a complete loss of connectivity or
partial loss, such as a one way failure. Also, the failure could be that connection quality drops below a
certain threshold.

In this topic, we discuss OAM for active monitoring of active pathsin each segmentandacross each
segmentin the network. The following list includes the full set of OAM instruments in the mobile
backhaul (MBH) network and maps them to a particular level of the network architecture.

e Segment (access, preaggregation, aggregation,and service edge).
o Intrasegment OAM
o Intersegment OAM
e Networklayers (transportand service)
o EthernetLFM/CFM
o MPLS
o BGP
o Service Level OAM (Layer2 VPN)

Intrasegment OAM

The intrasegment of the transport network uses link level OAM to detect failure within a segment.
Because all the links in the transport network are Ethernet, IP, or MPLS, you can use either CFM or BFD
to monitor and measure the network performance. Both CFM and BFD provide aggressive timers, which
detectfailure in lessthan a second.

BFD or CFM session connectivity verification can trigger RSVP traffic engineering or LDP failover. The
CFM suite provides advanced capabilities, such as packetloss and delay measurement, to determinethe
health of the link. (See Figure 50.)
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Figure 50: OAM in the MBH Solution
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In Figure 50, we use CFM (IEEE standard 802.1ag) to check the physical layer and the data link layer
OAM. For completenessin Figure 50, we have included link fault management (LFM; standard 802.3ah)
to show that you can use LFM when your networkincludes copper links instead of optical links, or when
an ACX Seriesrouteris connected to a microwave transmission system. In this case, LFM provides fast
link failure detection, which is not provided by other techniques. (Notethat LFM is not verified as part of

the solution.)

At the IGP, transport, and service levels, we use BFD for intrasegment OAM because it provides a single
mechanism for detection of forwarding plane-to-forwarding plane connectivity (includinglinks,
interfaces, tunnels, and so on). The single mechanism s independent of media, routing protocol, and
data protocol; provides fast convergence of routing protocols—particularly on share media (Ethernet);
detects one-way link failures; and does not require changes to existing protocols.
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Intersegment OAM

Intersegment OAM detects faults inthe remote part of the network to redirect traffic as soon as
possible and close to the source, using multihop BFD to monitor remote BGP peers. Inthe eventofa
BFD session failure, the alternate BGP peeris used.

End-to-end OAM is used to detect the operational capability of remote access devices, and the best way
to do so is by using BFD over the LSP. If the BFD session goes down, eitherthe remote CSR has failed or a
path to the device through the transport network does not exist. BFD overan LSP provides
approximately subsecond failure detection.

15. High Availability and Resiliency

The time it takesfora networkto converge followinga link or node failure can vary dramatically based
on a number of factors, including network size, the protocols used, and network design. However,
although each particular convergence eventis different, the process of convergence is essentially
consistent.

Correcting a Convergence Event

Four basic stages are involved in a network convergence event, which typically occur in the following
order:

1. Detectingthe failure

2. Flooding the information

3. Finding the alternate path

4. Updatingthe forwardingtable
Detecting Failure

Differenttypes of network events can cause failures—link failure, line card failure, routerfailure,
administrative link removal, cost change, and so on. Regardless of the cause, the first stepin any
convergence eventis detecting the failure. Many failure detection mechanisms are available; some work
at the link-layerlevel, some are embedded in protocols, and others work independent of protocols. The
bestresults are achieved when you use a combination of multiple mechanisms.

Using link-layer detection mechanisms such as loss of light (LOL) and bit error rate (BER) alarms is by far
the fastest. The interrupt-driven nature of interface eventsin Junos OS software keeps detection time as
low as a few milliseconds. However, notall failures can be detected at the link-layer level. Indirect link
failures or unidirectional link issues that rely oninterior gateway protocol (IGP) timers for failure
detection can lead to significant network downtime. Thisis the very place where different Operation,
Administration, and Maintenance (OAM) tools such as BFD for IGP, BFD, LSP failure detection, and
Ethernet OAM can help speed up failure detection.
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Flooding the Information

Aftera routerdetects link failures or topology changes, it needs to send important topology change
updatestoits neighbors, and it needstoreact to the topology change updates that it receives fromits
neighborsin turn. These updates are sent through the network at the speed of light, plus any processing
time required at each hop in orderto decide where to forward the message. So the time taken for
devicesin the network toreceive updates depends onthe network diameterand how close a particular
device is located to the failure.

Finding an Alternate Path

Afterbeing notified of a failure event, devices on the network must process the information and
calculate an alternate path. For link state protocols such as IS-IS and OSPF, this means runninga new
shortest-path-first (SPF) calculation. For BGP, it means a new path calculation based on criteria such as
weights, local preferences, and AS path.

The control plane for the access and aggregation networkis based on IP. IP provides scalable any-to-any
connectivity in the larger network and, in general, relies on IGP convergence.

A common misconception is that SPF calculations add a significant amount of time to the convergence
process. However, because of the advances in processortechnology, thisis no longerthe case. With
Juniper Networks latest Routing Engines a full SPF calculation—even with thousands of routers—can be
performedina few milliseconds. The deployment scenarios described in this guide rely on this
mechanism.

Updating the Forwarding Table

Afterthe SPF calculation finds an alternate path, the routerupdatesits forwarding table—commonly
known as the forwarding information base (FIB)—with the new next hop forall affected prefixes.
Traditionally, the time this process consumes s directly related to the number of routesin the network
and is bound to the memory access time. In other words, the more prefixes that need updating, the
longerthe processtakes. A core link failure might resultin IGP reconvergence, which can affect tens or
hundreds of thousands of BGP or Layer3 VPN routes. FIB updatesin some large-scale networks can be
very time consuming. To reduce the time taken to install the new pathsin the routing table, we use
prefix-independent convergence.

Note: In this guide, the SPF calculation is used to find an alternative pathin case of network failure, and
we use globalrepair mechanism to referto furtherforwarding plane update.

Components ofa Complete Convergence Solution

Achieving sub-50-ms convergence is relatively easy in small networks, but many individual components
of convergence begin to slow rapidly as the network scales. Specifically, geographically large networks
face challenges from propagation delays, and networks with a large number of nodes (regardless of
geographic characteristics) are slowed by the number of route updates that must be processed.
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Thus, the goal of rapid convergence can be attained only with a solution that enablesfast convergence
independent of network size. Some in the industry promote prefix-independent convergence, which
deliversfast convergence regardless of the number of BGP prefixesin the network. Although thisis
certainly an important part of a complete convergence solution, itis only one aspect. Fast convergence
that also relies on speeding up both IGP and BGP convergence must work forall services, and must
accelerate all the processes outlined above.

The Juniper Networks complete convergence solution ensures both fast IGP and BGP convergence, and
also extends fast convergence with techniques such as local repair and loop-free alternate routes.

Local Repair

One way to speed convergence is to create a solution thatimplements a repair before all the routersin
the network have been notified and had their forwarding tables updated. This is known as a local repair
(in contrast to the global repair mechanism described in the topic “Finding an Alternate Path”).

Local repairs are implemented immediately upon failure detection, while the routing software continues
to recalculate the entire network topology. Local repair and global repair are complementary. Local
repair enables trafficto continue to be routed by using a backup path until global repair is able to
calculate a new optimal route. Eventually the entire network converges with the recalculated topology;
but because the local repair is implemented immediately, disruption to traffic can be keptwell under

50 ms. For local repair to be possible, the following conditions need to occur:

e Theforwardingtable mustbe prepopulated with a viable backup path.
e There mustbe a shortcut path for forwarding table updates for backup-path switching.

To provide 50-ms resiliency forany single failure in the network, you must provide supportfor both the
head-end and mid-point MPLS fast reroute (FRR) point of local repair (PLR) functionality. Transport
plane protectionis a little more complex and must be handled carefully because multiple segments
stitch the MPLS LSP across the access, aggregation, and core segments. The goal of the protection
scheme is to provide resilience in the network so that traffic disruptions, due to a link or a node failure,
can be avoided. The transport plane is built by the “divide and conquer” approach, which meansthat
the transport network is divided into different segments so that the control plane and data plane can
scale given the size of the network.

Each segment has protection schemes to recover from faults within that segment. To provide subsecond
end-to-end failoverdue to any failure in the network, amechanism to detect and repair faults across the
segmentsisrequired at the following three levels:

e Intrasegment—fastreroute, facility protection, and path protection
o Intersegment—IGPand BGP convergence with BFD enabled
e End-to-endservice level:
o End-to-endlayer3 VPN—BGP convergence with BFD enabled
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o layer2to Layer 3 VPN termination—Pseudowire redundancy and BGP convergence
with BFD enabled
o H-VPLS—Pseudowire redundancy and MAC address learning

Intrasegment Transport Protection

This section describes the protection scheme within one IGP region or area in all deployment scenarios
covered in this guide. Each scheme in a segmentorarea dependsonthe protocolusedin that segment.
The protection is handled in each segmentindependently.

To provide fast convergence, we use acombination of local and global repair mechanisms. The
protection mechanisms used in the access segment for local repair vary depending on the particular
topology. The CSR can be directly connected or not directly connected to the aggregation node. A
directly connected CSR, as in dual homing, can protect against aggregation node failure—forexample,
by means of an IGP loop free alternate (LFA). In the scenarios in this guide, the access nodes are not
directly connected to the aggregation nodes. Thus, we use RSVP trafficengineering with facility
protection or one-to-one fast reroute protection with one dedicated backup detour that protects one
LSP. To decrease the amount of time needed to calculate the alternative path for global repair, we use
primary and secondary paths.
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Figure 51: Intrasegment Facility Link and Link-Node Protection
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Figure 51 shows many-to-one protection (facility backup), which we configure based oninterface rather
than on LSP. Although fast reroute protects interfaces ornodes along the entire path of an LSP, many-
to-one protection can be applied on interfaces as needed. In Figure 51, a bypass path is set up around
the links to be protected (failures 1, 3, 4, and 6) using an alternate interface to forward traffic. The
bypass path is shared by all protected LSPs traversing the failed link (many LSPs protected by one bypass

path).

In this guide, six failure scenariosin the access and aggregation segments are addressed by intrasegment

transport protection. Figure 51 shows the following failure scenarios:

Between CSRs
At the CSR

o Uk wnN e

Between the CSRand the preaggregation router
Between preaggregation routers
At the preaggregation router

Between the preaggregation and aggregation routers
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To overcome issues with RSVP traffic engineering scalability in the access segment, we recommenda
scheme with hub-and-spoke RSVP LSPs between CSRs acting as spokes and the aggregation routers (AG1
routers) acting as hubs. In a ring topology, RSVP creates a lot of transit states on CSRs. These transit
states exhaust resources, reduce the scalability of the topology, and restrict the number of CSRsin one
IGP region. (See the topic “Deciding on the LSP Topology.”) The recommended approach offersa
necessary level of flexibility and can be usedin any kind of access topology.

The aggregation and core network uses RSVP trafficengineering with link protection or node protection,
which scales RSVP well.

You can use the link or link-node failure protection algorithm for all deployment scenarios exceptthe 3G
and 2G service profiles where end-to-end CESoPSN and SAToP pseudowires are used.

In failure scenarios 1, 2, and 3 in Figure 51, an additional MPLS transport levelin the access segmentis
represented by LDP-DOD. Using facility protection can lead to a situation in which a CSR must push four
MPLS labels in a row, as shownin Figure 52. The fourth label is a result of the establishment of the fast
reroute facility (link and link-node) protection tunnel.

Figure 52: Intrasegment Facility Protection with LDP Tunneling over RSVPin the Access Segment
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Figure 52 illustrates the number of MPLS labels used to build a facility protection tunnelin case of
failure. In the LDP-DOD access segment deployment scenario, the totalnumber of MPLS labels in the
packet headerequals 4. Because an ACX Series CSR can push only 3 labels at one time instead of using
facility backup, you must use RSVP one-to-one fast reroute combined with primary and secondary paths
to protect the network against link-node failure in the access segment. The main advantages of this
approach are control over where the trafficgoes after a failure and minimum packetloss. (See Figure
53.)
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Figure 53: Intrasegment Path Protection with LDP Tunneling over an RSVP LSP
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In Figure 53, the initial MPLS transport configuration foreach CSR includes provisioning of two RSVP
LSPs between the access and aggregation segments with two preprovisioned paths (primary and
secondary) overthe access ring. Only three MPLS labels are used at any given time along both paths. In
case of link or node failure along the primary path, traffic is switched to the detourbackup for the
primary path (part of the local repair mechanism). The failure is then signaled back by RSVP to the LSP
head-end, which then switches trafficto the secondary path. In this example, the status of the LSP is
controlled by the RSVP control plane.

You can also use BFD to control the end-to-end status of the LSP. BFD enables rapid detection of
communication failures between adjacent systems. The BFD protocol is a simple hello mechanism that
detects failuresin a network. Hello packets are sent at a specified, regularinterval. A neighbor failure is
detected when the routerstops receiving areply aftera specified interval. BFD works with a wide
variety of network environments and topologies. The failure detection timers for BFD have shortertime
limits than the failure detection mechanisms of static routes, providing faster detection.

Intersegment Transport Protection

Intersegment transport protection covers failure scenarios in which area borderrouters (ABRs)—AG1
and AG3routers—are involved. This guide predominantly covers AGland AG3routerfailures. These
routers play the roles of LSP head-ends and LSP stitching points, which define the specificintersegment
failure scenarios—7and 8. To protectthe network againstfailure scenarios 7 and 8, IGP and BGP
convergence is enabled by a few techniques that optimize the whole convergence process. (See Figure
54.)
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Figure 54: Intersegment Transport Protection
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After notification of a failure event (forexample, AG1.1is down), devices on the access segment must
process the information and calculate an alternate path. For link state protocols such as IS-ISand OSPF,
this meansrunninga new shortest-path-first (SPF) calculation. For BGP, it means a new labeled path
calculation based on criteria such as weights, local preferences, AS path, and so on.

The SPF calculation finds a new labeled path; the router updatesits FIB with the next hop for all affected
prefixes. FIB update is a vendor-specificimplementation and can be optimized to cut a significant
amount of convergence time. Juniper Networks implements hierarchical FIB and prefix independent
convergence todecrease FIB update time to 10 ms.

Moreover, some decisions about the IGP and BGP design help keep the size of the FIB and RIB tables on
the CSRs as small as possible, which allows the exclusion of unnecessary control plane processortime
usage, in conjunction with BFD to control IGP and BGP sessions. The IGP and BGP design leadsto a
deterministicand rathersmall convergence period, which is in accordance with MBH resiliency
requirements formost use cases.

You can use inter-area and inter-AS RSVP trafficengineering but that is complex and not scalable, so we
do notrecommend it.

End-to-End Protection

End-to-end protection provides network resiliency against any failure in the entire path from the access
node to the providerservice edge router. When you run intersegment and intrasegment protection for
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the transport MPLS LSP, you provide fasterrecoveryin scenarios where an end-to-end LSP isused—
SAToP and CESoPSN forthe 2G service profile, and an ATM pseudowire (PW3) forthe 3G service profile.

In this guide, three deployment scenarios (end-to-end Layer 3VPN, Layer2 VPN to Layer3 VPN
termination, and H-VPLS) do notinclude end-to-end LSP transport. These scenarios use stitching at the
MPLS service level, which requires some service levelintelligence to redirect the trafficto a secondary
stitching point in case of primary stitching pointfailure.

The following deployment scenarios use protection atthe service level:

e End-to-Endlayer3 VPN
e lLayer2VPNto Layer 3VPN Termination
e End-to-End Hierarchical VPLS

Layer 3 VPN End-to-End Protection for 4G LTE Profile

An essentialaspect of the end-to-end Layer 3VPN scenariois the U-turn VRF, which is located at
preaggregation nodes and serves for better scalability of the solutionin the access levelin various
topologies. Each access regionis dual-homedto two AG1routers. Both Router AG1l.1and Router AG1.2
participate in the U-turn VRF and represent a primary and secondary stitching point at the Layer 3 VPN
service level. (See Figure 55.)

Figure 55: End-to-End Protection for End-to-End Layer 3 VPN
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Figure 55 illustrates a failure at Router AG1.1. Restoration of the failure in the access segment depends
on the IGP and MP-IBGP convergence time, whereas end-to-end restoration between the AG1.2router
and the AG3 routersis based on BGP-LU and MP-EBGP convergence.

Pseudowire Redundancy for the HSPA Service Profile (Layer 3 VPN)

Layer 2 VPN to Layer 3 VPN termination scenarios use active and backup pseudowires for the stitching
point (AG1routers) failure protection at the service level in the access segment. Pseudowires are
terminated on logical tunnelinterfaces, whichin turn are placed into Layer 3 VPNson boththe AG1.1
and AG1.2routers. (See Figure 56.)

Figure 56: End-to-End Protection for Layer 2 VPN to Layer 3 VPN Termination Scenarios
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In Figure 56, to ensure that the system maintains a consistent end-to-end trafficforwarding path during
a failure of Router AG1.1or Router AG1.2, we use the following configuration:

1. Hot-standby mode forthe backup pseudowire is switched off, as shown in Figure 57. With this
mode, the areaborderrouter (ABR) follows the status of the active and backup pseudowire
according to the status of the logical tunnelinterface (up or down), sothat only one ABRis
announcing VRF routes to connected CSR prefixes atany given time.
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2. Logical tunnelinterfaces on both Router AG1.1and Router AG1.2 are configured with VRRP
groups with the same virtual IP address. Thus both AG1routers use the same virtual MAC
addressto forward traffic from and to NodeB. In a steady situation in the access segment, traffic
fromNodeBto Router AG1.1and Router AG1.2 is forwarded to a destination MACaddress that
is the sameforAG1.1and AG1.2. Therefore, if one of the AG1routers goesdown, the CSR with
pseudowire redundancy configured, automatically forwards trafficto the other AG1 router.
Maintaining the same VRRP MAC address forboth AG1 routers avoids significant traffic loss
from NodeBto the RNC in case of a failure at either of the AG1 routers. Note that Figure 56
illustrates a failure at Router AG1.1.

Figure 57: Maintaining Traffic Path Consistency for Layer 2 VPN Termination to Layer 3 VPN
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In the access segment, the failure scenarios are worked out by the pseudowire control plane, which in
this case installs a backup pseudowire into the FIB only after PE failure detection. In Figure 57,
restoration at both ends s consistent between pseudowire redundancy and MP-EBGP. The blue arrow
that extends from NodeB tothe RNCrepresents a consistent flow of traffic. We configured the CSR with
a Layer 2 VPN pseudowire (red circle and red dashedline); the AG1 routers with a Layer2 VPN and Layer
3 VPN (red circle within a greencircle); and the AG3 routers with only a Layer3 VPN (greencircle). When
Router AG1.1 goesdown, the backup pseudowire comes up. Then the logical tunnelinterfaceson AG1.2
come up, and AG1.2 announces itself as an active node forthe Layer 3 VPN. In this situation, both MP-
EBGP and the configured backup pseudowire determinethat AG1.1is down and traffic is forwarded
across the Layer 3 VPN.

End-to-end restoration between Router AG1.2and the AG3 routersis based on BGP-LU and MP-EBGP
convergence. Itis possible that the HSPARNCis located closer to NodeBthanto the AG2routers, which
can play the role of the edge service PE to interconnect the MBH network to the RNC. In this case,
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restoration time fortraffic forwardingbetweenthe AG1lroutersandthe AG2routersrelies on MP-IBGP

and the IGP protocols.

Pseudowire Redundancy for the HSPA Service (H-VPLS)

In the access segments, Layer 2VPN to VPLS termination (or H-VPLS) scenarios use active and backup
pseudowires for stitching-point (Router AG1.1and Router AG1.2) failure protection at the service level.
Pseudowires are terminated on the label-switched interfaces (LSIs), which in turn are placed into a VPLS
on both Router AG1.1and Router AG1.2. The LSlinterface does not require any configuration. Instead of

configuring the LSI, we configure a mesh groupin a routinginstance. (See Figure 58.)

Figure 58: End-to-End Protection for HSPA Service Profile (H-VPLS Deployment Scenario)
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In Figure 58, hot stand-by mode foractive and backup pseudowiresin conjunction with the regular MAC
learning process allows consistent and rapid service restorationin case of failure onthe AG1routers.

The following event sequenceshows the restoration process after Router AG1.1 fails:

1. RouterAG1.1goesdown.
2. Traffic flows from NodeBtothe RNC undergo the following process:
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a. The CSR detectsthat the active pseudowire is down and switches traffic forwarding to
the presignaled backup pseudowire.

b. RouterAG1l.2receivesapacketfrom the CSR, learnsthe NodeB MAC address, putsthe
MAC addressinto its MAClearning table, and broadcasts the packetto VPLS neighbors
as an unknown unicast packet.

c. Theremote provideredge routers (PE1and PE2) receive the packetfrom Router AG1.2
and relearn the MAC address of NodeB; thenthe PErouters map the NodeB MAC
addressto Router AG1.2in their MAC learning tables.

3. Traffic flows from the RNCto NodeB undergo the following process:

a. TheRNCsendsthe packetto the NodeB MACaddress.

b. Traffic from the RNCgoesto one of the remote provideredge routers, such as PEL.

c. RouterPE1 forwardstrafficto Router AG1.2 based on updated recordsin the MAC
learning table.

d. RouterAG1l.2receives packets, learnsthe RNCMACaddress, putsit into the MAC
learning table, and forwards packetstothe CSR overthe secondary pseudowire.

4. A consistenttrafficpath is installed in both directions.
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16. Network Management

You needto considertwo tasks when designing Network Management for the mobile backhaul (MBH)
network. The first task is to provide transport services forthe MBH. The second task is to build a
complete set of network management solutions that manage and control the MBH network itself.
According to fault, configuration, accounting, performance, and security (FCAPS) as defined by the ISO
network management model orsome pieces of it, the ideal solution is to integrate these two tasks into
one management solution.

Providing Transport Services for Network Management

To separate customer and providertraffic, the various nodes in the network can be connected to the
management entity by an out-of-band network, anin-band network using VLAN technology, and an
MPLS pseudowire. If the MPLS pseudowire or VLAN approach is not scalable, then VRF-Lite-based
connectivity can also be used.

We recommend thatyou use a separate management Layer 3 VRF routing instance type that scales well
and provides separation between the customerand the provider management planes. From the
network service point of view, any of these techniques—end-to-end Layer 3VPN, pseudowire
termination to Layer 3 VPN, and pseudowire termination to VPLS—can be used for the management
planesand in most cases depends on customer preferences.

MBH Network Management System

Provisioningis a difficult topic to address in the service provider network because each customer has
unique challenges and requirements. Someservice providers use a network management system (NMS)
for complete network discovery and provisioning, and others use a hybrid model of control plane and
NMS.

Within the proposed solution, the Junos Space NMS can serve as an ideal candidate forthe MBH
network NMS. The Junos OS by itself also provides a comprehensive user command-line interface (CLI)
to achieve network management. The biggest advantage thatthe Junos OS brings is that all platformsin
the access and aggregation network have acommon uniform CLI for static provisioning, which makes
maintaining the network straightforward.

The Junos Space comprehensive fault, configuration, accounting, performance, and security (FCAPS)
toolkit simplifies network and service deploymentand management tasks. The Network Activate
application provisions VPNs up to 10 times fasterthan manual configuration. The Service Now
application reduces mean-time-to-resolution (MTTR) up to 30 times by transmitting the details of the
network toa Juniper Networks support site even before the customer calls. Route Insight provides
remarkable visibility into the network and also allows the simulation of network changes before they are
committed.
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Below is an outline of the Junos Space functional role within the MBH solution.

e |IP/MPLStransport provisioning (transport activate)

e Service provisioning (network activate)

e CoS provisioning (CoS design)

e Synchronization design

e OAMinsight

e Monitoring

e Fault management

e Zerotouch deployment

e APlto easily integrate into existing NMS or OSS/BSS deployments

17. Design Consistency and Scalability Verification

Here we provide an example of network scaling analysis and verification on the basis of the sample
topology defined in “Sizing the MBH Network” and the transport and service layer design described in
this guide. If yourimplementation of the design leads to numbers that exceed the maximum scaling
numbers forthe platforms used and breaks the consistency of the solution, you probably need to
reconsider some parts of the design or try to reposition different platformsin a particular segment of
the network. The parameters under consideration include:

o Numberof prefixesinthe routerRIB and FIB
e Supported length of the MPLS label stack

e Ingress, egress, and transit LSPs

e BGPand OSPF peers

e BFD performance
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Sample MBH Network Topology

Figure 59 and Table 18 describe the size of the sample network.

Figure 59: MBH Network Topology
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Table 18: Sample Network Segment Size

Per regional network 2 32 1024 10240

Per AG3 router - 32 1024 10240

Per AG2 ring - 2 64 640

Per AG1 ring - - 4 40
Assumptions

Before proceeding, we must make some assumptions about the service profiles thatare in the topology.

1. All fourservice profiles—4G LTE, HSPA, 3G, and 2G—are configured in the network, and each
cell site router (CSR) connects to at least one radio access network (RAN) cell of each service
generation. Table 19 summarizes this assumption. Forexample:

e X2,S1-U, and S1-MME connectivity is provided by three separate end-to-end Layer 3
VPNs.

o eNodeBsare connectedto CSRs by Gigabit Ethernet.

e VLANtagging is usedfor service separation on the link.

e EPCis connectedtoRouter AG3.1and Router AG3.2.

2. AnEthernet-based EPCand RNCare connected to provider service edge routers and legacy-
based controllers connected to Router AG2.1and Router AG2.2, leading to 16 different BSCs
(TDM) and RNCs (ATM), respectively. (See Table 19.)

Table 19: Sample Network Services and Service Locations

4G LTE eNodeB ge-0/0/1.1 X2 End-to-end Layer -
vlan-id 1 3 VPN
eNodeB ge-0/0/1.2 S1 user plane End-to-end Layer AG3.1/AG3.2
vlan-id 2 3 VPN
eNodeB ge-0/0/1.3 S1-MME End-to-end Layer AG3.1/AG3.2
vlan-id 3 3 VPN
HSPA NodeB ge-0/0/2.5 lub over IP Layer 2 VPN to AG3.1/AG3.2
viandd 5 Layer 3 VPN
termination
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HSPA NodeB ge-0/0/3.0 lub over Ethernet  H-VPLS AG3.1/AG3.2
3G NodeB at-0/0/16 lub over ATM ATM pseudowire AG2.1.n/AG2.2.n
(PW3) n=1..16
2G BTS e1-0/0/1 Abis over TDM SAToP AG2.1.n/AG2.2.n
n=1..16
- eNodeB ge-0/0/1.4 Mobile network End-to-end Layer AG3.1/AG3.2
management 3 VPN
vlan-id 4

management

3. Any-to-anylayer3 connectivity between eNodeBs is required:

e Within the 4G LTE service profile for X2 Layer3 VPN only .
e BetweeneNodeBsthatbelongtoanythree adjacent AG2segments.

4. IP prefix of /30 is used on the interface between eNodeB and the CSR.

5. IS-ISis chosen forinterior gateway protocol (IGP) routing.

6. The designof IGP regionsand MPLS transportis described in the following topics:
e End-to-EndIP/MPLS Transport Design

e Intradomain LSP Signaling

e Interdomain LSP Signaling with BGP-labeled unicast
7. The configuration of all AG1 routers with a U-turn VRFis described in the following topics:

e End-to-EndLayer3 VPN Design

e layer 2 VPNto Layer 3VPN Termination Scenario
8. The configuration of all service profiles is described in the following topics:

e End-to-EndLayer3 VPN Design

e layer2VPNto Layer 3VPN Termination Scenario

e Hierarchical VPLSfor lub over Ethernet

e MPLS Service Design forthe 3G Service Profile
e MPLSService Design forthe 2G Service Profile

Cell Site Router Scaling Analysis

RIB and FIB Scaling

In Juniper Networks Solution Portfolio, ACX Series routers are situated in the access segment. Beinga
cost-optimized platform, ACX Series routers have less scaling than MX Series routers. In addition, the
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ACXSeries routers have specific restrictions that you must be take into account and that require
attention to scaling.

The size of the routing information base (RIB) and the forwardinginformation base (FIB) is an essential
parameter of any routing platform. In this guide, we pay attention to decreasing the amount of routing
intelligence needed in CSRs. Table 20 summarizes the number of records in the RIB and the FIB for CSRs,
and is in line with the design and services presented in this guide.

Table 20: Scaling Analysis and Verification for the CSR FIB

CSR IGP (IS-IS) | Loopback/32 5%4+2 RIB*2 = 44 Multiplier four (*4) stands
routes Infrastructure/30 7*4 RIB*2 = 28 for four IGP access regions.
Static routes to AG1 2 2 (See the topic “Intradomain
routers LSP Signaling” and Figure
Directly connected 59)

Multiplier two (*2) stands for
two paths in a ring.

MP-BGP VRF prefixes/30, plus 1+1+1 | RIB*2=6 Layer 3 VPN X2

MP-BGP 100.1/32, plus summarized [ 1+1+1 | RIB*2=6 Layer 3 VPN S1 user plane

MP-BGP routes from AG1 routers 1+1+1 | RIB*2=6 Layer 3 VPN S1-MME

MP-BGP 1+1+1 | RIB*2=6 Layer 3 VPN management
Total routes installed in the FIB 98

MPLS Label FIB (L-FIB) Scaling

ACX Series routers have platform-specific limitations for the MPLS forwarding plane in relation to the
number of MPLS labels that can be programmed into the MPLS L-FIB of the network processor. The
following three types of labels are counted:

1. Advertisedlabelsto establish the egress LSP (out labels)
2. Receivedlabelsto establish the ingress LSP (in label bundled with the next hop)
3. Service labels forthe Layer3 VPN, Layer2 VPN, ATM, and TDM pseudowires, and for VPLS

Table 21 contains data forthe transport of ingress and egress LSPs. Table 22 shows the number of
service labels on a CSR.

Table 21: Cell Site Router Scaling Analysis for the L-FIB

CSR RSVP CSR to Router AG1.1 4/4 Take into account the primary and secondary
and Router AG1.2 paths configured for each LSP.
Transit LSPs 16/16
BGP-LU N/A
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LDP-DOD  CSR to Router AG2.1

1%2/2%2

Tunnel used by ATM and TDM pseudowires.

over and Router AG2.2 Multiplier two (*2) stands for CSRs dual homed
RSVP Transit 0/0 to Router AG1.1 and Router AG1.2.
Total transport labels in the L-FIB 22/24

Table 22: Cell Site Router Scaling Analysis for Service Labels

CSR T-LDP Pseudowires from CSRs to 2/2 Layer 2 VPN to Layer 3 VPN for HSPA
Router AG1.1 and Router
AG1.2
T-LDP Pseudowires from CSRs to 2/2 Layer 2 VPN to VPLS for HSPA
Router AG1.1 and Router
AG1.2
T-LDP Pseudowires from CSRs to 2/2 ATM pseudowire
Router AG1.1 and Router
AG1.2
T-LDP Pseudowires from CSRs to 2/2 TDM pseudowire
Router AG1.1 and Router
AG1.2
MP-BGP Layer 3 VPN X2 2/2
MP-BGP Layer 3 VPN S1 user plane 2/2 Layer 3 VPN S1 user plane
MP-BGP Layer 3 VPN S1-MME 2/2 Layer 3 VPN S1-MME
MP-BGP Layer 3 VPN management 2/2 Layer 3 VPN management
Total number of service labels 16/16

Anotherimportant parameter, with regard to MPLS, is the size of the label stack in the MPLS packet
header. For ACX Series routers, the maximum number of labels that can be simultaneously popped,
pushed, orswappedis 3 labels. This subjectis discussed in detail in the topic “

Intrasegment Transport Protection.”

CSR Scaling Analysis

Table 23 summarizes values forthe most critical parameters of CSRs that might require attention during
the design, planning, and verification phases of the solution.

Table 23: Cell Site Router Scaling Analysis

IPv4 entries per router 98 20,000
e |Pv4 entries 74 20,000
e |Pv4 entries per VRF instance 24 20,000
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Network routers per IS-IS area 7 250
IS-IS adjacencies per router 2 250
Network routers per OSPF area 7 250
OSPF adjacencies per router 2 250
VRF table perrouter 4 64
BGP adjacencies per router 2 256
LDP adjacencies per router 2 100
RSVP adjacencies per router 2 2,000
Total number of transport labels 46 3,000
Maximum depth of the label stack 3 3
Total Service MPLS Labels: 32 1,000
e VRF table perrouter 8 64
e CESoPSN pseudowire (PWE3) 2 496
e ATM pseudowire (PWE3) 2 1,000
e Ethernet pseudowire (PWE3) 4 1,000
Total number of BFD sessions: 30@10 ms
256@100 ms
e BFD forIGP 2@ 10ms
e BFD for RSVP 4 @ 100 ms

Total number of slaves for an IEEE 1588v2

boundary clock

512 @ 128 mps

512 @ 128 mps

AG1 Router Scaling Analysis

RIB and FIB Scaling

The AG1 routers are the aggregation routers that connectthe access segmentto the aggregation
segment. The MX80-P routeris qualified in this position. Table 24 summarizes the number of recordsin
the RIB and the FIB for AG1lrouters, and s in line with the design and services presented in this guide.

Table 24: AG1 Router Scaling Analysis for the FIB

AG1 IGP (IS- Loopback/32

2+64+640=706 RIB*2=1412 Multiplier two (*2) stands for

IS) routes Infrastructure/30

16*5=80

RIB*2 = 160 two paths in a ring.

Static routes to AG1

routers

5

Multiplier five (*5) stands for
five paths in aring.
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MP-BGP CSR VRF routes/30, 3*640+ RIB*2 = 8064
plus CSR 100.1/32, 3*640+
plus local 100.1/32 3*64

Layer 3 VPN X2.

Multiplier two (*2) stands for
BGP multipath.

Multiplier three (*3) stands
for three neighboring areas
for X2 connectivity.

MB-BGP CSR VRF routes/30, 20+ RIB*2 =94
plus CSR 100.1/32, 20+
plus local 100.1/32, 1+

Layer 3 VPN S1 user plane

plus AG3 VRF 5+

routes/24, plus AG3 2

l00.1/32
MP-BGP Same as for Layer 3 47 RIB*2 =94 Layer 3 VPN S1-MME

VPN S1 47 RIB*2 =94 Layer 3 VPN HSPA

47 RIB*2 =94 Layer 3 VPN management

Total IGP routes installed in the FIB 1577
Total VRF routes 8440

MPLS Label FIB (L-FIB) Scaling

ACXSeriesrouters have platform-specificlimitations for the MPLS forwarding plane in relation to the

numberof MPLS labels that can be programmed into the MPLS label-forwarding information base (L-
FIB) of the network processor. The following three types of labels are counted:

1. Advertisedlabelsto establish the egress LSP (out labels).

2. Receivedlabelsto establish the ingress LSP (in label bundled with the next hop).
3. Service labels forthe Layer3 VPN, Layer2 VPN, ATM, and TDM pseudowires, and for VPLS.

Table 25 contains data forthe transport of ingress and egress LSPs. Table 26 shows the number of

service labels on an AG1router.

Table 25: AG1 Router Scaling Analysis for the L-FIB

AG1 RSVP AG1 routers to AG1 and 65/65 Full mesh LSPin the IS-IS Level 2 region.

AG2 routers

Transit AG1 routers to (4-1)*65/135
AG1 routers and AG2

routers

AG1 routers to CSRs 40/40 Hub-and-spoke LSP within the IS-IS Level 1

region.
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Transit AG1 routers to
CSRs

40/40

BGP-LU Announced AG1 and 21/0
CSRs loopback addresses
Received loopback 0/64%2%2 The first multiplier two (*2) is used to
addresses from AG1 provide X2 connectivity to two adjacent
routers, AG2 routers, AG2 areas. The second multiplier (*2)
and AG3 routers? stands for dual-homing peeringto Router
AG2.1 and Router AG2.2.
Received loopbacks 0/2*%2 Used to provide S1-U, S1-MME, and
from Router AG3.1 and management Layer 3 VPN connectivity. The
Router AG3.21 two multipliers (*2*2) stand for dual-
homing peeringto Router AG2.1 and
Router AG2.2.
Received loopback 0/2 Used to provide ATM and TDM
addresses from AG2.1 pseudowires.
and AG2.2!
LDP-DOD AGI1 routers to CSRs 2/20
over Transit 0
RSVP
Total transport labels in the L-FIB 303/562

NOTE : The superscript?! is usedto calculate the total numberof BGP-LU labeled routes that are
distributed in the sample regional network and equals the total number of routers in this network
(11298 loopback addresses). However, only labels that are used for forwarding within the MPLS VPN are
populatedinto the L-FIB. Table 25 contains figures for only that type of active route.

Table 26: AG1 Router Scaling Analysis for Service Labels

AG1 T-LDP Pseudowires from CSRs to Router 20/20 Layer 2 VPN to Layer 3 VPN
AG1.1 and Router AG1.2
T-LDP Pseudowires from CSRs to Router 20/20 Layer 2 VPN to VPLS
AG1.1 and Router AG1.2
T-LDP Pseudowires from AG1 routers to 2/2 VPLS
AG3 routers
MP-BGP Layer 3 VPN X2 1/2 End-to-end Layer 3 VPN
MP-BGP Layer 3 VPN S1 user plane 1/2 End-to-end Layer 3 VPN
MP-BGP Layer 3 VPN S1-MME 1/2 End-to-end Layer 3 VPN
MB-BGP Layer 3 VPN HSPA 1/2 Layer 2 VPN to Layer 3 VPN
MP-BGP Layer 3 VPN management 1/2 End-to-end Layer 3 VPN
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Total Service labels

52

AG1 Router Scaling Analysis

Table 27 summarizes values forthe most critical parameters of the AG1 routers that might require

attention during the design, planning, and verification phases of the solution.

Table 27: AG1 Router Scaling Analysis

IPv4 entries per router (FIB)

10017 20,000 Up to 1 M—MX80

Up to 2.5 M—MX960, MX480, and

e |Pv4 entries 1577 20,000 )
e |Pv4 entries per VRF instance 8440 20,000 MX240 with MPC
Routers per IS-IS area 66 250 N/A
IS-IS adjacencies per router 4 250 300—MX80
500—MX960, MX480, and MX240
Routers per OSPF area 66 250 N/A
OSPF adjacencies per router 250 Up to 2,500
VRF per router 4 64 Up to 2,000—MX80
Up to 10,000—MX960, MX480,
MX240 with RE-1800-X4 16-G
BGP adjacencies per router 2 256 Up to 4,000
LDP adjacencies per router 20 100 Up to 1,500
RSVP adjacencies per router 2 2,000 Up to 50,000
Number of transport labels 46 3,000 N/A
Maximum depth of the label stack 3or4d 3 4
MPLS LSP per router 2,000 Up to 50,000
Total service MPLS labels 16 1,000 N/A
e VRF perrouter 8 64
e  CESoPSN pseudowire (PWE3) 2 496
e ATM pseudowire (PWE3) 2 1,000
e Ethernet pseudowire (PWE3) 4 1,000
Total number of BFD sessions 30@10 ms
256@100 ms
e BFD forthe IGP 4 @10
ms
e BFD for RSVP 172 @
100 ms
Total number of slaves for an IEEE 1588v2 20@ 512 @ 128 mps 20 @ 128 mps
boundary clock 128 mps
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Note: The maximumvalues are not guaranteed and depend on various factors, such as the network
configuration and conditions, and should not be taken literally. These values are provided as a
comparison to the valuesrequired for the sample solution.

AG2 Router Scaling Analysis

RIB and FIB Scaling

The AG2 routers are the aggregation routers that aggregate the AG1rings (16 rings with four AG1
routers perring) and connectthe aggregation segmentto the core segment. MX240 and MX480
platforms are qualified in this position. Table 28 summarizes the number of recordsin the RIB and the
FIB for AG2 routers, andis in line with the design and services presented in this guide.

Table 28: AG2 Router Scaling Analysis for the FIB

AG2 IGP (IS-  Loopback/32 2+64+640=706 RIB*2=1412 Multiplier two (*2)
IS) routes Infrastructure/30 80 RIB*2 = 160 stands for two paths in a
ring
Total routes installed in the FIB 1572
MPLS Label FIB Scaling

Table 29 contains data forthe transport of ingress and egress LSPs. Table 30 shows the number of
service labels on the AG2routers.

Table 29: AG2 Router Scaling Analysis for the L-FIB

AG2 RSVP Advertised/Received 65/65 Full mesh in the IS-IS Level 2 region.
label Transit 4096/4096 (64*AG1,2*AG2).
BGP-LU Received AG1 loopback 0/64*2%*2 The first multiplier two (*2) is used to
addresses from Router provide X2 connectivity to two adjacent
AG3.1 and Router AG1.2? AG2 areas. The second multiplier (*2)

stands for dual-homing peeringto
Router AG3.1 and Router AG3.2.

BGP-LU Received AG1 loopback 0/64*2 Used to provide X2 connectivity to two
addresses from the AG1 adjacent AG2 areas. The multiplier (*2)
ring? stands for two paths in a ring from the

AG2 routers to the AG1 routers.

BGP-LU Advertised loopback 64 +1/0 Used to provide X2 connectivity to two
addresses to the AG1 adjacent AG2 areas.
ring?
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BGP-LU Advertised loopback 64 +1/0 Used to provide X2 connectivity
addresses to the AG3!

routers
BGP-LU Received AG3 loopback 2/0 Used to provide S1-U, S1-MME, and
address from Router management Layer 3 VPN connectivity.

AG3.1 and Router AG3.3!
BGP-LU Received CSR loopback 2*640=1280/0 Used to provide ATM and TDM
addresses from the AG1 pseudowires.

ring?
Total transport labels in the L-FIB 5573/4545

Note: The superscript?!is usedto calculate the total number of BGP-LU labeled routes thatare
distributed in the example regional network and equals the total number of loopback addresses in this
network (11298 loopback addresses). However, only labels for the used routes are populatedinto the L-
FIB. Table 29 contains figures for only used routes. However, only labels that are used forforwarding
within the MPLS VPN are populated intothe L-FIB. Table 29 contains figures for only that type of active
route.

Table 30: AG2 Router Scaling Analysis for Service Labels

AG2 T-LDP Pseudowires from 640/640 ATM pseudowire—PW3
CSRs to Router AG2.1
and RouterAG2.2
T-LDP Pseudowires from 640/640 SAToP
CSRs to Router AG2.1
and Router AG2.2

Total service labels 1280/1280
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AG3 Router Scaling Analysis

RIB and FIB Scaling

IGP protocols deployed on Router AG3.1 and Router AG3.2are part of the service providercore
network, areasonable number of loopback/32 and infrastructure/30routes must be added to the
resultsin the table below. Table 31 summarizesthe numberof recordsin the RIB and the FIB forAG3
routers, andis in line with the design and services presented in this guide.

Table 31: AG3 Router Scaling Analysis for the FIB

AG3 MP-BGP CSR VRF routes /24, 4*10240+ RIB*2 = 21762 Multiplier four (4*) stands
plus CSR 100.1/32, plus  4*10240+ for the number of Layer 3
the AG1 routers 4*640+ VPNs
100.1/32, and the 4*%2 Multiplier two (*2) stands for
Router AG3.1 and BGP multipath
Router AG3./2
100.1/32
Loopback/32 2 10

IGP Infrastructure/30 8

Total IGP routes installed in the FIB 10+

Total VRF routes 21762
MPLS Label FIB Scaling

Table 32 contains data forthe transport of ingress and egress LSPs. Table 33 shows the number of
service labels on the AG3routers.

Table 32: AG3 Router Scaling Analysis for the L-FIB

AG3 BGP-LU Receivesand advertises 2*1024/2*1024  Used to provide X2 connectivity
the loopback addresses of
the AG1 routers to the
AG2 router peers.

Multiplier two (2*) stands for BGP
multipath

Advertised own loopback 1/0

Total transport labels in the L-FIB 2049/2048

Note: The superscript?!is usedto calculate the total number of BGP-LU labeled routes thatare
distributed in the example regional network and equals the total number of routersin this network
(11298 loopback addresses). However, only labels forthe used routes are populated into the L-FIB.
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Table 32 contains figures foronly those routes. However, only labels that are used for forwarding within
the MPLS VPN are populatedinto the L-FIB. Table 32 contains figures foronly that type of active route.

Table 33: AG3 Router Scaling Analysis for Service Labels

AG3 T-LDP Pseudowires fromthe  1024/1024 H-VPLS
AG1 routers to Router
AG3.1 and Router
AG3.2
MP-BGP Advertised and 4/4096 Layer 3 VPN S1 user plane
received 4/4096 Layer 3 VPN S1-MME
4/4096 Layer 3 VPN HSPA
4/4096 Layer 3 VPN management
Total service labels 1040/16384
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Part 3 Implementation

This part of the guide describes how to configure a mobile backhaul (MBH) network based on the
various scenarios presented in Part 2 and focused on Juniper Networks hardware and software
platforms as the building blocks. The part contains the following overview topics and sample
configurations:

e RecommendationsforlGP Region Numberingand Network Addressing
e Network Topology Overview
e Configuring IP and MPLS Transport
a. Configuring End-to-End Layer3 VPN Services
e ConfiguringLayer 2 VPN to Layer 3 VPN Termination Services
e Configuringa Layer 2 VPN to VPLS Termination Service
e Configuring ATM Pseudowire and SAToP/CESoPSN Services
e Configuring Timing and Synchronization
e Configuring Class of Service

All the sample configurations use a ring topology and 1S-IS as the interior gateway protocol (IGP). The
configurations were tested as part of a complex solution with all the necessary protocols configured
simultaneously within the sample network topology and verified against different failure scenarios.

18. Recommendations for IGP Region Numbering and
Network Addressing

These IGP region numberingand network addressing recommendations can easily be adapted to most
larger scale deployments. The recommendations are for network addressing, interior gateway protocol
(IGP) regions, and BGP autonomous system (AS) numbering, and are covered in the following topics:

e Loopbackand Infrastructure IP Addressing
e UNIAddressingand Layer3 VPN Identifier
e Management (fxp0) Interface Addressing

To illustrate the basic principles of designing IGP numberingand network addressing, see the topic
“Sizing the MBH Network” foran example of a large-scale network. (See Figure 60.)
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Figure 60: Regional Large-Scale MBH Network
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In Figure 60, we have 16 independent aggregation (AGG) planes defined by 16 pairs of AG2.1 and AG2.2
routers. The access, preaggregation, and aggregation segments correspond to one aggregation (AGG)
plane and belongto one BGP AS 645xx, while the core segment belongs to a different core network AS.
You can selectthe AS numberfrom the private range of AS numbers that extend from 64512 through

65535. We recommend thatyou reserve asmall subrange of 10-20 AS numbers perregional network.
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To optimize the IGP routing process, you must implement the correct IPv4 addressing schema. There are
at least four differenttypes of interfaces and corresponding IPv4 addressing schemas:

e Infrastructure interface addressing—Used on routerinterfacesto provide network-level
connectivity between directly connected routers and to establish IGP adjacencies.

e Loopbackinterface addressing—Used forloopback interfaces. Loopback addresses have a /32
bit prefix length and are used to establish BGP adjacencies between any two routers and to act
as a reference forthe endpoint of an MPLS labeled-switched path (LSP).

e UNIladdressing—Used toset up network level connectivity between mobile network elements
(eNodeBs, NodeBs, RNC, SGW/PWG, MME, and so on).

e Management (fxp0) interface addressing—Used forthe managementinterface (fxp0) on each
routing engine (RE) of a Juniper Networks router. These addresses are used for out-of-band
router managementaccess.

Loopback and Infrastructure IP Addressing

According to the topology in Figure 60, each AGG plane with its lower regions at the access and
preaggregation segments is a separate closed IGP region. In this region, all AGx routers are placed into
one backbone area(for OSPF area 0.0.0.0 and for IS-IS Level 2), and each of the access planes with five
CSRs (CSR) combines aseparate IGP region.

Table 34 lists the possible schemas of network addressing for one of sixteen closed IGP region for
infrastructure and loopback interfaces, including our proposal for IGP region numbering. We use a
private network address forthe IP class A network 10.0.0.0 for both schemas.

Table 34: IPv4 Addressing and IGP Region Numbering Schemas

nn* Level 2 nn.0000 0.0.0.0 10.nn.1.0/25 10.1nn.0.0/24
Level1 nn.0001 0.0.nn.1 10.nn.10.0/26 10.1nn.1.0/24
Levell nn.0002 0.0.nn.2 interface prefix: /32 interface prefix:
Level1nn.0003  0.0.nn.3 /30
Levell nn.0004  0.0.nn.4
Levell nn.0005 0.0.nn.5 10.nn.10.64/26 10.1nn.2.0/24
Levell nn.0006  0.0.nn.6 interface prefix: /32 interface prefix:
Levell nn.0007  0.0.nn.7 /30

Levell nn.0008 0.0.nn.8

Levell nn.0125  0.0.nn.125 10.nn.18.192/26 10.1nn.32.0/24

Levell nn.0126  0.0.nn.126 interface prefix: /32 interface prefix:
Levell nn.0127 0.0.nn.127 /30

Levell nn.0128 0.0.nn.128
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*nn - corresponds to AGG-plane numberfrom 1 to 16.

Loopbackinterfaces should also be assigned an IS-1S address. We recommend synchronizing the IPv4
protocol family (inet) and the ISO (iso) family addressing used by IP and IS-1S protocols, respectively, with
the following format:

Figure 61: Format for IS-IS Area Number Addressing

Loopback inet family address: 010. O:n n.0 1:0 .065
[V, Iy E—

|

—
Loopback iso family address: nn.0005.0100.nn01.0065.00
—
1S-1S

Area Number

The first part of the loopback iso family address s the IS-1S area number, which is a variable number
from 1 to 13 bytes. The first byte of the areanumber—nn—is the authority and formatindicator (AFI).
The next bytes are the assigned areaidentifiers and can be from 0to 12 bytes. Inthe example, 0005 is
the area identifier.

The next 6 bytes are the systemidentifierand can be any 6 bytes unique throughout the entire domain.
For the systemidentifierwe use an IPv4address expressed in binary-coded decimal (BCD) format, as
shown in the example above.

Table 34 representsarecommended approach for network address planning. In an actual deployment,
the proposed numbering and addressing might overlap with already existing addressing schemas, orthe
network topology might be differentin scale. So you need to correct the topology accordingly.

UNI Addressing and Layer 3 VPN Identifier

The IPv4 addressing schemafor user-to-network interfaces (UNIs) uses addressing principles defined by
the mobile network infrastructure and depends on the type of mobile service generation—HSPA and 4G
LTE. This addressing belongstothe service Layer 3 VPN and does not affect the transport capabilities of
the MBH network. You can use any addressing schema that does not contradict the general IPv4routing
framework fordedicated Layer 3 VPNs. UNI addressing allows overlapping of IP subnetworks that belong
to different Layer3 VPNs.

To distinguish between VPNs and UNI subnetworks that belongto a particular VPN, youimplement two
types of identifiers:

e Route distinguisher—A unique VRF identifier
e Routetarget—ALayer3 VPNidentifier
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Any IP address assigned toa UNI withinan MBH network as <UNI-IP-ADDRESS:RD> (RD=route
distinguisher) has local significance within each service router—CSR1.1through CSR1.5, AG1.1,AG1.2,
AG3.1,and AG3.2.

A route target helps uniquely and globally map routesto a Layer3 VPN. We propose the schemashown
in Table 35 for route distinguisherand route target numbering.

Table 35: Layer 3 VPN Attribute Numbering

Route distinguisher <l00.0-IP-ADDRESS>:<L3 SERVICE ID>
Route target <AS number>:<L3 SERVICE ID> <AS number>:<INDEX GROUP>

In the Alternate Assignment column on the right, <INDEX-GROUP> represents direct X2 interface
connectivity overthe MBH network between eNodeBs for the X2 Layer 3 VPN, where a special identifier
usedin the LTE Radio Access Network (RAN) tothe eNodeB group requires direct X2 interface
connectivity. (See the topic “MPLS Services Design for the 4G LTE Profile.”)

Management (fxp0) Interface Addressing

The management (fxp0) interface is an out-of-band interface thatis configured to connect to the router
through the management porton the front of the router. Where network planners do not have their
own regulations for the management of IP addressing of the management port, we recommend that, for
each MBH node, you reserve adedicated IPv4subnet with a /29 bit prefix length for the management
(fxp0) interface. This addressing scheme is regarded as best practice because, in general, any node that
has two Routing Engines will require three IP addresses forthe management (fxp0) interface.

19. Network Topology Overview

This topic includes the following topics:

e Requirements
e Network Topology
e Hardware Inventory Output

Requirements
This example usesthe following hardware and software components:
e JunosOS Release 12.3 or later

e Five ACX Series Universal Access Routers
e Eight MX Series Universal Edge Routers
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Table 36: Hardware Components for the Network Topology

Position in the topology Router Description

CSR1.1 ACX1000 8xGbE copper and 4xGbE combination (copper or SFP);
optics sold separately

CSR1.2 ACX2000 16xT1/E1, 2x10GbE SFP+, 8XxGbE copper with PoE++ on two
ports, 2xGbE SFP; optics sold separately

CSR1.3 ACX2000 16xT1/E1, 2x10GbE SFP+, 8XxGbE copper with PoE++ on two
ports, 2xGbE SFP; optics sold separately

CSR1.4 ACX1000 8xT1/E1, 8xGbE copper, 4xGbE combination (copper or SFP);
optics sold separately

CSR1.5 ACX1000 8xT1/E1, 8XxGbE copper, 4xGbE combination (copper or SFP);
optics sold separately

AG1.1 MX80-P 2 MICs and four fixed 10GbE interfaces (no DPC/MPC slots), PTP
(IEEE 1588v2) support

AG1.2 MX80-P 2 MICs and four fixed 10GbE interfaces (no DPC/MPC slots), PTP
(IEEE 1588v2) support

AG1.3 MX80-P 2 MICs and four fixed 10GbE interfaces (no DPC/MPC slots), PTP
(IEEE 1588v2) support

AGl.4 MX80-P 2 MICs and four fixed 10GbE interfaces (no DPC/MPC slots), PTP
(IEEE 1588v2) support

AG2.1 MX80 2 MICs and four fixed 10GbE interfaces (no DPC/MPC slots)

AG2.2 MX80 2 MICs and four fixed 10GbE interfaces (no DPC/MPC slots)

AG3.1 MX240 MPC3 with support for 100GbE, 40GbE, and 10GbE interfaces,
L2.5 features; optics sold separately; 40x1GbE enhanced
queuing DPC for MX Series with L2/L3 features and VLAN-HQo0S

AG3.2 MX240 2xTrio Chipset MPC, port queuing; includes full-scale L2/L2.5

and reduced-scale L3 features; 40x1GbE L2/L3 capable
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Network Topology

Figure 62 shows the physical topology and network connections used to verify all deployment scenarios
in this guide. The sample network topology includes all the architectural elements defined in Parts 1 and
2, such as the network infrastructure, network layering, and network sizing. See the topics “MBH
Network Infrastructure”, “MBH Network Layering,” and “Sizing the MBH Network.”

Figure 62: Sample MBH Network

PRE-
ACCESS AGGREGATION AGGREGATION CORE
100:1.1.2.1/32 100:1.1.3.1/32 100:1.1.4.1/32 100:1.1.8.1/32 100:1.110.1/32 100:1.1.13.1/32
CSR1. 2 CSR ” e- xe 0/0/2 xe 0/0/0 2.Ixe—O/O/Z AG 31
ge-0/1/0 10 21 1 1/24 10 21 2 1/24 10.2211/24 10.22.21/24 10.23.3.1/24
ge-0/2/1 ge-1/0/2 xe-0/0/2 xe-0/0/0 xe-1/0/2
10.21.1.2/24 10.21.2.2/24 10.221.2/24 10.22.2.2/24 10.23.3.2/24
ge-0/2/1 2000
at-0/0/16 10.21.0.2/24 ds-1/2/5:1 at-1/2/0 ge
el-1/2/10
ol1/2/6 xe-0/0/1
ge-0/2/0 10.22.31/24 | xe-0/0/3 xe-1/1/3 | xe-1/0/0
- RNC/ 10.2311/24  10.23.2.2/24 |10.23.41/24 EPC
ds-0/0/0:1 10 21.01/24 xe-0/0/0.1 | xe-0/0/0.2 BSC
el-0/0/1 R13 10.21.31/24 | 10.22.01/24
‘;leoc/)%]g IoO: 1111732 xe-0/0/0.1 | xe-0/0/0.2 11&
ge-0/2/1 10.213.2/24 1 10.22.0.2/24 xe-0/0/3 xe-1/1/1 | xe-1/0/0
10.21.6.2/24 10.23.21/24  10.231.2/24 |10.23.4.2/24
ds-1/2/0:1
el-1/2/10 xe-0/0/1
ge-0/2/0 el-172/1 10.22.3.2/24 ge-2/0/0
10.21.61/24
ds-0/0/3:1 ge-0/2/1 ge-0/2/1 xe-0/0/2 xe-0/0/0 xe-0/0/2
lelo%% 10 21.5.2/24 10 214.2/24 10.22.5.2/24 10.22.4.2/24 10.23.5.0/24
ege Yl /o ge-0/2/0 ge-1/0/2 xe-0/0/2 xe-0/0/0 xe-1/1/3
10 215. 1/24 5 10214124 10.22.5.1/24 10.22.41/24 10.23.5.2/24
G1.2 AG 1.4 AG 2.2 AG3.2
100:1.1.7.1/32 100:1.1.6.1/32 100:1.1.5.1/32 100:1.1.9.1/32 100:1.1.11.1/32 100:1.1.14.1/32

The overall goal of this network is to provide transport services for all mobile network generations (4G
LTE, 3G, HSPA, and 2G) with subsecond service restoration.

In this example, the router being configured is identified by the following command prompts:

e (SR1.x identifies cell site routers 1 throughto 5

e AGLx identifies preaggregation routers 1 through 4
e AG2.x identifies the aggregation routers

e AG3.x identifiesthe provideredge routers

In the sample network, there are three segments—access, aggregation (preaggregation and
aggregation), and core:

o Theaccess segment consists of five ACX series routers (CSR1.1 through CSR1.5) connected with
Gigabit Ethernet optical links in a ring topology to two routers (AG1.1and AG1.2) in the
preaggregation segment.
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o RouterCSR1.2, Router CSR1.3, and Router CSR1.4 use one Gigabit Ethernetinterface
(ge-0/1/0) to connect with emulated Radio Access Network (RAN) elements, such as the
4G LTE eNodeBand HSPA NodeB.

o RouterCSR1.3 usesa virtual ATM interface (at-0/0/16) to emulate connection to the 3G
NodeB.

o RouterCSR1.3 and Router CSR1.4 use virtual TDM interfaces—ds-0/0/0:1, e1-0/0/1, e 1-
0/0/10 (CSR1.3), and ds-0/0/3:1, e1-0/0/1, e1-0/0/10 (CSR1.4)—to emulate connection
to a 2-G base transceiver station (BTS).

o The preaggregation segment consists of four MX series routers (AG1.1through AG1.4)
connected with 10-Gb Ethernet optical links in a ring topology to two routers (AG2.1 and AG2.2)
in the aggregation segment.

o RouterAG1.1andRouter AG1.2use virtual TDM interfaces—ds-1/2/5:1,e1-1/2/10, e1-
1/2/6 (AG1.1),and ds-1/2/0:1, e1-1/2/1, e1-1/2/10 (AG1.2)—to emulate connection to
the 2-G base station controller (BSC).

e Theaggregation segment consists of two MX Series routers (AG2.1and AG2.2) connected with
10-Gb Ethernetoptical links in a full mesh topology with two routers (AG3.1and AG3.2) of the
core segment.

o RouterAG2.1usesan ATM interface (at-1/2/0) to emulate connection to the 3G radio
network controller (RNC).

e The core segment consists of two MX Series routers (AG3.1and AG3.2).

o RouterAG.3.1and Router AG3.2 use a Gigabit Ethernetinterface (ge-2/0/0) to emulate
connection to the 4G LTE evolved packet core (EPC).

Table 37 includes the sample MBH network IP-addressing schema.

Table 37: Sample MBH Network IP-Addressing Schema

Access 1.1.a.b/32 10.21.x.y/24
Preaggregation and Aggregation 1.1.a.b/32 10.22.x.y/24
Core 1.1.a.b/32 10.23.x.y/24

Hardware Inventory Output

The following outputis for each routerin the sample network using the show chassis hardware command.
The show chassis hardware command displays information about the hardware installed on the router,
including a list of all Flexible PIC Concentrators (FPCs) and PICs, and including the version leveland serial
number.
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CSR Ring Routers

user@csrl.l> show chassis hardware

Hardware inventory:
Item Version
Chassis
Midplane
Routing Engine
FEB 0
Processor
FPC O
MIC O
PIC O
MIC 1
PIC 1
MIC 2
PIC 2
Xcvr

REV 00

REV 01
REV 01
REV 01
REV 01

Xcvr
Xcvr
Xcvr

w N = O

Part number

650-037056
BUILTIN
BUILTIN

BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
740-011782
740-031851
740-011782
740-031851

user@csrl.2> show chassis hardware

Hardware inventory:
Item Version
Chassis
Midplane
Routing Engine
FEB O
Processor
FPC O
MIC O
PIC O
MIC 1
PIC 1
MIC 2
PIC 2
Xcvr O REV 01
Xcvr 1 REV 01
MIC 3
PIC 3
Xcvr O REV 01
Xcvr 1 REV 01

REV 09

Part number

650-037055
BUILTIN
BUILTIN

BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
740-011782
740-011782
BUILTIN
BUILTIN
740-031851
740-031851

user@csrl.3> show chassis hardware

Hardware inventory:
Item
Chassis
Midplane
Routing Engine
FEB 0O
Processor
FPC O
MIC O
PIC O
MIC 1
PIC 1
MIC 2
PIC 2

Version

REV 00

MBH Design and Implementation Guide

Part number

650-037055
BUILTIN
BUILTIN

BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN

Juniper Public

Serial number

HT0211471669
BUILTIN
BUILTIN

BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
POC2ABS
PMF2XUK
POC29KY
PN343ZP

Serial number
HS0212110006
HS0212110006
BUILTIN
BUILTIN

BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
PCL3ULN
PCL3U9J
BUILTIN
BUILTIN
PM30KX2
PMF26VG

Serial number

HS0211455197
BUILTIN
BUILTIN

BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN
BUILTIN

The following output from the show chassis hardware command is for the five CSRs in the access ring:

Description
ACX1000

ACX1000

Routing Engine
Forwarding Engine

FPC BUILTIN

8x CHE1T1, RJ48

8x CHE1T1, RJ48

8x 1GE (LAN) RJ45

RJ45

SFP, RJ45
SFP, RJ45

Description
ACX2000

ACX2000

Routing Engine
Forwarding Engine

FPC BUILTIN
lex CHE1T1, RJ48
l16x CHE1T1, RJ48

8x 1GE (LAN) RJ45
8x 1GE (LAN) RJ45
2x 1GE (LAN) SFP
2x 1GE (LAN) SFP
SEFP-SX

SFP-SX

2x 10GE (LAN) SFP+
2x 10GE (LAN) SFP+
SFP-SX

SFP-SX
Description
ACX2000

ACX2000

Routing Engine
Forwarding Engine

FPC BUILTIN
16x CHE1T1, RJ48
16x CHE1T1, RJ48
8x 1GE (LAN) RJ45
8x 1GE (LAN) RJ45
2x 1GE (LAN) SFP

2x 1GE (LAN) SFP
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Xcvr 0O REV 02 740-011613 PJH4SVC SFP-SX
Xcvr 1 REV 02 740-011613 PH10QAE SFP-SX
MIC 3 BUILTIN BUILTIN 2x 10GE (LAN) SFP+
PIC 3 BUILTIN BUILTIN 2x 10GE (LAN) SFP+
Xcvr 1 REV 01 740-011613 PD82CzJ SFP-SX
user@csrl.4> show chassis hardware
Hardware inventory:
Item Version Part number Serial number Description
Chassis HT0212110019 ACX1000
Midplane REV 09 650-037056 HT0212110019 ACX1000
Routing Engine BUILTIN BUILTIN Routing Engine
FEB 0 BUILTIN BUILTIN Forwarding Engine
Processor
FPC O BUILTIN BUILTIN FPC BUILTIN
MIC O BUILTIN BUILTIN 8x CHE1T1l, RJ48
PIC O BUILTIN BUILTIN 8x CHE1T1, RJ48
MIC 1 BUILTIN BUILTIN 8x 1GE (LAN) RJ45
PIC 1 BUILTIN BUILTIN 8x 1GE (LAN) RJ45
MIC 2 BUILTIN BUILTIN 4x 1GE (LAN) SFP, RJ45
PIC 2 BUILTIN BUILTIN 4x 1GE (LAN) SFP, RJ45
Xcvr O REV 01 740-031851 PMF15ME SFP-SX
Xcvr 1 REV 01 740-031851 PMF2Y0U SFP-SX
Xcvr 2 REV 01 740-011613 PDGOUTQ SFP-SX
Xcvr 3 REV 01 740-031851 PM30D61 SFP-SX
user@csrl.5> show chassis hardware
Hardware inventory:
Item Version Part number Serial number Description
Chassis HT0212110014 ACX1000
Midplane REV 09 650-037056 HT0212110014 ACX1000
Routing Engine BUILTIN BUILTIN Routing Engine
FEB 0 BUILTIN BUILTIN Forwarding Engine
Processor
FPC O BUILTIN BUILTIN FPC BUILTIN
MIC O BUILTIN BUILTIN 8x CHE1T1l, RJ48
PIC O BUILTIN BUILTIN 8x CHE1T1, RJ48
MIC 1 BUILTIN BUILTIN 8x 1GE (LAN) RJ45
PIC 1 BUILTIN BUILTIN 8x 1GE (LAN) RJ45
MIC 2 BUILTIN BUILTIN 4x 1GE (LAN) SFP, RJ45
PIC 2 BUILTIN BUILTIN 4x 1GE (LAN) SFP, RJ45
Xcvr 0O REV 02 740-011613 PHS1LLE SEFP-SX
Xcvr 1 REV 01 740-031851 PLGO71F SFP-SX
Xcvr 2 REV 01 740-011782 PCL3U65 SFP-SX
Xcvr 3 REV 01 740-031851 PMF15WS SFP-SX

Preaggregation Routers

The following output from the show chassis hardware command is for the fourroutersin the
preaggregationring:

user@agl.l> show chassis hardware

Hardware inventory:

Item Version Part number Serial number Description
Chassis G0861 MX80-P
Midplane REV 01 711-044315 CAANO0073 MX80-P
PEM O Rev 04 740-028288 V111397 AC Power Entry Module
Routing Engine BUILTIN BUILTIN Routing Engine
TFEB 0 BUILTIN BUILTIN Forwarding Engine
Processor
QXM 0 REV 06 711-028408 ZW82 61 MPC QXM
FPC O BUILTIN BUILTIN MPC BUILTIN
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MIC O
PIC O
Xcvr
Xcvr
Xcvr
FPC 1
MIC O
PIC O
Xcvr
Xcvr
Xcvr
Xcvr
PIC 1
Xcvr
Xcvr
Xcvr
Xcvr
Xcvr
MIC 1
PIC 2
Fan Tray

O G N

O I N - O

REV
REV
REV

REV

REV
REV
REV
REV

REV
REV
REV
REV
REV
REV

03
03
03

26

01
01
01
01

01
01
01
01
01
02

BUILTIN

BUILTIN

740-014289
740-014289
740-014289
BUILTIN

750-028392
BUILTIN

740-031851
740-031851
740-031851
740-031851
BUILTIN

740-011614
740-031850
740-031851
740-031851
740-031851
750-047733
BUILTIN

user@agl.2> show chassis hardware

Hardware inventory:

Item
Chassis
Midplane
PEM O

Routing Engine

TFEB 0O
Processor
QXM 0

FPC O
MIC O
PIC O
Xcvr
Xcvr
FPC 1
MIC O
PIC O
Xcvr
Xcvr
Xcvr
Xcvr
Xcvr
PIC 1
Xcvr
Xcvr
Xcvr
MIC 1
PIC 2
Fan Tray

~N 00NN O

N

Version

REV
Rev

REV

REV
REV

REV

REV
REV
REV
REV
REV

REV
REV
REV
REV

01
04

06

03
01

26

01
01
01
02
01

01
02
01
02

Part number

711-044315
740-028288
BUILTIN
BUILTIN

711-028408
BUILTIN
BUILTIN
BUILTIN
740-014289
740-014289
BUILTIN
750-028392
BUILTIN
740-031851
740-031851
740-031851
740-011613
740-031851
BUILTIN
740-031851
740-011613
740-031851
750-047733
BUILTIN

user@agl.3> show chassis hardware
Hardware inventory:

Item
Chassis
Midplane
PEM O

Routing Engine

TFEB 0
Processor

Version

REV
Rev

01
03

Part number

711-044315
740-029712
BUILTIN
BUILTIN

BUILTIN
BUILTIN
1727805000128
T10C90685
CB24BQO05Y
BUILTIN
7ZX2146
BUILTIN
PND6YP9
PMF2Z61
PLG32AG
PM75T03
BUILTIN
PFA2NRK
0YT459605723
PND6YT7
PM753AD
PM30FKH
CAAN7015
BUILTIN

Serial number
G0872
CAAN2503
V112102
BUILTIN
BUILTIN

7ZX8495
BUILTIN
BUILTIN
BUILTIN
T10C90668
T08J10393
BUILTIN
CAAA4398
BUILTIN
PND6YSW
PND6VDT
PLGO9FO0
PH20NKJ
PM30FHN
BUILTIN
PMEF2Y3C
PFP3EMK
PM1260B
CAAN7018
BUILTIN

Serial number
G0893
CAAN2294
VKA4502
BUILTIN
BUILTIN

4x 10GE XFP

4x 10GE XFP
XFP-10G-SR
XFP-10G-SR
XFP-10G-SR

MPC BUILTIN

3D 20x 1GE(LAN) SFP
10x 1GE(LAN) SFP
SFP-SX

SFP-SX

SFP-SX

SEFP-SX

10x 1GE(LAN) SFP
SFP-1X10
SFP-1X10
SEFP-SX
SEFP-SX
SFP-SX

l6x CHE1T1,
16x CHE1T1,
Fan Tray

RJ48
RJ48

Description

MX80-P

MX80-P

AC Power Entry Module
Routing Engine
Forwarding Engine

MPC QXM

MPC BUILTIN

4x 10GE XFP

4x 10GE XEP
XFP-10G-SR
XFP-10G-SR

MPC BUILTIN

3D 20x 1GE(LAN) SFP
10x 1GE(LAN) SFP
SFP-SX

SFP-SX

SFP-SX

SFP-SX

SFP-SX

10x 1GE(LAN) SFP
SFP-SX
SFP-SX
SFP-SX

l6x CHE1T1,
léx CHELT1,
Fan Tray

RJ48
RJ48

Description

MX80-P

MX80-P

DC Power Entry Module
Routing Engine
Forwarding Engine
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oxXM 0
FPC O
MIC O
PIC O

Xcvr

REV

REV

Xcvr

FPC 1
Fan Tray

0
1
Xcvr 2
Xcvr 3

REV

06

01

03

711-028408
BUILTIN
BUILTIN
BUILTIN
740-031833
NON-JNPR
NON-JNPR
740-014289
BUILTIN

user@agl .4> show chassis hardware

Hardware
Item
Chassis
Midplane
PEM O
Routing E
TFEB 0O
Processor
QXM 0
FPC O
MIC O
PIC O
Xcv
Xcv
Xcv
Xcv.
FPC 1
MIC O
PIC O
Xcwv.
PIC 1
Xcv
Fan Tray

Aggregation Routers

inventory:
Version
REV 01
Rev 03
ngine
REV 06
r 0 REV 03
r 1 REV 03
r 2
r 3
REV 24
r 0 REV 02
r 0 REV 01

Part number

711-044315
740-029712
BUILTIN
BUILTIN

711-028408
BUILTIN
BUILTIN
BUILTIN
740-014289
740-014289
NON-JNPR
NON-JNPR
BUILTIN
750-028392
BUILTIN
740-011613
BUILTIN
740-031851

7ZX8413
BUILTIN
BUILTIN
BUILTIN
0ZT670101018
TO9L25737
T09L25529
CC27BQOBW
BUILTIN

Serial number

G0756

CAAN24 98
VKA4310
BUILTIN
BUILTIN

ZY0293
BUILTIN
BUILTIN
BUILTIN
CB24BQ057
1727805000116
CB39BK0O6V
CB47BKOBU
BUILTIN
ZC6179
BUILTIN
PH261Y7
BUILTIN
PMA3J4Y

MPC QXM

MPC BUILTIN
4x 10GE XFP
4% 10GE XFP
XFP-10G-LR
XFP-10G-SR
XFP-10G-SR
XFP-10G-SR
MPC BUILTIN
Fan Tray

Description

MX80-P

MX80-P

DC Power Entry Module
Routing Engine
Forwarding Engine

MPC OXM

MPC BUILTIN
4x 10GE XFP
4x 10GE XFP
XFP-10G-SR
XFP-10G-SR
XFP-10G-SR
XFP-10G-SR
MPC BUILTIN

3D 20x 1GE(LAN) SFP
10x 1GE(LAN) SFP
SFP-SX

10x 1GE(LAN) SFP
SFP-SX

Fan Tray

The following output from the show chassis hardware command is forthe two aggregation routers:

user@ag2.l> show chassis hardware

Hardware inventory:
Item Version Part number Serial number Description
Chassis F0402 MX80
Midplane REV 09 711-031594 CAAB2290 MX80
PEM O Rev 03 740-029712 VJA4171 DC Power Entry Module
Routing Engine BUILTIN BUILTIN Routing Engine
TFEB 0O BUILTIN BUILTIN Forwarding Engine
Processor
oxXM 0 REV 06 711-028408 ZwW8237 MPC QXM
FPC O BUILTIN BUILTIN MPC BUILTIN
MIC O BUILTIN BUILTIN 4x 10GE XFP
PIC O BUILTIN BUILTIN 4x 10GE XFP
Xcvr O NON-JNPR AA0823N1YK2 XFP-10G-LR
Xcvr 1 REV 01 740-014289 AD0953M0O0LO XFP-10G-SR
Xcvr 2 NON-JNPR CB39BK01D XFP-10G-SR
Xcvr 3 NON-JNPR CB47BK08G XFP-10G-SR
FPC 1 BUILTIN BUILTIN MPC BUILTIN
MIC O REV 26 750-028392 CAARA4668 3D 20x 1GE(LAN) SFP
PIC O BUILTIN BUILTIN 10x 1GE(LAN) SFP
Xcvr 0 REV 01 740-031851 PLG0O936 SFP-SX
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Xcvr 1
Xcvr 2
Xcvr 4
PIC 1
Xcvr 0O
Xcvr 1
MIC 1
PIC 2
Fan Tray

REV
REV
REV

REV
REV
REV

01
01
01

01
01
02

740-031851
740-011783
740-031851
BUILTIN

740-011613
740-031851
750-047733
BUILTIN

user@ag?2.2> show chassis hardware
Hardware inventory:

Item
Chassis
Midplane
PEM O

Routing Engine

TFEB 0O
Processor
QXM 0

FPC O
MIC O
PIC O
Xcvr
Xcvr
Xcvr
Xcvr
FPC 1
MIC O
PIC O
Xcvr 0
Xcvr 1
PIC 1
Fan Tray

w N = o

Provider Edge Routers

Version

REV
Rev

REV

REV
REV
REV
REV

REV

REV
REV

09
03

06

03
01
01
03

24

01
01

Part number

711-031594
740-029712
BUILTIN
BUILTIN

711-028408
BUILTIN
BUILTIN
BUILTIN
740-014289
740-014289
740-014279
740-014289
BUILTIN
750-028392
BUILTIN
740-031851
740-031851
BUILTIN

PLG3357
PAJ22NL
PND6YT1
BUILTIN
PEN20PW
PM20BBQ
CAAN7028
BUILTIN

Serial number

F0401
CARAB2292
VKA4399
BUILTIN
BUILTIN

ZY0573
BUILTIN
BUILTIN
BUILTIN
CB0O3BQOC1
C803XU01Q
7723019B00634
1Z2T805000174
BUILTIN
YZ0947
BUILTIN
PM30KZ0
PKS51E2
BUILTIN

SFP-SX
SFP-LX10
SFP-SX

10x 1GE (LAN)
SFP-SX
SFP-SX

léx CHE1T1,
l6x CHELTI1,
Fan Tray

Description
MX80
MX80

SFP

RJ48
RJ48

DC Power Entry Module

Routing Engine

Forwarding Engine

MPC OXM

MPC BUILTIN
4x 10GE XFP
4x 10GE XFP
XFP-10G-SR
XFP-10G-SR
XFP-10G-LR
XFP-10G-SR
MPC BUILTIN

3D 20x 1GE(LAN) SFP

10x 1GE(LAN)
SFP-SX
SFP-SX

10x 1GE(LAN)
Fan Tray

SEP

SEFP

The following output from the show chassis hardware command is for the two providerservice edge

routers:

user@ag3.l> show chassis hardware
Hardware inventory:

Item Version Part number Serial number Description
Chassis JN114A71BAFC MX240
Midplane REV 07 760-021404 ABAA2971 MX240 Backplane
FPM Board REV 03 760-021392 XW2705 Front Panel Display
PEM O Rev 01 740-022697 QCsS0946C08s PS 1.2-1.7kwW; 100-240V AC
in
PEM 2 Rev 01 740-022697 QCS0946C090 PS 1.2-1.7kW; 100-240V AC
in
Routing Engine 0 REV 09 740-015113 9009020019 RE-S-1300
Routing Engine 1 REV 06 740-031116 9009104444 RE-S-1800x4
CB O REV 07 710-021523 XY9409 MX SCB
FPC 1 REV 27 750-033205 ZR0349 MPCE Type 3 3D
CPU REV 07 711-035209 ZM3745 HMPC PMB 2G
MIC O REV 20 750-028380 YV4634 3D 2x 10GE XFP
PIC O BUILTIN BUILTIN 1x 10GE XFP
Xcvr O NON-JNPR CC14BKOE4 XFP-10G-SR
PIC 1 BUILTIN BUILTIN 1x 10GE XFP
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Xcvr O NON-JNPR CC14BKOBX XFP-10G-SR
MIC 1 REV 21 750-028380 7J6356 3D 2x 10GE XFP
PIC 2 BUILTIN BUILTIN 1x 10GE XFP
Xcvr 0 NON-JNPR CC14BK089 XFP-10G-SR
PIC 3 BUILTIN BUILTIN 1x 10GE XFP
Xcvr 0 REV 01 740-014289 T08J10452 XFP-10G-SR
FPC 2 REV 28 750-016670 XJ2544 DPCE 40x 1GE R EQ
CPU REV 07 710-013713 XG8605 DPC PMB
PIC O BUILTIN BUILTIN 10x 1GE(LAN) EQ
Xcvr 0 REV 02 740-013111 B133478 SFP-T
Xcvr 2 REV 01 740-031851 PMF2ZBD SFP-SX
Xcvr 4 REV 02 740-013111 B211673 SFP-T
PIC 1 BUILTIN BUILTIN 10x 1GE(LAN) EQ
PIC 2 BUILTIN BUILTIN 10x 1GE(LAN) EQ
Xcvr 2 REV 01 740-031851 PL177CJ SFP-SX
PIC 3 BUILTIN BUILTIN 10x 1GE(LAN) EQ
Fan Tray O REV 01 710-021113 XM4707 MX240 Fan Tray
user@ag3.2> show chassis hardware
Hardware inventory:
Item Version Part number Serial number Description
Chassis JN1194255AFC MX240
Midplane REV 07 760-021404 ABAA8B658 MX240 Backplane
FPM Board REV 04 760-021392 YA0369 Front Panel Display
PEM 0 Rev 01 740-022697 0CS1004C062 PS 1.2-1.7kW; 100-240V AC
in
PEM 2 Rev 01 740-022697 QCS1004C05P PS 1.2-1.7kW; 100-240V AC
in
Routing Engine 0 REV 09 740-015113 9009023694 RE-S-1300
Routing Engine 1 REV 09 740-015113 9009020019 RE-S-1300
CB 0 REV 07 710-021523 XZ79398 MX SCB
CB 1 REV 03 710-021523 XC9314 MX SCB
FPC 1 REV 17 750-031089 YZ76247 MPC Type 2 3D
CPU REV 06 711-030884 YX4120 MPC PMB 2G
MIC O REV 24 750-028387 YC3247 3D 4x 10GE XEFP
PIC O BUILTIN BUILTIN 2x 10GE XFP
Xcvr O NON-JNPR CB47BK05U XFP-10G-SR
Xcvr 1 NON-JNPR CC14BKO5S XFP-10G-SR
PIC 1 BUILTIN BUILTIN 2x 10GE XFP
Xcvr O REV 01 740-014279 T08D87316 XFP-10G-LR
Xcvr 1 REV 03 740-014289 217805000059 XFP-10G-SR
MIC 1 REV 21 750-028380 CAAE 6986 3D 2x 10GE XFP
PIC 2 BUILTIN BUILTIN 1x 10GE XFP
Xcvr 0 NON-JNPR CC14BK069 XFP-10G-SR
PIC 3 BUILTIN BUILTIN 1x 10GE XFP
Xcvr O NON-JNPR CB42BK04D XFP-10G-SR
FPC 2 REV 12 750-021679 WY3644 DPCE 40x 1GE R
CPU REV 03 710-022351 WY2863 DPC PMB
PIC O BUILTIN BUILTIN 10x 1GE (LAN)
Xcvr 0 REV 02 740-013111 B211675 SFP-T
PIC 1 BUILTIN BUILTIN 10x 1GE (LAN)
Xcvr 1 REV 01 740-031851 PMF1622 SFP-SX
PIC 2 BUILTIN BUILTIN 10x 1GE (LAN)
Xcvr 1 REV 01 740-013111 62362044 SFP-T
PIC 3 BUILTIN BUILTIN 10x 1GE (LAN)
Fan Tray O REV 01 710-021113 XX9503 MX240 Fan Tray
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20. Configuring IP and MPLS Transport

The configuration of IP and MPLS transportin this topic can be used across all service profiles—4G LTE,
HSPA, 3G, and 2G. This chapter includes the following topic:

Configuringthe Network Segments and IS-IS Protocol
Configuring Intrasegment MPLS Transport
Configuring Intrasegment OAM (RSVP LSP OAM)
Configuring Intersegment MPLS Transport

Configuring the Network Segments and IS-1S Protocol

You can configure the sample mobile backhaul (MBH) network with either Intermediate System-to-
Intermediate System (IS-IS) or Open Shortest Path First (OSPF) as the interior gateway protocol (IGP).
The sample network in Figure 5 is configured with IS-IS. To configure OSPF, see the Junos OS Routing
Protocols Configuration Guide and consider the guidelines in the topic “Using OSPF.” Whenyou
configure IS-IS as the IGP, you must enable IS-I1S on the router, configure ISO addressing, and enable IS-IS
on all routerinterfaces. The sample network is configured with IS-IS as follows:

IS A

All CSRs, all AG1routers, and all AG2routers belongto autonomous system (AS) 64501.
All AG3routers belongto AS 64502.

The CSRring routers belongto IS-ISlevel 1.

All AGland AG2routers belongto IS-ISlevel 2.

All AG1routersreceive all loopback routes from adjacentrings.

All AG2routersreceive all loopback routes fromall the CSRs and all the AG1 routers.
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The physical topology and IS-IS levels are shown in Figure 63.

Figure 63: Sample Network Topology with IP Addressing, 1S-IS, and BGP Autonomous Systems

I1S-IS OAM

AS 64501 AS 64502
ACCESS PRE-AGGREGATION AGGREGATION CORE
1 1 1 1
100:11.2.1/32 100:11.3.1/32 100:1.1.4.1/32 100:1.1.8.1/32 100:1110.1/32 100:1.113./32
L] : 1 ]
CSR1Z.. 020 SR e 61200 AGI .. o/0r2 AG13,. 0/0/0 AG21,. o002 Ak
W 02111724 KR Il10.2121/24 10.2211/24 10.22.21/24 10.2331/24
Il ge-0/2/1 M| ge-1/0/2 xe-0/0/2 xe-0/0/0 xe-1/0/2
10211.2/24 2102.2/24 10221.2/24 102222/24 10.233.2/24
ge-0/2/11 1 1 | xe-1/0/0
10.21.0.2/24} VLAN1 ! VLAN 2 1 110.23.4.1/24
| xe-0/0/01 | xe-0/0/0.2 xe-0/0/1 | 4o.0/0/3 /i3 |
| 21031/24 | 10.22.01/24 @232 | i s |
1ge-0/2/0 | | I
110.21.01/24 | | |
1.1, [SE : : :
IR c0:110/32 | | |
1 1 1 1
|ge—0/2/1 1 1 1
110.21.6.2/24 i i i
i i | xe-0/0/3 xe-1/1/1 i
i VLANT | VLAN 2 xe-0/0/1 | 102321/24  102312/24 |
| xe-0/0/01 | xe-0/0/0.2 102232/24 | |
ge-0/2/0) 2103.2/24 | 10.22.0.2/24 | |
10.21.6.1/241 i | | xe-1/0/0
e ge-0/2/1 ge-0/2/1 I xe-0/0/2 xe-0/0/0 L /xe-0/0/2 110.23.4.2/24
IRM 021522« WA 10214.2/24 10.22.5.2/24 10.22.4.2/24 102351/24
(4 ge-0/20 R A} ge-1/0/2 xe-0/0/2 xe-0/0/0 xe-1/1/3
0 1021.51/24 102141724 % 1022.51/24 102241724 102352/24 %
CSR 1.4 CSR15 AG1.2 AG1.4 AG2.2 AG3.2
1 1 1 1
100:11.71/32 100:1.1.6.1/32 100:1.1.5.1/32 100:1.1.9.1/32 100:1.1.11.1/32 100:1.1.14.1/32
1 1 1 1
- X . -
1 Mernaes G 1
. NoIS-ISL1toL2 X
' Route Export .
| ¢—— [S-IS Level 1 « > :: » |S-IS Level 2 +——»1
1 1 1
1 1
' BFD BFD BFD BFD .
1 1
1 1

In Figure 5, all the CSRs (CSR1.1through to CSR1.5) are in I1S-1S Level 1. The following IP addressing s
usedforinterfaces:

e Accesssegmentinterface addresses are fromthe 10.21.x.y/24 block

e Aggregation and preaggregation segmentinterface addresses are from the 10.22.x.y/24
block

e Coreto aggregation interconnectinterface addresses are from the 10.23.x.y/24 block

e Loopback (lo0) interfaces are assigned addresses fromthe 1.1.x.1/32 block

e AG1l.1andAG1.2routerinterfacesare configured with 802.1q VLAN tags 1 and 2, which are
configured forlS-IS Level1 and Level 2, respectively.
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To setup IS-IS adjacencies:

Configuring IS-IS on the CSRsin the Access Ring.
ConfiguringIS-1Sin the Preaggregation Ring.

3. ConfiguringIS-1Sin the Aggregation Ring—Configure IS-ISonthe AG1routers with an export
policy to isolate 1S-1S Level 1 from Level 2, and to filter prefixes so that only loopback (lo0)
interfaces are advertised.

Configuring IS-IS on the CSRs in the Access Ring

This example illustrates how to configure interfaces and the IS-IS protocolon a CSR based on the
topology in Figure 63. Interfaces are configured with IP addressing, and the ISO and MPLS family
protocols. In addition, the loopback (lo0) address is configured with ISO addressing. The IS-IS protocolis
configured with Bidirectional Forwarding Detection (BFD), which is a simple hello mechanism that
detectsfailuresin a network. Level2is disabled for IS-1Sand for the loopback (lo0) interface.

Note: All the following configuration snippets show the routing options, interfaces, and protocol
configurations for Router CSR1.1 and Router CSR1.2. You can use these configuration snippets as the
basis for the routing options, interfaces, and protocol configurations of all other CSRs—CSR1.3, CSR1.4,
and CSR1.5. However, you must change the router-specific details to match a particular CSR.

The following configuration snippet shows the routing-options configuration for Router CSR1.1:

[edit]

routing-options {
router-id 1.1.3.1;
autonomous-system 64501;
}

}

The following configuration snippet shows the interface configuration for Router CSR1.1:

[edit]
interfaces {
ge-0/2/1 {
description "connected to CSR1.2";
unit 0 {
family inet {
address 10.21.1.2/24;
}
family iso;
family mpls;
}
}
ge-0/2/0 {
description "connected AG1l.1";
unit 0 {
family inet {
address 10.21.2.1/24;
}
family iso;
family mpls;
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}
lo0 {
unit 0 {
family inet {
address 1.1.3.1/32;
}
family iso {
address 47.0005.0010.0100.3001.00;

The following configuration snippet shows the IS-IS protocol configuration for Router CSR1.1. The BFD
liveness detection values allow a failure detection time of 30 ms. Even though IS-IS session failure must
be detected as quickly as possible, there are scalability issues, resultingin the minimum interval verified

with our solution as 10 ms.

[edit]
protocols {
isis {
level 2 disable;
interface ge-0/2/0.0 {
bfd-liveness—-detection {
minimum-interval 100;
multiplier 3;
no-adaptation;
}
level 2 disable;
}
interface ge-0/2/1.0 {
bfd-liveness-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;
}
level 2 disable;
}
interface 100.0 {
passive;
level 2 disable;

The following configuration snippet shows the routing-options configuration for Router CSR1.2:

[edit]

routing-options {
router-id 1.1.2.1;
autonomous-system 64501;

}
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The following configuration snippet shows the interface configuration for Router CSR1.2:

[edit]
interfaces {
ge-0/2/0 {
description "connected CSR1.1";
unit 0 {
family inet {
address 10.21.1.1/24;
}
family iso;
family mpls;

}
ge-0/2/1 {
description "connected to CSR1.3";
enable;
unit 0 {
family inet {
address 10.21.0.2/24;
}
family iso;
family mpls;

}
100 {
unit 0 {
family inet {
address 1.1.2.1/32;
}
family iso {
address 47.0005.0010.0100.2001.00;

The following configuration snippet shows the IS-1S protocol configuration for Router CSR1.2:

[edit]
protocols {
isis {
level 2 disable;
interface ge-0/2/0.0 {
bfd-liveness-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;
}
}
interface ge-0/2/1.0 {
bfd-liveness-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;

}
interface 100.0 {
passive;
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Configuring IS-ISin the Preaggregation Ring

This example illustrates how to configure interfaces, the IS-IS protocol, and policies on a preaggregation
routerbased on the topology in Figure 63. Interfaces are configured with IP addressing and on the ISO
and MPLS family protocols. The interfaces between Router AG1l.1and Router AG1.2 are configured with
flexible VLAN tagging and flexible Ethernet services encapsulation, which allows the configuration of two
logical interfaces with two different VLAN tags. To provide optimal IS-IS routing, we recommend that
you assign a logical interface with the VLAN tag 1 to IS-IS Level 1 and a logical interface with the VLAN
tag 2 to IS-IS Level 2.

The IS-IS protocol configuration includes the application of an export policy to export routes from the
routing table into IS-1S, and Bidirectional Forwarding Detection (BFD), which is a simple hello mechanism
that detects failuresin a network. IS-I1S Level 1 or Level2 is disabled, depending on the interface.

In addition, the export policy that was appliedin the IS-1S protocol configuration is defined with a
routing policy, which allows you to control the flow of routing informationto and fromthe routing table.

Note:All the following configuration snippets show the interface, protocol, and policy option
configurations for Router AG1.1. You can use these configuration snippets as the basis forthe interface,
protocol, and policy option configurations of all other AG1lrouters—AG1.2,AG1.3,and AG1.4. However,
you must change the router-specific details to match a particular AG1 router.

The following configuration snippet shows the interface configuration for Router AG1.1:

[edit]
interfaces {
ge-1/0/2 {
description "connected to CSR1.1";
enable;
unit 0 {
family inet {
address 10.21.2.2/24;
}
family iso;
family mpls;
}
}
xe-0/0/0 {
description "connected AGl.2";
flexible-vlan-tagging;
encapsulation flexible-ethernet-services;
unit 1 {
vlan-id 1;
family inet {
address 10.21.3.1/24;
}
family iso;
family mpls;
}
unit 2 {
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vlan-id 2;
family inet {
address 10.22.0.1/24;
}
family iso;
family mpls;

}
xe-0/0/2 {
description "connected AG1l.3";
unit 0 {
family inet {
address 10.22.1.1/24;
}
family iso;
family mpls;

}
100 {
unit 0 {
family inet {
address 1.1.4.1/32;
}
family iso {
address 47.0005.0010.0100.4001.00;

The following configuration snippet shows the IS-1S protocol configuration for Router AG1.1:

[edit]
protocols {
isis {
export isis-export;
interface ge-1/0/2.0 {
bfd-liveness-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;
}
level 2 disable;
}
interface xe-0/0/0.1 {
level 2 disable;
bfd-liveness—-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;

}
interface xe-0/0/0.2 {
level 1 disable;
bfd-liveness—-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;

}
interface xe-0/0/2.0 {
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level 1 disable;
bfd-liveness—-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;
}
}
interface 100.0 {
passive;

}

}

The following configuration snippet shows the policy-option configuration for Router AG1.1:

[edit]
policy-options {
policy-statement isis-export {
term tl {
from level 1;
to level 2;
then reject;
}
term t2 {
from {
protocol direct;
route-filter 10.21.4.0/24 exact;
route-filter 10.21.3.0/24 exact;

}
to level 2;
then reject;

Configuring IS-ISin the Aggregation Ring

This example illustrates how to configure interfaces and the IS-1IS protocolon an aggregation router
based on the topology in Figure 63. The interfaces between Router AG2.1and Router AG2.2 are
configured with flexible VLAN tagging and flexible Ethernet services encapsulation, which allows the
configuration of logical interfaces with different VLAN tags. The configured logical interface with VLAN
tag 1 is assigned to the IS-IS Level 2 zone. We recommend that you use a configuration with VLAN-
taggedinterfaces betweenthe Router AG2.1and Router AG2.2 to allow connection to different IGP
regions (possibly with different IGP protocols) without disturbing the configuration of existing IGP
regions.

The IS-1S protocol is configured with Bidirectional Forwarding Detection (BFD), whichis a simple hello
mechanism that detectsfailuresin a network. IS-1S Level 1 is disabled.

Note:All the following configuration snippets show the interface and protocol configuration for Router
AG2.1andcan be usedas the basis for the interface and protocol configuration on Router AG2.2.
However, you must change the router-specificdetails to match Router AG2.2.

This configuration snippet shows the interface configuration for Router AG2.1:
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[edit]
interfaces {
xe-0/0/0 {
description "connected to AGLl.3";
enable;
unit 0 {
family inet {
address 10.22.2.2/24;
}
family iso;
family mpls;

}
xe-0/0/1 |
description "connected to AG2.2";
flexible-vlan-tagging;
encapsulation flexible-ethernet-services;
unit 1 {
vlan-id 1;
family inet {
address 10.22.3.1/24;
}
family iso;
family mpls;

}
xe-0/0/2 {
description "connected to AG3.1";
unit 0 {
family inet {
address 10.23.3.1/24;
}
family iso;
family mpls;

}
xe-0/0/3 {
description "connected to AG3.2";
unit 0 {
family inet {
address 10.23.1.1/24;
}
family iso;
family mpls;

}

1lo0 |
unit 0 {
family inet {
address 1.1.10.1/32;
}
family iso {
address 47.0005.0010.0101.0001.00;
}
}
}
}
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The following configuration snippet shows the protocol configuration for Router AG2.1:

[edit]
protocols {
isis {
level 1 disable;
interface xe-0/0/0.0 {
bfd-liveness-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;
}
}
interface xe-0/0/1.1 {
bfd-liveness-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;
}
}
interface 100.0 {
passive;

}

To verify the IS-IS setup:

Verify thatIS-IS adjacencies are established; issue the show isis adjacency command.
Verify thatroutes adhere to the Level 1 and Level 2 zones on the CSR, AG1,and AG2 routers;
issue the show route terse command to check the routing table.
a. Checkthat CSRs contain routesonly to the loopback address of all other CSRs.
b. Checkthat AG1routerscontain routesto the loopback address of all other CSR, AG1,
and AG2routers.
c. Checkthat AG2routerscontain routesonly to the loopback address of all otherAG1 and
AG2routers.
3. Verifythateach routeris reachable from otherrouters within each IS-IS zone; issue the ping host
command. Specify the loopback address of each remote routerforthe host option.
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Configuring Routers in the Core Segment

This example illustrates how to configure interfaces on edge routers—AG3.1and AG3.2—based on
the topology in Figure 63.

Note: All the following configuration snippets show the interface and routing-option configuration
for Router AG3.1and can be used as the basis forthe configuration on Router AG3.2. However, you
must change the router-specificdetails to match Router AG3.2.

[edit]
interfaces {
xe-1/0/0 {
unit 0 {
family inet {
address 10.23.4.1/24;
}
family iso;
family mpls;
}
}
xe-1/0/2 {
unit 0 {
family inet {
address 10.23.3.2/24;
}
family iso;
family mpls;
}
}
xe-1/1/3 {
unit 0 {
family inet {
address 10.23.2.2/24;
}
family iso;
family mpls;
}
}
100 {
unit 0 {
family inet {
address 1.1.13.1/32;
}
family iso {
address 47.0006.0010.0101.3001.00;
}
family mpls;
}
}
}
[edit]

routing-options {
router-id 1.1.13.1;
autonomous-system 64502;
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Configuring Intrasegment MPLS Transport

This example illustrates how to configure end-to-end MPLS transport on routers in different segments of
the MBH network, including the configuration of RSVP, MPLS label-switched paths, MPLS fast reroute
(FRR), primary, and secondary paths as shown in Figure 64.

Figure 64: Intrasegment MPLS Deployment
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To configure an intrasegment RSVP LSP and an intersegment LSP based on the topology in Figure 64:

1. Configure an RSVP LSP betweeneach CSRand Router AG1.1and Router AG1.2:

a. Configure two RSVP LSPsfrom each CSR to Router AG1.1 and Router AG1.2and vice
versa.

b. Configure path protection with the primary path going in one direction and the
secondary path going in the opposite direction.

c. Configure the secondary path as the standby path.
Configure LDP tunneling.

e. Configure the BFD protocol forfast end-to-end LSP failure detection.
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2. Configure an RSVP LSP betweeneach AGland AG2 router:
a. Configure RSVP LSPs betweeneach AGland AG2router.
b. Configure path protection with the primary path going in one direction and the
secondary path going in the opposite direction.
c. Configure the secondary path as the standby path.

3. Configure per-packetload balancing on ALL routers.

All the following configuration snippets forthe CSR, AG1, and AG2 routers are the result of Steps 1
through 3 of Configuring Intrasegment MPLS Transport.

Note: The following configuration snippets show the MPLS configuration for Router CSR1.1 and Router
CSR1.2. You can use these configuration snippets as the basis forthe MPLS configuration of all other
CSRs—CSR1.3, CSR1.4, and CSR1.5. However, you must change the router-specificdetails to match a
particular CSR.

The following configuration snippet shows the MPLS configuration for Router CSR1.1:

[edit]
protocols {
rsvp {
interface ge-0/2/1.0;
interface ge-0/2/0.0;
}
mpls {
label-switched-path csrl.1 to agl.l ({
from 1.1.3.1; o
to 1.1.4.1;
ldp-tunneling;
fast-reroute;
primary via-agl.l;
secondary via-csrl.2;
}
label-switched-path csrl.l to agl.2 {
from 1.1.3.1;
to 1.1.5.1;
ldp-tunneling;
fast-reroute;
primary via-agl.1l;
secondary via-csrl.2;
}
path via-agl.l {
10.21.2.2 strict;
}
path via-csrl.2 {
10.21.1.1 strict;
}
interface ge-0/2/1.0;
interface ge-0/2/0.0;
interface 100.0;

ldp {
interface 100.0;
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The following configuration snippet shows the MPLS configuration for Router CSR1.2:

[edit]
protocols {
rsvp |
interface ge-0/2/1.0;
interface ge-0/2/0.0;
}
mpls {
label-switched-path csrl.2 to agl.l {
from 1.1.2.1;
to 1.1.4.1;
ldp-tunneling;
fast-reroute;
primary via csrl.l;
secondary via csrl.3;
}
label-switched-path csrl.2 to agl.2 {
from 1.1.2.1;
to 1.1.5.1;
ldp-tunneling;
fast-reroute;
primary via csrl.l;
secondary via csrl.3;
}
path via csrl.l {
10.21.1.2 strict;
}
path via csrl.3 {
10.21.0.1 strict;
}
interface ge-0/2/1.0;
interface ge-0/2/0.0;

Note: The following configuration snippets show the MPLS configurations for Router AG1.1and Router
AG1.2.You can use these configuration snippets as the basis for the MPLS configuration of all other AG1
routers—AG1.3and AG1.4. However, you must change the router-specific details to match a particular
AG1lrouter.

The following configuration snippet shows the MPLS configuration for Router AG1.1:

[edit]
protocols {
rsvp {
interface ge-1/0/2.0;
interface xe-0/0/0.1;
interface xe-0/0/2.0;
interface xe-0/0/0.2;
}
mpls {
label-switched-path agl.l to csrl.l {
from 1.1.4.1;
to 1.1.3.1;
ldp-tunneling;
fast-reroute;
primary via csrl.l;
secondary via agl.2 1;
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}
label-switched-path agl.l to csrl.2 {
from 1.1.4.1;
to 1.1.2.1;
ldp-tunneling;
fast-reroute;
primary via csrl.l;
secondary via agl.2 1;
}
label-switched-path agl.l to ag2.1l {
from 1.1.4.1;
to 1.1.10.1;
fast-reroute;
primary via agl.3;
secondary via agl.2 2;
}
label-switched-path agl.l to ag2.2 {
from 1.1.4.1;
to 1.1.11.1;
fast-reroute;
primary via agl.2 2;
secondary via agl.3;
}
label-switched-path agl.l to csrl.3 {
from 1.1.4.1;
to1.1.1.1;
ldp-tunneling;
fast-reroute;
primary via csrl.l;
secondary via agl.2 1;
}
label-switched-path agl.l to csrl.4 {
from 1.1.4.1;
to 1.1.7.1;
ldp-tunneling;
fast-reroute;
primary via csrl.l;
secondary via agl.2 1;
}
label-switched-path agl.l to csrl.5 {
from 1.1.4.1;
to1l.1.6.1;
ldp-tunneling;
fast-reroute;
primary via csrl.l;
secondary via agl.2 1;
}
label-switched-path agl.l to agl.2 {
from 1.1.4.1;
to 1.1.5.1;
fast-reroute;
primary via agl.2 2;
secondary via csrl.l;
}
path via csrl.l {
10.21.2.1 strict;
}
path via agl.2 1 {
10.21.3.2 strict;
}
path via agl.3 {
10.22.1.2 strict;
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}

path via agl.2 2 {

}

10.22.0.2 strict;

interface ge-1/0/2.0;
interface xe-0/0/0.1;
interface xe-0/0/2.0;
interface xe-0/0/0.2;
interface 100.0;

The following configuration snippet shows the MPLS configuration for Router AG1.2:

[edit]
protocols {
rsvp {

interface xe-0/0/0.1;
interface ge-1/0/2.0;
interface xe-0/0/0.2;
interface xe-0/0/2.0;

}
mpls {

label-switched-path agl.2 to csrl.

}

label-switched-path agl.2 to csrl.

}

label-switched-path agl.2 to csrl.

}

label-switched-path agl.2 to csrl.

}

label-switched-path agl.2 to csrl.

}

label-switched-path agl.2 to ag2.1 {

from 1.1.5.1;

to 1.1.3.1;
fast-reroute;
primary via csrl.5;

secondary via agl.2 1;

from 1.1.5.1;

to 1.1.2.1;
fast-reroute;
primary via csrl.5;

secondary via agl.2 1;

from 1.1.5.1;

to 1.1.1.1;
fast-reroute;
primary via csrl.5;

secondary via agl.2 1;

from 1.1.5.1;

to 1.1.7.1;
fast-reroute;
primary via csrl.5;

secondary via agl.2 1;

from 1.1.5.1;

to 1.1.6.1;
fast-reroute;
primary via csrl.5;

secondary via agl.2 1;

from 1.1.5.1;
to 1.1.10.1;
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fast-reroute;
primary via agl.2 2;
secondary via agl.4;

}

label-switched-path agl.2 to ag2.2 {
from 1.1.5.1; o
to 1.1.11.1;
fast-reroute;

primary via agl.4;

secondary via agl.2 2;

}

label-switched-path agl.2 to agl.l {
from 1.1.5.1;
to 1.1.4.1;
fast-reroute;
primary via agl.2 2;
secondary via csrl.5;

}

path via csrl.5 {

10.21.

}

4.2 strict;

path via agl.2 1 {

10.21.

}

3.1 strict;

path via agl.4 {

10.22.

}

5.1 strict;

path via agl.2 2 {

10.22.

}

interface
interface
interface
interface
interface

ldp {
interface

0.1 strict;

xe-0/0/0.1;
ge-1/0/2.0;
xe-0/0/2.0;
xe-0/0/0.2;
100.0;

100.0;

Note: The following configuration snippet shows the MPLS configuration for Router AG2.1. You can use
this configuration snippet as the basis for the MPLS configuration of Router AG2.2. However, you must
change the router-specificdetails to match Router AG2.2.

The following configuration snippet shows the MPLS configuration for Router AG2.1:

[edit]
protocols
rsvp {

interface xe-0/0/1.1;
interface xe-0/0/0.0;

}
mpls {

label-switched-path ag2.l to agl.l {
from 1.1.10.1;
to 1.1.4.1;
fast-reroute;

primary via agl.3;
secondary via ag2.2;
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}

label-switched-path ag2.l to agl.2 {
from 1.1.10.1;
to 1.1.5.1;
fast-reroute;
primary via agl.3;
secondary via ag2.2;

}

path via _ag2.2 {
10.22.3.2 strict;

}

path via agl.3 {
10.22.2.1 strict;

}

interface xe-0/0/0.0;

interface xe-0/0/1.1;

}

The following configuration snippet shows the routing policy configuration for ALL routersin the sample

network:

[edit}
policy-options {
policy-statement pplb {
then {
load-balance per-packet;
}
}
}
[...Output truncated...]

[edit]
routing-options {
forwarding-table {
export pplb;
}

To verify the intrasegment MPLS LSP configuration:

1. Verifythe status of configured LSPs on each device; issue the show mpls Isp name name ingress

detail command. Specify the name of the LSP for the name option. The ingress option shows the
sessions that originate fromthe routeron whichthe commandis run. Check that the following
paths and status in the outputare up and working as expected:

a. RSVPLSP.
b. Primary path.
c. Secondary path.
d. Standby status.
e. Fastreroute status.
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Configuring Intrasegment OAM (RSVP LSP OAM)

This example illustrates how to configure an RSVP label-switched path (LSP) with Operation,
Administration, and Maintenance (OAM) on a cell site or aggregation router to control the status of
MPLS LSPs and to track failure events at this level. The BFD protocol is used on each RSVP LSP. This
configurationis based onthe topology in Figure 64.

To configure an RSVP LSP with OAM:

e Configure all routers (CSR1.1through CSR1-5, AG1.1 through AG1.4,AG2.1, and AG2.2) with
the BFD protocol on each RSVP LSP. Setthe BFD timerto 100 ms. Note that in an actual
network, you might need to tune this timerto fit the BFD scale. (See the topic “Design
Consistency and Scalability Verification.”)

Note: The following configuration snippet shows the RSVP LSP with OAM configurations for Router
CSR1.2. You can use this configuration snippet as the basis forthe RSVP LSP configuration of the
following routers—CSR1.1through CSR1.5, AG1.1 through AG1.4, AG2.1 and AG2.1. However, you must
change the router-specificdetails to match a particular CSR, AG1, and AG2router.

The following configuration snippet shows the RSVP LSP with OAM configuration for Router CSR1.2 to
RouterAG1.1:

[edit]
protocols {
rsvp {
interface ge-0/2/1.0;
interface ge-0/2/0.0;
}
mpls {
label-switched-path csrl.2 to agl.l {
from 1.1.2.1;
to 1.1.4.1;
fast-reroute;
oam {
bfd-liveness-detection {
minimum-interval 100;
multiplier 3;
no-adaptation;
}
}
primary via csrl.l;
secondary via csrl.3;
}
}
}
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To verify your RSVP LSP with OAM configuration, issue the show bfd session address and show bfd session
detail commands. Specify the loopback address of the BFD peerforthe address option. Check the
following status and output fields:

1. Verifythatall the BFD sessions are established and up.
2. Checkthat the timers negotiated reflect the timers that are configured.
3. Checkthe BFD statistics.

Configuring Intersegment MPLS Transport

BGP-labeled unicast (BGP-LU) is used to advertise route information between routers in different IGP
regions. By providing connectivity and communication betweenregions, BPG-LU enables you to
massively scale the number of MPLS-enabled routers on your networks. This example illustrates how to

configure MPLS transport on preaggregation and aggregation routers based on the topology in Figure
65.

For CSRs toresolve the loopback address of the provideredge routers (AG3.1and AG3.2) with a labeled
path, you must configure LDP downstream-on-demand (LDP-DoD; RFC 5036) onthe CSRs. The CSR uses
LDP-DODto requesta transportlabel for every remote provider edge routerloopback address. To
preserve resiliency atthe access region, LDP-DOD is tunneled overthe RSVP LSP. Together LDP-DOD and
BGP-LU establish an end-to-end continuous labeled-switched (LSP) path from each CSR to each provider
edge router. (See Figure 65.)
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Figure 65: Intersegment MPLS Deployment
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Configuring BGP-LU

1. To configure an intersegment LSP:

a. Configure IBGP-LU oneach AG1lrouterto establish BGP peers with Router AG2.1 and
Router AG2.2.

b. Configure each AG1routerwith an export policy to redistribute the local loopback
interface routesinto BGP.

c. Configure Router AG1.1and Router AG1.2 with an export policy to redistribute the
loopbackinterface routes fromthe CSRsinto BGP.

d. ConfigureaRIB groupon all AG1,AG2,and AG3 routersto exportloopbackinterface
routes fromthe inet0d routingtable into the inet3 routingtable to advertise themas
labeled routes using BGP-LU. Use the export policy configured in Step b and Stepc to
filter routes forexport.
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2. To configure resiliency and fast failure detection for the BGP-LU session:
a. Configure all AG1routers with the BFD protocol for each BGP session; setthe BFD timer
to 100 ms. Note that in an actual network, you might need to tune this timer to fit the
BFD scale. See the topic “Design Consistency and Scalability Verification.”
b. Configure all AG1routers with static routes to the loopback (100) interface of Router
AG2.1and RouterAG2.2. Asthe nexthop, use the corresponding RSVP LSP configuredin
“Configuring Intrasegment MPLS Transport.”

The following configuration snippet shows the BGP-LU configuration for Router AG1.1; you can use it as
the basis for the BGP-LU configuration of all other AG1 routers. However, you must change the router-
specific details to match a particular AG1router.

[edit]
routing-options {
rib-groups {
inet3-to-inet0 {
import-rib [ inet.3 inet.0 ];

}
policy-options {
policy-statement recv-route ({

term 1 {
from {
route-filter 1.1.6.1/32 exact;
route-filter 1.1.7.1/32 exact;
route-filter 1.1.2.1/32 exact;
route-filter 1.1.3.1/32 exact;
route-filter 1.1.1.1/32 exact;
}
then reject;
}
term 2 {
then accept;
}
}
policy-statement send-lo0 {
term 10 {
from {
route-filter 1.1.4.1/32 exact;
route-filter 1.1.1.1/32 exact;
route-filter 1.1.2.1/32 exact;
route-filter 1.1.3.1/32 exact;
route-filter 1.1.6.1/32 exact;
route-filter 1.1.7.1/32 exact;

}

then accept;

}
policy-statement send inet3 to inet( ({
term 10 {
from {
route-filter 1.1.0.0/32 address-mask 255.255.0.0;
}
then accept;
}
term 20 {
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then reject;

}
policy-statement send 1lo0 to inet3 {
term 10 {
from {
route-filter 1.1.4.1/32 exact;
}
then accept;
}
term 20 {
then reject;

}
protocols {
bgp {
group agl ag2 rr {
type internal;
local-address 1.1.4.1;
import recv-route;
export send-100;
bfd-liveness—-detection {
minimum-interval 100;
multiplier 3;
no-adaptation;
}
multipath;
neighbor 1.1.10.1 {
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
rib {
inet.3;

}
neighbor 1.1.11.1 {
family inet {
labeled-unicast {
rib-group inet3-to-inetO;

rib {
inet. 3;
}
}
}
}
}
}
}
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The following configuration snippet shows the configuration of static routes for Router AG1.1; you can
use it as the basis for the static route configuration of all other AG1 routers. However, you must change
the router-specific details to match a particular AG1 router.

[edit]
routing-options {
static {
route 1.1.10.1/32 {
lsp-next-hop agl.l to ag2.1;

}
route 1.1.11.1/32 {

lsp-next-hop agl.l to ag2.2;
}
route 1.1.5.1/32 {

lsp-next-hop agl.l to agl.2;
}

}

3. Configure IBGP onthe AG2 routersto be peers with the routersin the AG1ring:
a. Configure BGP-LU sessions between all AG2 routers.
b. Configurethe AG2routersas BGP route reflectors for the routersin the AG1lring. Note
that the AG2 routers do notchange the nexthop forthese sessions.
c. Add multipath to the BGP configuration.

4. To configure resiliency and fast failure detection for the BGP-LU session:

a. Configure Router AG2.1and Router AG2.2 with the BFD protocol foreach BGP session to
the AG1 routers; setthe BFD timer to 100 ms. Note that in an actual network, you might
need to tune this timer to fit the BFD scale. See the topic “Design Consistency and
Scalability Verification.”

b. Configure Router AG2.1and Router AG2.2 withthe BFD protocol foreach BGP session to
Router AG2.2 and Router AG2.1, respectively; set the BFD timer to 10 ms. Note thatin
an actual network, you might need to tune this timer to fit the BFD scale. See the topic
“Design Consistency and Scalability Verification.”

c. Configure Router AG2.1and Router AG2.2 with static routes to the loopback (100)
interface addresses of the AG1routers. Asthe next hop, use the corresponding RSVP
LSP configuredin “Configuring Intrasegment MPLS Transport.”

The following configuration snippet shows the configuration of IBGP and BGP-LU (Step 3 and Step 4) on
Router AG2.1; you can use this configuration as the basis for the IBGP and BGP-LU configuration on
Router AG2.2. However, you must change the router-specific details to match Router AG2.2.

[edit]
routing-options {
interface-routes {
rib-group inet inetO-to-inet3;
}
rib-groups {
inet3-to-inet0 {
import-rib [ inet.3 inet.0 ];

}
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inetO-to-inet3 {
import-rib [ inet.0 inet.3 ];
import-policy rib import;

}
protocols {
bgp {
group ag2 ibgp {
type internal;
local-address 1.1.10.1;
bfd-liveness-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;
}
multipath;
neighbor 1.1.11.1 {
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
rib {
inet.3;

}
group agl rr {
type internal;
local-address 1.1.10.1;
cluster 1.1.10.1;
bfd-liveness-detection {
minimum-interval 100;
multiplier 3;
no-adaptation;
}
multipath;
neighbor 1.1.4.1 {
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
rib {
inet.3;

}
neighbor 1.1.5.1 {
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
rib {
inet.3;

}
neighbor 1.1.9.1 {
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
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rib {
inet.3;

}
}
neighbor 1.1.8.1 {
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
rib {
inet.3;

}

}

5. Configure external BGP (EBGP)-LU betweenthe AG2routers and the AG3 routers:
a. Configurethe AG3routersto be dual homedtothe AG2 routers.
b. Configurethe AG2routersand the AG3 routersto setthe nexthop to self.
c. Configure multipath for BGP sessionsonall AG2 and AG3routers.

6. Configure resiliency and fastfailure detection forthe BGP-LU sessiononthe AG2 andthe AG3
routers:

a. Configure Router AG2.1, Router AG2.2, Router AG3.1, and Router AG3.2 with the BFD
protocol foreach EBGP session; set the BFD timerto 10 ms. Note that in an actual
network, you might need to tune this timerto fit the BFD scale. See the topic “Design
Consistency and Scalability Verification.”

The following configuration snippet shows the configuration of routing policy and EBGP-LU on Router
AG2.1; youcan use the configuration as the basis for the routing policy and EBGP-LU configuration on
Router AG2.2. However, you must change the router-specific details to match Router AG2.2.

[edit]
policy-options {
policy-statement adv 1lb {
term local {
from {
protocol direct;
route-filter 1.1.10.1/32 exact;
}
then accept;
}
term agl-ring {
from {

route-filter 1.1.4.1/32 exact;
route-filter 1.1.5.1/32 exact;
route-filter 1.1.9.1/32 exact;
route-filter 1.1.8.1/32 exact;

}

then accept;

}
}
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}
protocols
bgp {
group ebgp {
type external;
export adv 1b;
peer-as 64502;
bfd-liveness—-detection {
minimum-interval 100;
multiplier 3;
no-adaptation;
}
multipath;
neighbor 10.23.1.2 {
local-address 10.23.1.1;
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
per-prefix-label;
rib {
inet.3;

}
}
neighbor 10.23.3.2 {
local-address 10.23.3.1;
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
per-prefix-label;
rib {
inet.3;

The following configuration snippet shows the configuration of routing policy and EBGP-LU on
Router AG3.1; you can use the configuration as the basis for the routing policy and EBGP-LU

configuration for Router AG3.2. However, you must change the router-specificdetails to match
Router AG3.2.

[edit]
routing-options {
interface-routes {
rib-group inet inetO-to-inet3;
}
rib-groups {
inet3-to-inet0 {
import-rib [ inet.3 inet.0 ];
}
inetO0O-to-inet3 {
import-rib [ inet.0 inet.3 ];
import-policy rib import;
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}
policy-options {
policy-statement adv_1b {
term local ({
from {
protocol direct;
route-filter 1.1.13.1/32 exact;
}
then accept;
}
term rej all {
then reject;

}

policy-statement metric rem {

term 1 {
from protocol bgp;
then {
metric {
minimum-igp;
}
accept;
}
}
}
}
protocols {
bgp {

group ebgp {
type external;
export adv_1b;
peer-as 64501;
bfd-liveness—-detection {
minimum-interval 100;
multiplier 3;
no-adaptation;
}
multipath;
neighbor 10.23.3.1 {
local-address 10.23.3.2;
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
rib {
inet.3;

}
neighbor 10.23.2.1 {
local-address 10.23.2.2;
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
rib {
inet.3;
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group ag3_ ibgp {
type internal;
local-address 1.1.13.1;
export adv_1b;
bfd-liveness—-detection {
minimum-interval 10;
multiplier 3;
no-adaptation;
}
neighbor 1.1.14.1 {
family inet {
labeled-unicast {
rib-group inet3-to-inetO;
rib {
inet.3;

}

}

To verify your BGP-LU configuration:

1. Verifythat BGP sessions are established and up; issue the show bgp neighbor neighbor-address
command. Specify the loopback address of the BGP peerforthe neighbor-address option.
2. Verifythatall expectedroutesare presentin each of the following routers; issue the show route
table inet.3 and show route table inet.0 commands:
a. AllAGlrouters
b. All AG2routers
c. AllAG3routers
3. Verifythateach of these prefixesis reachable from each device.

Configuring LDP-DOD

The following configuration for LDP-DOD relies on the configuration of RSVP. All RSVP LSPs between the
CSR and AG1routers should be configured with the 1dp-tunneling option as described in Configuring
Intrasegment MIPLS Transport. To establish an intersegment LSP from the access segmenttothe
providerservice edge router use the LDP-DOD protocol.

To configure LDP-DOD on the CSRs:

1. Configure the prefixlist to allow upperlayer MPLS servicesto request MPLS labels for the
providerservice edge routerloopback address.

2. Configure the LDP-DOD protocol.

3. Configure static routes on the CSRs pointing to the loopback address of the AG2 routers.

Note:All the following configuration snippets show the policy options and LDP-DOD configurations for
Router CSR1.3. You can use these configuration snippets as the basis for the policy option and LDP-DOD
configurations of all other CSRs—CSR1.1, CSR1.2, CSR1.4, and CSR1.5.
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The following configuration snippet shows the policy options configuration for Router CSR1.3. The apply-

path statement expands the prefix listto include all prefixes defined for neighbors atthe [edit protocols
[2circuit] hierarchy level.

[edit]
policy-options {
prefix-list dod prefix {
1.1.4.1/32 # Loopback addresses of AGl.1, AGl.2, and AG2.1
1.1.5.1/32
1.1.10.1/32
/* AGl.1l, AGLl.2 and AG2.l1 prefixes area automatically added to the prefix list,
see the topic “Configuring ATM and TDM Transport Pseudowire End-to-End”*/
apply-path "protocols l2circuit neighbor <*>";
}
policy-statement get dod prefix {
term 10 {
from {
prefix-1list dod prefix; #
}
then accept;

}
term 20 {
then reject;

The following configuration snippet shows the LDP-DOD configuration for Router CSR1.3:

[edit]
protocols {
ldp {
dod-request-policy get dod prefix;
interface 100.0;
session 1.1.4.1 {
downstream-on-demand;
}
session 1.1.5.1 {
downstream-on-demand;

The following configuration snippet shows the static route configuration for Router CSR1.3:

[edit]
routing-options {
static {
/* Static routes to the loopback addresses of the AG routers connected to the
RNC/BSC */
route 1.1.10.1/32 {
lsp-next-hop csrl.3 to agl.l;
}
route 1.1.11.1/32 {
lsp-next-hop csrl.3 to agl.2;
install;

}
router-id 1.1.1.1;
autonomous-system 64501;
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forwarding-table {
export pplb;
}
}

To verify your LDP-DOD configuration:

e Verify the status of LDP sessions by issuing the show 1dp session and show ldp session detail
commands.

21. Configuring End-to-End Layer 3 VPN Services

A Layer3 VPN s a set of sites that share common routing information and whose connectivity is
controlled by a collection of policies. This deployment scenarioillustrates how to configure a Layer 3
VPN using Multiprotocol internal BGP (MP-1BGP) and Multiprotocol external BGP (MP-EBGP)to
distribute VPN routes across the CSR access ring and across differentautonomous systems. The
configurationis based onthe network topology in Figure 66 and Figure 67, and can be used across the
following service profiles—4G LTE and HSPA.

At a high level, to establish an end-to-end Layer3VPN, you need to:

1. Configure MP-BGP inthe networkto signal MPLS labels forthe Layer3 VPN service and to
distribute VRF routes. (See Figure 66 and the topic “

2. Configuring MP-BGP.”)

3. Configure a routing instance for the Layer3 VPN and UNI interfaces at each service router—
CSR1.1through CSR1.5, AG1.1,AG1.2,AG3.1 and AG3.2. (See Figure 67 and the topic
“Configuringthe Routing Instance forthe Layer3 VPN.”)
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Figure 66: MP-BGP Deployment for Layer 3 VPN Services
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The networkin Figure 66 has the following characteristics:

1. BGPint

d.

=0 a0 0T

he CSR accessring:

Each CSR has an MP-IBGP session (family inet-vpn unicast) to each AG1lrouter in the
access ring.

BGP multipath is enabled for each session.

Perpacketload balancing is enabled on all CSRs.

Each AG1routerhas an MP-IBGP session to each CSRin the access ring.

AG1 routers act as route reflectors forall the CSRsin the access ring.

An MP-IBGP session is established between allthe AG1routers.

2. BGP between allAG3 routersandall AG1routers:

a.

© oo o

Each AG1routerhas a multihop MP-EBGP session with each AG3router (familyinet-vpn
unicast).

Each AG3 router has a multihop MP-EBGP session with each AG1router.

BGP multipath is used on AG3routers for the MP-EBGP sessions.

Perpacketload balancing is enabled on all AG3routers.

AG3 routersact as route reflectors forthe MP-EBGP sessions.
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3. Resiliency and fast failure detection forthe BGP session:

a. CSRsandAG1lroutersusethe BFD protocol for each MP-BGP session in the access ring.
The BFD timeris setto 100 ms. Note that in an actual network, you might need to tune
this timer to fit the BFD scale. See the topic “Design Consistency and Scalability
Verification.”

b. The AGland AG3routersuse the BFD protocolfor each BGP session. The BFD timeris
setto 100 ms. Note that in an actual network, you might need to tune this timerto fit
the BFD scale. See the topic “Design Consistency and Scalability Verification.”

c. The CSRs use static routestoreach the loopback (100) address of Router AG1.1 and
Router AG1.2 through the corresponding RSVP LSP, as configured in the topic
“Configuring Intrasegment MPLS Transport.”

d. RouterAG1.1andRouter AG1.2use static routesto reach the loopback (100) addresses
of the CSRs through the corresponding RSVP LSP, as configured in the topic “Configuring
Intrasegment MPLS Transport.”

Configuring MP-BGP

This example illustrates how to configure MP-BGP on the cell site and aggregation routersin your
network based on the topology in Figure 66. To configure routing options, protocols, and policy options
for MP-BGP:

Configure MP-IBGP on all CSRs to be peerswith all AG1 routers.
Configure MP-IBGP onall AG1routersto be peerswith all CSRs.
Configure MP-EBGP onall AG1routersto be peers with all AG3 routers.
Configure MP-EBGP on all AG3 routers to be peers with all AG1 routers.
Configure BFD overthese sessions with timers of 100 ms.

ik w DN

The following configuration snippet shows the configuration of routing options and protocols for MP-
BGP on Router CSR1.2. You can use the same basic configuration for all the other CSRs. However, you
must change the router-specific details to match a particular CSR.

[edit]
routing-options {
static {
route 1.1.5.1/32 {
lsp-next-hop csrl.2 to agl.2;
}
route 1.1.4.1/32 {
lsp-next-hop csrl.2 to agl.l;
}
}
router-id 1.1.2.1;
autonomous-system 64501;
}
protocols {
bgp {
group csr_agl rr {
type internal;
local-address 1.1.2.1;
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peer-as 64501;

bfd-liveness—-detection {
minimum-interval 100;
multiplier 3;
no-adaptation;

}
multipath;

neighbor 1.1.4.1 {
family inet-vpn {
unicast;

}

neighbor 1.1.5.1 {
family inet-vpn {
unicast;

}

The following configuration snippet shows the configuration of routing options, protocols, and
policy options for MP-IBGP on Router AG1.1. You can use the same basic configuration for all

the other AG1 routers. However, you must change the router-specific details to match a

particular AG1router.

[edit]
routing-options {
static {
route 1.1.3.1/32
lsp-next-hop
}
route 1.1.2.1/32
1lsp—next-hop
}
route 1.1.1.1/32
lsp-next-hop
}
route 1.1.7.1/32
1sp—-next-hop
}
route 1.1.6.1/32
lsp—next-hop

}
router-id 1.1.4.1;

{
agl

{
agl

{
agl

{
agl

{
agl

autonomous-system 64501;

}

protocols {

bgp {
group csr_agl rr

{

type internal;
local-address 1.1.4.1;
family inet-vpn {

unicast;

}

.1 to_csrl.

.1 to csrl.

.1 to csrl.

.1 to_csrl.

.1 to_csrl.

export [ NHS summarize ];
cluster 1.1.4.1;
peer-as 64501;

bfd-liveness-detection {

MBH Design and Implementation Guide

Juniper Public

Page 185



minimum-interval 100;
multiplier 3;
no-adaptation;

}

multipath;

neighbor 1.1.1.1;
neighbor 1.1.2.1;
neighbor 1.1.3.1;
neighbor 1.1.6.1;
neighbor 1.1.7.1;

}
policy-options {
policy-statement NHS {
term 10 {
then {
next-hop self;

}
policy-statement summarize {
term 1 {
from {
route-filter 192.0.0.0/13 exact;
}
then accept;
}
term 2 {
from {
route-filter 192.0.0.0/13 orlonger reject;

The following configuration snippet shows the MP-EBGP configuration on Router AG1.1. You can
use the same basic configuration for all the other AG1 routers. However, you must change the
router-specificdetails, such as the bgp local-address, to match a particular AG1router.

[edit]
protocols {
bgp {
group option c for 13vpn {
type external;
local-address 1.1.4.1;
peer-as 64502;
bfd-liveness-detection {
minimum-interval 100;
multiplier 3;
no-adaptation;
}
multipath;
neighbor 1.1.13.1 {
multihop {
ttl 64;
}
family inet-vpn {
unicast;
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}
neighbor 1.1.14.1 {
multihop {
ttl 64;
}
family inet-vpn {
unicast;

The following configuration snippet shows the configuration of MP-EBGP for Router AG3.1. You
can use the same basic configuration for all the other AG3 routers. However, you must change

the router-specificdetails, such as the bgp local-address, to match a particular AG3 router.

[edit]
protocols

bgp {
group option c for 13vpn {

type external;
bfd-liveness—-detection {
minimum-interval 100;
multiplier 3;
no-adaptation;
}
neighbor 1.1.4.1 {
multihop {
ttl 64;
}
local-address 1.1.13.1;
family inet-vpn {
unicast;
}
peer-as 64501;
}
neighbor 1.1.5.1 {
multihop {
ttl 64;
}
local-address 1.1.13.1;
family inet-vpn {
unicast;

}
peer-as 64501;
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To verify your BGP and BFD setup:

1. Verifythatthe BGP sessions are established; issue the show bgp neighbor neighbor-address
command and check that the BFD sessions are up. Specify the loopback-address of the neighbor
for the neighbor-address option.

2. Verifythatthe static routesare installed and have precedence overIS-IS routes; use the show
route terse command.

3. From each router, use the ping host command to check that the ping takesthe LSP path. Specify
the loopback address of the remote routers for the host option.

Configuring the Routing Instance for the Layer 3 VPN

This example illustrates how to configure end-to-end Layer 3VPN services based on the network
topology in Figure 67. A Layer3 VPN s a set of sites that share common routing information and whose
common connectivity is controlled by a collection of policies.

Figure 67: End-to-End Layer 3 VPN Deployment

AS 64501 AS 64502
ACCESS PRE-AGGREGATION AGGREGATION CORE
1 1 1
100:1. 1'2 1/32 100:11:3.1/32 100:1. 1'4 1/32 100:1.1.8.1/32 100:1.1.10.1/32 100:1.113.1/32
eNodeB '
CSR 11 AG 1.3 AG 3.1
ge-0/2/0 ge—1/0/2 xe 0/0/2 xe- O/O/O xe 0/0/2
ge-0/1/0 10 2111724 [l Al 10.212.2/24 10.22.11/24 10.22.2.2/24 10.23.3.1/24
ge-0/2/1 I MW 5c-072/0 xe-0/0/2 xe-0/0/0 xe-1/0/2
10.211.2/24 W80 2121/24 10.221.2/24 10.22.21/24 10.233.2/24
| ge-0/2/1 i
110.21.0.2/24 ' V'—A’\” | VLAN 2 ge-2/0/0
1 1 xe-0/0/0.1 | xe-0/0/0.2 xe-1/0/0
1 1 10.21.3.1/724 1 10.22.0.1/24 xe-0/0/1 xe-0/0/3 xe-1/1/3 10.23.4.1/24
i ' i 10.2231/24 = 102311/24 102322/24 | =™
18e-0/2/0 1 | EPC
-10 21.0.1/24 ' i
ge-0/1/0 ESEiS : |
100:1111/32 1 | ®
1 1
ez ! | xe-0/0/1| xe-0/0/3  xe-l/1/1
|10.21.6:2/24 . | 102232/24 | 10.2321/24 10.231.2/24 | xe1/0/0
| . VLANT | VLAN 2 10.23.4.2/24
i ' xe-0/0/0.1 | xe-0/0/0.2
18e-0/2/0 1 10.21.3.2/24 | 10.22.0.2/24 ge-2/0/0
|10.21.61/24 ! !
ge-0/2/0 I ge-0/2/1 1 xe-0/0/2 xe-0/0/0 xe-0/0/2
ge-0/1/0 10.21.5.1/24 10.21.4.2/24 10.22.5.1/24 10.22.4.2/24 10.23.5.1/24
ge-0/2/1 ge-1/0/2 xe-0/0/2 xe-0/0/0 xe-1/1/3
10 215. 2/24 10 214! 1/24 10.22.5.2/24 10.22.41/24 102352/24
NodeB AG2.2 AG3.2
1
100:1. 1 71/32 100:1.1. 6 /32 100:1.1. 5 1/32 100:1.1.9.1/32 100:1.1.11.1/32 100:1.1.14.1/32
1 ] 1
1 1 1 :
] 1 1 1
1 ' ‘EHEEI X
] 1 1
i I ‘!EE' :
! MP-BGP : MP-EBGP (Option C) i
< L > |
L3 VPN : RR 1 U-tum " L3VPN
S (RFC2547) ! . L3VRF o
> n o
VRF IP.“L-ookup
To configure a routing instance for an end-to-end Layer 3VPN:
MBH Design and Implementation Guide Page 188

Juniper Public



1. Configure a VRFrouting instance on all CSRs:
Configure UNIs (interfaces ge-0/1/0).
Configure the loopback interface (100.1).

a.

b
c.
d

Configure a Layer 3 VPN routing instance.
Addthe UNIsand the loopback (100.1) interface to the routing instance.

The following configuration snippet shows the interface configuration for Router CSR1.2. You

can use the same basic configuration for all the other CSRs. However, you must change the
router-specificdetails to match a particular CSR.

The following configuration snippet shows the VLAN configuration on an Ethernetinterface on
Router CSR1.2:

[edit]

interfaces {
ge-0/1/0 {

100

}

vlan-tagging;

encapsulation flexible-ethernet-services;

unit 0 {
vlan-id 1;
family inet
address
}
}
unit 1 {
vlan-id 2;
family inet
address
}
}
unit 2 {
vlan-id 3;
family inet
address
}
}

{
unit 1 {
family inet
address

}

183.1.1.1/24;

183.1.2.1/24;

183.1.3.1/24;

1.1.2.100/32;

The following configuration snippet shows the routing instance configuration for Router CSR1.2:

[edit]

routing-
csr

instances {
13vpn {

instance-type vrf;

interface ge-0/1/0.0;
interface ge-0/1/0.1;
interface ge-0/1/0.2;

interface 100.1;

route-distinguisher 100:1;
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vrf-target target:100:1;
vrf-table-label;

}

2. Configure all the AG1routers with a routing instance (previously referredtoasa U-turn VRF):

o 0o T w

Configure the loopback interface (100.1).
Configure a Layer 3 routing instance.

Addthe loopback (100.1) interface to the routing instance.
Configure the routinginstance with the vrf-table-label statement.

The following configuration snippet shows the routing instance configuration for Router AG1.1.
You can use the same basic configuration for all the other AG1 routers. However, you must
change the router-specificdetails, such as loopback 100.1 family inet address, to match a particular

AGlrouter.
[edit]
interfaces {
lo0 {
unit 1 {
family inet {
address 1.1.4.100/32;
}
}
}
}
[edit]

3. Configure all AG3routers with a routing instance:
a.

b
c.
d.
e

routing-instances {
csr 13vpn {
instance-type vrf;
interface 100.1;
route-distinguisher 100:1;
vrf-target target:100:1;
vrf-table-label;

}

Configure UNIs (interfaces ge-2/0/0).
Configure the loopback interface (100.1).

Configure a Layer 3 VPN routing instance.

Addthe loopback interface l00.1.
Add UNIs.

The following configuration snippet shows the interface configuration for Router AG3.1. You can
use the same basic configuration for all the other AG3 routers. However, you must change the

router-specific details to match a particular AG3router.

[edit]
interfaces {
ge-2/0/0 {
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vlan-tagging;
encapsulation flexible-ethernet-services;
unit 0 {
vlan-id 1;
family inet {
address 113.1.1.1/24;
}
}
unit 1 {
vlan-id 2;
family inet {
address 113.1.2.1/24;

}
unit 2 {
vlan-id 3;
family inet {
address 113.1.3.1/24;

1o0 {
unit 1 {
family inet {
address 1.1.13.100/32;
}

The following configuration snippet shows the routing instance configuration for Router AG3.1.
You can use the same basic configuration for all the other AG3 routers. However, you must
change the router-specificdetails to match a particular AG3 router.

[edit]
routing-instances {
13vpn {
instance-type vrf;
interface ge-2/0/0.0;
interface ge-2/0/0.1;
interface ge-2/0/0.2;
interface 100.1;
route-distinguisher 100:1;
vrf-target target:100:1;
vrf-table-label;
routing-options {
multipath {
vpn-unequal-cost equal-external-internal;

To verify your Layer 3 VPN configuration:

e OnAG1,AG2,and AG3routers, issue the show route table 13vpn.inet.0 extensive command, and
checkthe following routes:
a. Verifythatthe routesadvertised fromall CSRs are learnt on all AG3 routers.
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b.
C.
d

e.

Verify that the routes are load-balanced according to multipath.
Verify that there are no VPNv4routes onany AG2routers.

Verify that AG1 routersreceive only a summary route from AG3 routers.
Verify that AG1 routers receive all the routes from AG1lrouters.
e On CRSrouters, issue the show route table csr13vpn.inet.0 extensive command, and check the

following routes:
Verify thatall CSRs receive onlya summary route.
b. Verifythe label stack at each CSR.
Verify the numberof routes and labels at each CSR.

a.

C.

22. Configuring Layer 2 VPN to Layer 3 VPN Termination
Services

This deploymentscenarioillustrates how to configure a Layer 3 VPN in conjunction with a Layer 2
pseudowire in the access segment. There are various reasons to use Layer 2 pseudowire in the access
segmentand to stitch together Layer2 services with Layer 3 services on preaggregation routers (AG1lin

this sample network topology). Forexample, it simplifies configuration on CSRs.

The configuration is based on the network topology in Figure 68 and Figure 69, which you can use for
the HSPA service profile and forthe 4G LTE service profile.

Figure 68: Layer 2 VPN to Layer 3 VPN Termination
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Figure 68 shows traffic flowing from the NodeB towerto the RNCover a pseudowire, MP-EBGP, and a
Layer 3 VPN, providingan end-to-end service. A backup pseudowire provides redundancy.

The networkin Figure 68 has the following characteristics:

e layer 2 pseudowiresinthe access segment between CSRand AG1routers (see the topic
“Configuring Layer 2 Pseudowiresinthe Access Segment”):
o Each CSR has multiple Ethernetand VLAN pseudowires dualhomed to AG1lrouters.
o Active and standby pseudowires are terminated onthe AG1l.1routerand the AG1.2
router, respectively.
o Each pseudowire uses a Gigabit Ethernetinterface on CSRs and a logical tunnel(1t)
interface on AG1lrouters as pseudowire end points.
e Inter-ASlayer3VPNsonall AG1and AG3routers (see the topic “Configuring Inter-AS Layer 3
VPN”):
o MB-EBGPis usedtosignal an MPLS label for the Layer 3 VPN service and to distribute
VRFroutes between AGland AG3routes across different autonomous systems.
o AVRFinstanceis createdon all AG1routers. This instance includes the loopback
interface.
o AVRFinstanceis created on all AG3routers. This instance includes the UNIand
loopbackinterface.
e A layer2 pseudowire to Layer3 VPN termination on all AG1routers (see the topic “Configuring
a Layer 2 Pseudowire to Layer 3 VPN Termination”:
o Each AG1routerhas pseudowires (multiple) to each CSR with a logical tunnel (It)
interface at the pseudowire end.
o Pseudowiresare terminatedinto a VRF routing instance at each AG1lrouter byincluding
the corresponding logical tunnelinterfaces tothe VRFinstance.
o AVRRPinstanceis usedforvirtual IPv4addressing assignmentto the logical tunnel
interfacesin the VRF routing instance.
o AVRFinstanceis created on all AG1routers with the loopback interface (100) and the
logical tunnelinterfaces.

Configuring Layer 2 Pseudowires in the Access Segment

This example illustrates how to configure a pseudowire and Layer 3 VPN based on the network topology
in Figure 69. The following service level configuration relies on the configuration of intrasegmentand
intersegment MPLS transport described in the topics “Configuring Intrasegment MPLS Transport” and
“Configuring Intersegment MPLS Transport.”
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Figure 69: Deployment Scenario of Layer2 VPN to Layer 3 VPN Termination

AS 64501 AS 64502
ACCESS PRE-AGGREGATION AGGREGATION CORE
1 1 1
|oo:1.1'.2.1/32 100:1.1.3.1/32 100:1. 1'4 1/32 100:1.1.8.1/32 100:1.1.10.1/32 100:11.13.1/32
eNodeB .
CSR 1.1 AG1.3 AG3.1
ge 0/2/0 ge—1/0/2 xe 0/0/2 xe- O/O/O xe 0/0/2
ge-0/1/0 10.2111/24 f t 10.212.2/24 10.22.1.1/24 10.22.2.2/24; 10.23.3.1/24
ge-0/2/1 N ce-0/2/0 xe-0/0/2 xe-0/0/0 xe-1/0/2
10.211.2/24 SB&102121/24 - 10.221.2/24 10.22.21/24 10.23.3.2/24, ge-2/0/0
| ge-0/2/1 . R
110.21.0.2/24 - . |
&2 -1/0/0
l : " VLANT| VLAN 2 xe-0/0/1 | xe-0/0/3  xe/V3  |105541/24
{ I .+ xe-0/0/0.1 | xe-0/0/0.2 102231/24 | 102311/24 10.23.2.2/24
| ge-0/2/0 y .2 102131724 | 10.22.01/24 RNC
110.21.0.1/24 TP |
ge-0/70 M ' VRRP | t1
] o0 1Ta1/32 \Groups i Il
\ge-0/2/1 e VLAN1| VLAN2
110.21.6.2/24 . s, xe-0/0/01 xe-0/0/0.2 xe-0/0/1 | xe-0/0/3 xe-/1/1 | e 1/0/0
{ i *10.21.3.2/24 | 10.22.0.2/24 10223.2/24 | 102321/24 10231.2/24 |10534.2/24
[ ' XS 1
[ . . 1 .
! ge-0/2/0 IS-IS Level 1 .‘ | IS-IS Level 2
110.21.6.1/24 1
ge-0/2/0 ge- 0/2/1 xe-0/0/2 xe-0/0/0 xe-0/0/2 ge-2/0/0
ge-0/1/0 1021.5.1/24 10.21.4.2/24 10.22.5. 1/24 10.22.4.2/24 10.23.5.1/24
ge-0/2/1 ge-1/0/2 xe-0/0/2 xe-0/0/0 xe-1/1/3
10 21.5.2/24 10 214. 1/24 10 22.5. 2/24 10.22.4.1/24 10.235.2/24 =
NodeB Gl4 AG 2.2 AG 3.2
100:1171/32 100:11.6./32 100:11'5.1/32 100:11.9.1/32 100:1.1.11.1/32 100:1.1.14.1/32
1 1 1
1 1 1 :
1 1 1 1
1 1 T-LDP 1 i 1
1 T-LDP C— MP-EBGP (Option C) .
[ > | < >
1 1
PW ' L3VPN
SO ! L3VPN o
4 »

Logical Tunnel (lt) Interface
PW Terminationin L3 VRF

To configure a pseudowire and Layer 3 VPN based onthe network in Figure 69:

1. Configure all CSRs with Layer 2 pseudowiresto Router AG1l.1and Router AG1.2:
a. Configure UNIs with which to originate the Layer2 VPN.
b. Configure a Layer 2 pseudowire from each CSRto Router AG1.1 and Router AG1.2 by
using targeted LDP (T-LDP) signaling.
c. Configure active and backup pseudowiresto add redundancy.

Note: Do not enable hot-standby because it does not work correctly with pseudowire to Layer3
termination.

The following configuration snippet shows the interface configuration for Router CSR1.2. You can use
these configuration snippets as the basis for the interface and Layer 2 protocol configurations of all
other CSRs—CSR1.1, CSR1.3, CSR1.4, and CSR1.5. However, you must change the router-specific
details to match a particular CSR:

[edit]
interfaces {
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ge-0/1/0 {
flexible-vlan-tagging;
encapsulation flexible-ethernet-services;
unit 10 {
encapsulation vlan-ccc;
vlan-id 20;
family ccc;
}
unit 11 {
encapsulation vlan-ccc;
vlan-id 21;
family ccc;
}
[...Output truncated...]
unit 19 {
encapsulation vlan-ccc;
vlan-id 29;
family ccc;

}
The following configuration snippet shows the Layer 2 configuration for Router CSR1.2:

[edit]
protocols
12circuit {
neighbor 1.1.4.1 {

interface ge-0/1/0.10 {
virtual-circuit-id 20;
backup-neighbor 1.1.5.1;

}

interface ge-0/1/0.11 {
virtual-circuit-id 21;
backup-neighbor 1.1.5.1;

}

interface ge-0/1/0.12 {
virtual-circuit-id 22;
backup-neighbor 1.1.5.1;

}

interface ge-0/1/0.13 {
virtual-circuit-id 23;
backup-neighbor 1.1.5.1;

}

interface ge-0/1/0.14 {
virtual-circuit-id 24;
backup-neighbor 1.1.5.1;

}

interface ge-0/1/0.15 {
virtual-circuit-id 25;
backup-neighbor 1.1.5.1;

}

interface ge-0/1/0.16 {
virtual-circuit-id 26;
backup-neighbor 1.1.5.1;

}

interface ge-0/1/0.17 {
virtual-circuit-id 27;
backup-neighbor 1.1.5.1;

}

interface ge-0/1/0.18 {
virtual-circuit-id 28;
backup-neighbor 1.1.5.1;
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}

interface ge-0/1/0.19 {
virtual-circuit-id 29;
backup-neighbor 1.1.5.1;

}

2. Configure the AG1lrouters with Layer 2 pseudowires to the CSRs in the access ring:

a. Enable tunnelingservicesforthe packetforwarding engine (PFE) of all AG1 routers.
Note that in the sample topology we use an MX platform that hasonly one PFE. Inan
actual network, you can use other MX series platforms with multiple PFEs. Adjust your
configuration according to the numberof PFEsin the routerchassis.

b. Configure a pair of logical tunnel(It) interfacesforeach pseudowire terminated into the
VRF.

i. Configure the first logical tunnel(lt) interface of each pair with VLAN-CCC
encapsulation, and use it as the end of the Layer 2 pseudowire.

ii. Configure the second logical tunnel(lt) interface of each pair with the inet
family address. Use the IP address from the range reserved forthe NodeB or
eNodeB peering (60.60.0.0/16 in our sample topology).

iii. Configure a second logical tunnelinterface witha VRRP group, and assign to it a
virtual IP address. Use the same virtual IP address forthe adjacent logical tunnel
interfaces used toterminate active and backup pseudowires, respectively, on
Router AG1.1and Router AG1.2.

c. Configure Layer 2 circuits on the AG1routersto the routersin the CSR ring by using LDP

signaling.

Note:In an actual network, the number of circuits could be from 1 to 10, one circuit per mobile
network service—such as lub, S1, S1-MME, X2—or per mobile network management.

The following configuration snippet shows the tunnelservices configuration for the chassis on
Router AG1.1. You can use the configuration as the basis for the tunnelservices configurations
of all otherAGlrouters—AG1.2,AG1.3,and AG1.4. However, you must change the router-
specific details to match a particular CSR:

[edit]
chassis {
fpc 1 {
pic 2 {
tunnel-services {
bandwidth 1g;
}
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The following configuration snippet shows the logical tunnelinterface configuration for Router
AG1.1.You can use the same basic configuration forall the other AG1routers. However, you
must change the router-specific details (like family inet address) to match a particular AG1lrouter:

interfaces {
1t-1/2/10 {

logical-tunnel-options {
per-unit-mac-disable;

}

unit 10 {
encapsulation vlan-ccc;
vlan-id 10;
peer-unit 11;
family ccc;

}

unit 11 {
encapsulation vlan;
vlan-id 10;
peer-unit 10;
family inet {

address 60.60.1.1/24 {
vrrp-group 10 {
virtual-address 60.60.1.10;

}
unit 12 {
encapsulation vlan-ccc;
vlan-id 11;
peer-unit 13;
family ccc;
}
unit 13 {
encapsulation vlan;
vlan-id 11;
peer-unit 12;
family inet {
address 60.60.2.1/24 {
vrrp-group 11 {
virtual-address 60.60.2.10;

}

[...0utput truncated...] # Circuits to CRS1.1 skipped for brevity
unit 108 {
encapsulation vlan-ccc;
vlan-id 59;

peer-unit 109;
family ccc;
}
unit 109 {
encapsulation vlan;
vlan-id 59;
peer-unit 108;
family inet {
address 60.60.50.1/24 {
vrrp-group 59 {
virtual-address 60.60.50.10;
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The following configuration snippet shows the Layer 2 circuit configuration for Router AG1l.1and
RouterAG1.2:

[edit]
protocols {
12circuit {
neighbor 1.1.1.1 {
[...Output truncated...] # Circuits to CRS1.1 were skipped for brevity
}
neighbor 1.1.2.1 { # Circuits to CSR1.2
interface 1t-1/2/10.30 {
virtual-circuit-id 20;
}
interface 1t-1/2/10.32 {
virtual-circuit-id 21;
}
interface 1t-1/2/10.34 {
virtual-circuit-id 22;
}
interface 1t-1/2/10.36 {
virtual-circuit-id 23;
}
interface 1t-1/2/10.38 {
virtual-circuit-id 24;
}
interface 1t-1/2/10.40 {
virtual-circuit-id 25;
}
interface 1t-1/2/10.42 {
virtual-circuit-id 26;
}
interface 1t-1/2/10.44 {
virtual-circuit-id 27;
}
interface 1t-1/2/10.46 {
virtual-circuit-id 28;
}
interface 1t-1/2/10.48 {
virtual-circuit-id 29;

}
[...Output truncated...] # Four neighbors skipped for brevity
neighbor 1.1.7.1 {
interface 1t-1/2/10.90 {
virtual-circuit-id 50;
}
interface 1t-1/2/10.92 {
virtual-circuit-id 51;
}
interface 1t-1/2/10.94 {
virtual-circuit-id 52;
}
interface 1t-1/2/10.96 {
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virtual-circuit-id 53;

}

interface 1t-1/2/10.98 {
virtual-circuit-id 54;

}

interface 1t-1/2/10.100 {
virtual-circuit-id 55;

}

interface 1t-1/2/10.102 {
virtual-circuit-id 56;

}

interface 1t-1/2/10.104 {
virtual-circuit-id 57;

}

interface 1t-1/2/10.106 {
virtual-circuit-id 58;

}

interface 1t-1/2/10.108 {
virtual-circuit-id 59;

}

Configuring Inter-AS Layer 3 VPN

To configure an inter-AS Layer3 VPN:

1. Configure MB-EBGP on AG1land AG3routersto signal MPLS labels for the Layer 3 VPN service
and to distribute VRF routes between AG1land AG3routes across differentautonomous

systems. (For details, see the topic “
2. Configuring MP-BGP.”)
Configure the VRF routing instance on each AG3 router:

d.

b.
C.
d

Configure the VRF routing instance.

Addthe loopback (100.1) interface to the VRF routing instance.

Addthe UNIto the routinginstance.

(Optional) Configure the I1S-1S or BGP protocols betweenthe UNIand the customer-
facing interface.

The following configuration snippet shows the VRF routing instance configuration for Router
AG3.1. You can use the same basic configuration forall the other AG3routers. However, you

must change the router-specificdetails to match a particular AG3router.

[edit]
interfaces {
ge-2/0/0 {
vlan-tagging;
encapsulation flexible-ethernet-services;
unit 0 {
vlan-id 1;
family inet {
address 113.1.1.1/24;
}
}
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}
lo0 {
unit 1 {
family inet {
address 1.1.13.100/32;
}

[edit]
routing-instances {
csr 13vpn |
instance-type vrf;
interface ge-2/0/0.0;
interface 100.1;
route-distinguisher 200:200;
vrf-target target:200:200;
routing-options {
static {
route 1.1.100.100/32 next-hop 26.0.0.2;
}
router-id 1.1.13.100;
autonomous-system 64502 ;
}
protocols {
bgp {
group vpn {
type external;
local-address 26.0.0.1;
peer-as 65003;
local-as 64502;
neighbor 26.0.0.2;

Configuring a Layer 2 Pseudowire to Layer 3 VPN Termination

To configure a Layer 2 pseudowire to terminate ata Layer 3 VPN:

1. Configure the VRFrouting instance on each AG1 routerto the routersin the CSR ring:
a. Configure the VRFrouting instance.
b. Addloopback interface (100.1) to the VRF routing instance.
c. Addthelogical tunnel(lt) interfaces (Layer 3 peers) to the routinginstance.

The following configuration snippet shows the routing instance configuration for Router AG1.1.
You can use the same basic configuration for all the other AG1 routers. However, you must
change the router-specificdetails to match a particular AG1 router.

[edit]
policy-options {
policy-statement vpnl-export {
term 20 {
from protocol direct;
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then {
metric add 100;
community add wvpné4;
community add from ibgp;
accept;

}

}

community from ibgp members target:200:2001;

community vpn4 members target:200:200;

}
routing-instances {

csr_13vpn {
instance-type vrf;
interface 1t-1/2/10.11;
[...Output truncated...]
interface 1t-1/2/10.29;
interface 1t-1/2/10.31;
interface 1t-1/2/10.33;
interface 1t-1/2/10.35;
interface 1t-1/2/10.37;
interface 1t-1/2/10.39;
[...Output truncated...]
interface 1t-1/2/10.127;
interface 1t-1/2/10.129;
interface 100.1;
route-distinguisher 200:200;
vrf-export vpnl-export;
vrf-target target:200:200;
vrf-table-label;

To verify your pseudowire and Layer 3 VPN setup:

1. Verifythatall pseudowires are established:
a. Onall CSRand AG1 routers, issue the show 12circuit connection command.
2. On AGland AG3routers, issue the show route table csr_13vpn.inet3 command to verify the
following routes:
a. Checkthatthe csrl3vpn routinginstance advertises all the routeslearned fromthe CSRs
to the AG3 routers.
b. Checkthatthe csrl13vpn routinginstance receivesall the routesfromall the AG1
routers.
c. Checkthat the csr13vpn routinginstance advertises only a default or aggregate route
towards all the AG1 routers.

23. Configuringa Layer 2 VPN to VPLS Termination
Service

A Layer2 VPN forwards packets in a point-to-point fashion only. For VPLS traffic, packets can traverse
the networkin a point-to-multipoint fashion, meaning that a packet originating froma customeredge
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router can broadcast to all the provider edge routers participating in the VPLS routing instance. The
packettraversesthe service provider’s network over an MPLS label-switched path (LSP), allowing you to
connect geographically dispersed Ethernet LAN sites to each otheracross an MPLS backbone. The paths
carrying VPLS trafficbetween each PE router participating in a routing instance are called pseudowires.
The next sample configuration is based on the network topology in Figure 70 and Figure 71, which you
can use for the HSPA and 4G LTE service profiles.

Figure 70: Layer 2 VPN to VPLS Termination
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Figure 70 shows trafficflowing from the towerto the RNC overa pseudowire inthe IP/MPLS access
network, across a unicast targeted LDP (T-LDP) session, and a VPLS routing instance, providing an end-
to-endservice. A backup pseudowire provides redundancy. The network in Figure 70 has the following
characteristics:

1. A pseudowire onall CSRs in the access segment. See the topic “Configuring a Pseudowire in the

Access Segment (VPLS Spoke)”:

e Each router in the CSR ring has multiple Ethernet or VLAN pseudowirestothe dualhomed AG1
routers.

e Each pseudowire has an active and standby termination on Router AG1.1 and Router AG1.2.

e The pseudowire status type, length, variable (TLV) feature is enabled for all pseudowires. The
pseudowire TLV is used to communicate the status of a pseudowire back and forth between CSR
and AGlrouters.

2. AVPLShubin the preaggregation segmentonall AG1 routers. See the topic “Configuring a VPLS Hub
in the Preaggregation Segment”:
e Each AG1routerhas multiple pseudowiresto each routerin the CSR ring.
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e Thestatus TLV is enabled onthese pseudowires.
e Meshgroupsare usedtomap the pseudowire tothe VPLS instance.

3. Anend-to-endinter-AS with AG1and AG3 routers as VPLS service nodes. See the topic “Configuring
End-to-End Inter-Autonomous System VPLS.”

4. A VPLSrouting instance configured on all AG3 routers that receive all the pseudowire TLV mapping
messages sentfromall the AG1 routers.

Configuring a Pseudowire in the Access Segment (VPLS Spoke)

This example illustrates how to configure a pseudowire in the access segment based onthe network
topologyin Figure 71.

Figure 71: Deployment Scenario of Layer2 VPN to VPLS Termination
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To configure CSRs with a pseudowire to AG1lrouters:

1. Configure a Layer2 pseudowire between each CSRtoall the AG1routers:
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a. Configure UNIstooriginate the Layer 2 pseudowire. Use different VLAN tags to split
between mobile services if necessary, such as S1, S1-MME, X2, OAM.

b. Configure a Layer 2 pseudowire foreach service UNIfrom each CSR in the access ring to
the AG1.1, AG1.2routers by using T-LDP signaling. Use a differentvirtual circuit ID for
each Layer2 pseudowire.

c. Configure active and standby backup pseudowires to add redundancy.

The following configuration snippet shows the interface configuration for Router CSR1.1. You
can use this snippetas the basis for the interface configuration of all otherroutersin the CSR
ring. However, you must change the router-specificdetails to match a particular CSR.

[edit]
interfaces {
ge-0/1/0 {
vlan-tagging;
encapsulation flexible-ethernet-services;
unit 0 {
encapsulation vlan-ccc;
vlan-id 1;
}
unit 1 {
encapsulation vlan-ccc;
vlan-id 2;
}
unit 2 {
encapsulation vlan-ccc;
vlan-id 3;

}

The following configuration snippet shows the Layer 2 pseudowire configuration for Router
CSR1.1. You can use this configuration as the basis for the protocol configuration of all other
CSRs. However, you must change the router-specific details to match a particular CSR.

[edit]
protocols {
12circuit {
neighbor 1.1.4.1 {
interface ge-0/1/0.0 {
virtual-circuit-id 12;
pseudowire-status-tlv;
backup-neighbor 1.1.5.1 {
virtual-circuit-id 13;
standby;
}
}
interface ge-0/1/0.1 {
virtual-circuit-id 22;
pseudowire-status-tlv;
backup-neighbor 1.1.5.1 {
virtual-circuit-id 23;
standby;
}
}
interface ge-0/1/0.2 {
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virtual-circuit-id 32;

pseudowire-status-tlv;

backup-neighbor 1.1.5.1 {
virtual-circuit-id 33;
standby;

Configuring a VPLS Hub in the Preaggregation Segment

To configure a VPLS hubin the preaggregation segment:

1. Configurea VPLShubon all AG1routers:

a. Configure a VPLS routing instance on the AG1.1 routerand the AG1.2 router.

b. Configure VPLS routinginstance peerstospan across the following routers: AG1.1,
AG1.2,AG3.1, and AG3.2.

c. Configure mesh groups withinthe VPLS instance for each mobile network service (such
as lub, S1, S1-MME, and X2) with the routersin the CSR ring as VPLS spokes. Use the
same VPLS ID for each mesh group, as you did for the corresponding virtual-circuit-id in
the Layer 2 VPNsonthe VPLS spokes (CSRs). For details, see the topic “Configuringa
Pseudowire in the Access Segment (VPLS Spoke).”

d. Addthe local-switching statement, which allows you to terminate multiple Layer 2 circuit
pseudowires at a single VPLS mesh group (essentialfor X2 connectivity).

The following configuration snippet shows the dynamic profiles and VPLS routing instance
(virtual-switch) configurationfor Router AG1.1. You can use this configuration as the basis for
the routing instance configuration of all other AG1 routers. However, you must change the
router-specific details to match a particular AG1router.

[edit]
dynamic-profiles {
data profile {
interfaces {
"$junos-interface-ifd-name" {
unit "$junos-underlying-interface-unit" {
family bridge {

interface-mode trunk;
vlan-id-list 12;

}
}
oam profile ({
interfaces {
"$junos-interface-ifd-name" {
unit "$junos-underlying-interface-unit" {
family bridge {
interface-mode trunk;
vlan-id-list 22;
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}

extra profile {
interfaces {
"$junos-interface-ifd-name" {
unit "$junos-underlying-interface-unit" {
family bridge {
interface-mode trunk;
vlan-id-list 32;

}
routing-instances {
vs_ 1 {
instance-type virtual-switch;
protocols {
vpls {
no-tunnel-services;
vpls-id 4514;
mac-flush;
neighbor 1.1.5.1;
neighbor 1.1.14.1;
neighbor 1.1.13.1;
mesh-group data pw {
vpls-id 12;
local-switching;
neighbor 1.1.1.1 {
associate-profile data profile;
encapsulation-type ethgrnet—vlan;
no-vlan-id-validate;
}
neighbor 1.1.2.1 {
associate-profile data profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;
}
neighbor 1.1.7.1 {
associate-profile data profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;
}
neighbor 1.1.6.1 {
associate-profile data profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;
}
neighbor 1.1.3.1 {
associate-profile data profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

}

mesh-group extra pw {
vpls-id 32;
local-switching;
neighbor 1.1.1.1 {
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}

mesh

}
bridge-domai
data_vla
doma
vlan
}

extra vl

associate-profile extra profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

}

neighbor 1.1.2.1 {
associate-profile extra profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

}

neighbor 1.1.7.1 {
associate-profile extra profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

}

neighbor 1.1.6.1 {
associate-profile extra profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

}

neighbor 1.1.3.1 {
associate-profile extra profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

-group oam pw {

vpls-id 22;

local-switching;

neighbor 1.1.1.1 {
associate-profile oam profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

}

neighbor 1.1.2.1 {
associate-profile oam profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

}

neighbor 1.1.7.1 {
associate-profile oam profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

}

neighbor 1.1.6.1 {
associate-profile oam profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

}

neighbor 1.1.3.1 {
associate-profile oam profile;
encapsulation-type ethernet-vlan;
no-vlan-id-validate;

ns {

n {

in-type bridge;
-id 1;

an {
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domain-type bridge;
vlan-id 3;

}

oam vlan {
domain-type bridge;
vlan-id 2;

Configuring End-to-End Inter-Autonomous System VPLS

To configure end-to-end inter-AS VPLS:

1. Configure VPLSonall the AG3routers:
a. Configure a VPLSinstance on Router AG3.1 and Router AG3.2.
b. Configure VPLS instance peerstospan across the followingrouters—AG1.1, AG1.2,
AG3.1,and AG3.2. Use the same VPLSID as forthe VPLS instance on the AG1.1and
AG1l.2 routers.

The following configuration snippet shows the configuration of VLAN encapsulation and ID of
interfacesforRouter AG3.1. You can use this configuration as the basis for the VLAN
encapsulation and ID configuration for Router AG3.2.

[edit]
interfaces {
ge-2/0/0 {
flexible-vlan-tagging;
encapsulation flexible-ethernet-services;
unit 0 {
encapsulation vlan-vpls;
vlan-id 1;
}
unit 1 {
encapsulation vlan-vpls;
vlan-id 2;

}

The following configuration snippet shows the configuration of LDP for Router AG3.1. You can
use the configuration as the basis forthe configuration for Router AG3.2.
protocols {
1dp {
interface 100.0;

}
}

The following configuration snippet shows the configuration of a VPLS routing instance for
Router AG3.1. You can use the configuration as the basis for the VPLS routing instance
configuration for Router AG3.2.
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routing-instances {
vpls 1 {
instance-type vpls;
vlian-id all;
interface ge-2/0/0.0;
interface ge-2/0/0.1;
protocols {
vpls {
no-tunnel-services;
mac-flush;
mesh-group agl spoke {
vpls-id 4514;
neighbor 1.1.4.1;
neighbor 1.1.5.1;
neighbor 1.1.14.1;

24. Configuring ATM Pseudowire and SAToP/CESoPSN
Services

An Asynchronous Transfer Mode (ATM) pseudowire acts as a Layer 2 circuit or service, which allows the
migration of ATM servicesto an MPLS packet-switched network without having to provisionthe ATM
subscriberor customeredge device. Structure-Agnostic time-division multiplexing (TDM) over Packet
(SAToP), as defined in RFC 4553, Structure-Agnostic TDM over Packet (SAToP)is used for pseudowire
encapsulation for TDM bits (T1, E1). The encapsulation disregards any structure imposed onthe T1 and
E1l streams, in particular the structure imposed by standard TDM framing. Circuit Emulation Service over
Packet-Switched Network (CESoPSN), is a method of encapsulating TDM signals into CESoPSN packets,
and in the reverse direction, de-encapsulating CESoPSN packets back into TDM signals. This
configurationis based onthe network topology in Figure 72, and can be used forthe 3G and 2G service
profiles.
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Figure 72: Deployment of SAToP and CESoPSN
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Figure 72 shows virtual ATM (at) interfaces, channelized (ds) interfaces, and E1 (e1) interfaces
connectingthe RAN with the CSRs CSR1.3 and CSR1.4. The following configuration relies on
configuration of intrasegmentand intersegment MPLS transport, as shown in the topics “Configuring
Intrasegment MPLS Transport” and “Configuring Intersegment MPLS Transport.”

Configuring ATM and TDM Transport Pseudowire End-to-End
To configure an ATM and TDM pseudowire on Router CSR1.3 and Router CSR1.4:

1. Configure the physical properties of the channelized E1 (ce1) interfaces, and define the NxDSO
and E1 interfaces used for TDM circuit emulation services.
Configure the encapsulation type for DSO and E1 interfaces (cesopsn or satop).
Configure inverse multiplexing for ATM (IMA) on Router CSR1.3 and Router CSR1.4.

4. Configure pseudowire Layer 2 circuits for each ds0, e1, and virtual ATM (at) interface.

The following configuration snippet shows the chassis and interfaces configuration for Router
CSR1.3. You can use the configuration as the basis for the routing instance configuration of
Router CSR1.4. However, you must change the router-specific details to match Router CSR1.4.

MBH Design and Implementation Guide Page 210

Juniper Public



[edit]
chassis {
fpc 0 {
pic 0 {
framing el;
aggregated-devices {
ima {
device-count 1;

}
[...Output truncated...]
interfaces {
cel-0/0/0 {
partition 1 timeslots 1-2 interface-type ds;
}
ds-0/0/0:1 {
encapsulation cesopsn;
unit 0;
}
cel-0/0/1 {
no-partition interface-type el;
}
el-0/0/1 {
encapsulation satop;
unit 0;
}
cel-0/0/10 {
no-partition interface-type el;
}
el-0/0/10 {
encapsulation satop;
unit 0;
}
cel-0/0/15 {
no-partition interface-type el;
}
el-0/0/15 {
ima-link-options group-id 16;
encapsulation ima;
}
at-0/0/16 {
atm-options {
vpi 0;
}
unit 0 {
encapsulation atm-ccc-cell-relay;
vci 0.100;
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The following configuration snippet shows the Layer 2 circuit configuration for Router CSR1.3. You
can use the configuration as the basis for the Layer 2 circuit configuration of Router CSR1.4.
However, you must change the router-specific details to match Router CSR1.4.

[edit]
protocols {
l2circuit {
/* Peering with AGl.1/AG2.1 to build TDM pseudowire */
neighbor 1.1.4.1 { # AGl.1 prefix included in the dod_prefix prefixlist, see
the topic “Configuring LDP-DOD.”
interface ds-0/0/0:1.0 {
virtual-circuit-id 10;
backup-neighbor 1.1.5.1 {
standby;
}
}
interface e1-0/0/1.0 {
virtual-circuit-id 20;
backup-neighbor 1.1.5.1 {
standby;
}
}
interface e1-0/0/10.0 {
virtual-circuit-id 14;
backup-neighbor 1.1.5.1 {
standby;
}
}

}
neighbor 1.1.10.1 { # AG2.l1 prefix included in the dod prefix prefix-list,

see the topic “Configuring LDP-DOD.”
interface at-0/0/16.0 {
virtual-circuit-id 100;

To configure a TDM pseudowire on Router AG1l.1and Router AG1.2:

1. Configure the physical properties of the channelized E1 (ce1) interfacesand define NxDSOand E1
interfaces used for TDM circuit emulation services.
Configure the encapsulation type for DSO and E1 interfaces (cesopsn or satop).
Configure pseudowire Layer 2 circuits for each ds0 and el interface.

The following configuration snippet shows the chassis and interface configuration for Router
AG1.1.You can use the configuration as the basis for the chassis and interface configuration of
Router AG1.2. However, you must change the router-specific details to match Router AG1.2.

[edit]
chassis {
fpc 1 {
pic 2 {
framing el;

}

MBH Design and Implementation Guide Page 212

Juniper Public



}
[...0Output truncated...]
interfaces {
cel-1/2/5 {
partition 1 timeslots 1-2 interface-type ds;
}
ds-1/2/5:1 {
encapsulation cesopsn;
unit O;
}
cel-1/2/6 {
no-partition interface-type el;
}
el-1/2/6 {
encapsulation satop;
unit 0;
}
cel-1/2/10 {
no-partition interface-type el;
}
el-1/2/10 {
encapsulation satop;
unit 0;

The following configuration snippet shows the Layer 2 circuit configuration for Router AG1.1.
You can use the configuration as the basis for the Layer 2 circuit configuration of Router AG1.2.
However, you must change the router-specific details to match Router AG1.2.

[edit]
protocols {
12circuit {
neighbor 1.1.1.1 {
interface ds-1/2/5:1.0 {
virtual-circuit-id 10;
}
interface el-1/2/6.0 {
virtual-circuit-id 20;
}
interface e1-1/2/10.0 {
virtual-circuit-id 14;

To configure an ATM pseudowire on Router AG2.1:

1. Configure physical and logical interfacesforthe ATM interfaces on Router AG2.1.
2. Configure pseudowire Layer 2 circuits for each ATM (at) interface from Router AG3.1routerto
RouterCSR 1.3.
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The following configuration snippet shows the interfaces configuration for Router AG2.1:

[edit]
interfaces {
at-1/2/0 {
atm-options {
vpi 0;
}
unit 0 {
encapsulation atm-ccc-cell-relay;
vei 0.100;
}
}
at-1/2/1 {
atm-options {
vpi 0;
}
unit 0 {
encapsulation atm-vc-mux;
vei 0.100;
family inet {
address 111.1.1.2/24;
}

The following configuration snippet shows the Layer 2 circuit configuration for Router AG2.1:

[edit]
protocols {
12circuit {
neighbor 1.1.1.1 {
interface at-1/2/0.0 {
virtual-circuit-id 100;

}

}

Verify your ATM pseudowire, SAToP, and CESoPSN configuration; issue the show 12circuit connection
command, and check that all Layer 2 circuits are established.

25. Configuring Timing and Synchronization

The timing and synchronization configuration described in this chapteris independent of any particular
deploymentscenario fora service level— 4G LTE, HSPA, 3G, 2G—orany protocols at the transport
level—OSPF, IS-IS, RSVP, BGP-LU, or LDP DOD—which means that you can use this configuration in any
of these deployment scenarios.
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To propagate timing and synchronization fromthe grandmasterto eNodeB, NodeB, or BTS across the

mobile backhaul (MBH) network, you can choose between the following protocols:

e |EEE 1588v2 Precision Timing Protocol (PTP)
e Synchronous Ethernet

Configuring PTP Timing

The configuration in this deploymentscenariois based on the network topology in Figure 73. You can

use this configuration in scenarios with 4G LTE or HSPA mobile networks.

Figure 73: PTP Design Overview
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The network example in Figure 73 includes only PTP overIPv4. The AG routers are the PTP source and
the CSRs are the PTP clients. Each CSR has interfaces configured to receive synchronization from either
AG1.1or AG1.2.Because a CSR usesonly one source at any given time, the CSR selects the bestor

nearestsource forthe PTP packets. The solid and dashed lines representthe PTP sessions established

betweenthe AG routers and the CSRs. The solid lines representthe active PTP sessions. The dashed lines

representthe backup PTP sessions. This network configuration has the following characteristics:
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The grandmaster (GM) is connected to Router AG1.1.

Router AG1.1 acts in boundary clock mode.

Router AG1.2is an IEEE 1588v2 slave to Router AG1.1 and acts in boundary clock mode.
Each CSR acts in boundary clock mode with the following characteristics:

A Gigabit Ethernetinterface facing Router AG1.1 configured as an IEEE 1588v2 slave,
with Router AG1.1 routeras the IEEE 1588v2 master.
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b. A Gigabit Ethernetinterface facing Router AG1.2 configured as an IEEE 1588v2 slave,
with Router AG1.2 as the IEEE 1588v2 master.

c. Interface ge-0/1/0.0configured as the PTP master, providing synchronization to eNodeB
or NodeB.

To configure PTP timing:

1. Configure Router AG1l.1and Router AG1.2 as a boundary clocks, with the IPv4PTP grandmaster
located behind Router AG1.1:
a. Configure Router AG1l.1with interfacesacting as PTP slaves.
b. Configure Router AG1l.1as a PTP masterfor all IEEE 1588v2 peers—all CSRs and Router
AG1.2.

The following configuration snippet shows the PTP configuration for Router AG1.1:

[edit]
protocols {
ptp {
clock-mode boundary;
domain 0
slave {
delay-request -6;
interface ge-1/0/3.0 {
unicast-mode {
transport ipv4;
clock-source 10.1.1.2 local-ip-address 10.1.1.1;

}
}
master {
interface ge-1/0/2.0 {
unicast-mode {
transport ipv4;

clock-client 10.21.2.1/32 local-ip-address 10.21.2.2;
clock-client 10.21.1.1/32 local-ip-address 10.21.2.2;
clock-client 10.21.0.1/32 local-ip-address 10.21.2.2;
clock-client 10.21.6.1/32 local-ip-address 10.21.2.2;
clock-client 10.21.5.1/32 local-ip-address 10.21.2.2;

}
}
interface xe-0/0/0.1 {
unicast-mode {
transport ipvié;
clock-client 10.21.3.2/32 local-ip-address 10.21.3.1;

}
The following configuration snippet shows the PTP configuration for Router AG1.2:
ledit]

protocols {
ptp {
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clock-mode boundary;
slave {
delay-request -6;
interface xe-0/0/0.1 {
unicast-mode {
transport ipv4;
clock-source 10.21.3.1 local-ip-address 10.21.3.2;

}
master {
interface ge-1/0/2.0 {
unicast-mode {
transport ipv4;

clock-client 10.21.4.2/32 local-ip-address 10.21.4.1;
clock-client 10.21.5.2/32 local-ip-address 10.21.4.1;
clock-client 10.21.6.2/32 local-ip-address 10.21.4.1;
clock-client 10.21.0.2/32 local-ip-address 10.21.4.1;
clock-client 10.21.1.2/32 local-ip-address 10.21.4.1;

2. Configure each CSR with boundary clock mode as follows:
a. Configure each CSR boundary clock to act as a slave dual homed to both Router AG1.1
and Router AG1.2 master clocks.
b. Configure a CSR to act as a master clock for eNodeB.

The following configuration snippet shows the PTP configuration for Router CSR1.2. You can use
the configuration as the basis forthe PTP configuration of all other CSRs—CSR1.1, CSR1.3,
CSR1.4, and CSR1.5. However, you must change the router-specificdetails to match a particular
CSR.

[edit]
protocols {
ptp
clock-mode boundary;
domain 0;
unicast-negotiation;
slave {
delay-request -6;
sync-interval -6;
grant-duration 300;
interface ge-0/2/0.0 {
unicast-mode {
transport ipvi4;
clock-source 10.21.2.2 local-ip-address 10.21.1.1;
}
}
interface ge-0/2/1.0 {
unicast-mode {
transport ipv4;
clock-source 10.21.4.1 local-ip-address 10.21.0.2;
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}
master {
interface ge-0/1/0.0 {
unicast-mode {
transport ipvé4;

clock-client 10.0.3.1/32 local-ip-address 10.0.3.2;

4. To verify your timing and synchronization setup, issue the show ptp dock and show ptp lock-status

commands, and check the following sessions and status:
a. Verifythatthe PTP sessionsare up.

b. Verifythatthe PTP lock status goesinto the phase-aligned state.

c. Measure the amount of time it takes to get to the phase-aligned state.

d. Verifythat CSRs can be both IEEE 1588v2 masterand IEEE 1588v2 slave.

e. Make sure that all the clocking is stabilized and all the devices are in the phase-aligned

state.

Configuring Synchronous Ethernet

Synchronous Ethernetis agnostic to upper layer protocols and has the same configuration for all
deployment scenarios—4G LTE, HSPA, 3G, or 2G—which means that you can use this configurationin
any of these deployment scenarios. Figure 74 illustrates a deployment scenario for Synchronous

Ethernet.

Figure 74: Synchronous Ethernet Deployment Topology
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In Figure 74, you connect the grandmaster (GM) with Gigabit Ethernet optical interfaces to the
aggregation routers AG2.1 and AG2.2. Afteryou have configured and enabled Synchronous Etherneton
ACX Series or MX Series routers, all 10-G Ethernetand 1-G Ethernetinterfaces on the routertransmit
the Synchronous Ethernetsignalto directly connected neighbors. Figure 74 shows the distribution of
synchronization in the sample topology.

The following configuration snippet shows the Synchronous Ethernet configuration for Router AG2.1.
You can use the same basic configuration for all the other AG1, AG2, and AG3 routers. However, you
must change the router-specific details (such as synchronization source interface) to match a particular
router.

[edit]
chassis {
synchronization {
network-option option-1;
quality-mode-enable;
source {
interfaces ge-2/0/0 {
wait-to-restore 1;
quality-level prc;
}
interfaces xe-0/0/1 {
wait-to-restore 1;
quality-level prc;
}
}
esmc-transmit {
interfaces all;

}

The following configuration snippet shows the Synchronous Ethernet configuration for Router CSR1.1.
You can use the same basic configuration for all the other CSRs. However, you must change the router-
specific details to match a particular CSR.

[edit]
chassis {
synchronization {
network-option option-1;
quality-mode-enable;
source {
interfaces ge-0/2/2 {
wait-to-restore 1;
quality-level prc;
}
interfaces ge-0/2/1 {
wait-to-restore 1;
quality-level prc;
}
}
esmc-transmit {
interfaces all;

}
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To verify the status of Synchronous Ethernet on CSR, AG1, and AG2routers, issue the show chassis
synchronization extensive command.

26. Configuring Class of Service

In this example, the trafficfrom each mobile network service—such as S1-MME, S1-U, X2 Layer 2 or
Layer 3VPNs; CESoPSN, SAToP ATM pseudowires; or MPLS Layer 3 VPN dedicated to network
management system traffic—has its own code points defined. The code points are defined according to
802.1p (RFC 2474), IP Differentiated Services (DSCP), or experimental (EXP) bits located in each MPLS
packet header. All the deployment scenarios described in this guide support 802.1p or MPLS EXP bits.

In addition, you can add DSCP to enforce class-of-service (CoS) distinctions in routers. DSCP is fully
supported on ACX Series and MX Series routers. In the sample topology, a minimum configuration for
CoSis included. However, an actual network might need a more sophisticated CoS design, which is
beyondthe scope of this guide. As faras user traffic havingits own code points at the user-to-network
interface (UNI) is concerned, the goals of this CoS design are:

1. Preservethese code pointsacrossthe backhaulnetwork.
Act uponthese code points when faced with congestion.

3. Provide priority, low latency, and so on, in the network fora certain code point to reduce the
jitter.

Configuring Class of Service on Cell Site Routers

Any node in the network can serve as a transit node serving CoS at the network-to-network interface
(NNTI),the UNI, oras an access node. So from the class of service perspective, allnodes have identical
configurations across the mobile backhaul (MBH) network. For detailed information about CoS, see the
Junos OS Class of Service Configuration Guide.

The routers across the sample topology (Figure 75) have the following CoS configuration characteristics:

1. Five forwardingclasses across the network—X2, S1, OAM, network-control, and default.
Traffic classification and forwarding class assignment onthe ingress UNI based on 802.1p.

3. MPLS packets marking with EXP bit on egress NNI defined by rewrite rules of the CoS
configuration of the router.

4. Transit MPLS traffic classification and forwarding class assignment on the ingress NNI based on
MPLS EXP.

5. Traffic marking with 802.1p (or DSCP) code on the egress UNI defined by rewrite rules of the CoS
configuration of the router.
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Figure 75: Topology for CoS
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To configure CoS onthe routersin the CSR ring:

— :
) Traffic Flow

1. Configure forwardingclassesand assign each of the classes to one of eight possible queues.

(Both network controltraffic and IEEE 1588v2 PTP go to queue three by default; OAM traffic
goesto queue two by default).

Configure classifiers to map traffic code points to differentforwarding classes atthe ingress UNI
and NNI.

The following configuration snippet shows the classifiers and forwarding class configuration for
any CSR in the access segment of the sample topology:

[edit]
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class-of-service ({
classifiers {
exp cl exp {
forwarding-class S1 {
loss-priority low code-points 011;
}
forwarding-class X2 {
loss-priority low code-points 001;
}
forwarding-class OAM {
loss-priority low code-points 101;
}
forwarding-class network-control {
loss-priority low code-points [ 110 111 ];
}

forwarding-class default {
loss-priority high code-points [ 000 010 100 1;

}
ieee-802.1 cl dotlp {
forwarding-class S1 {
loss-priority low code-points 011;
}
forwarding-class X2 {
loss-priority low code-points 001;
}
forwarding-class OAM {
loss-priority low code-points 101;
}
forwarding-class network-control {
loss-priority low code-points [ 110 111 ];
}
forwarding-class default {
loss-priority high code-points [ 000 010 100 ];
}

}
forwarding-classes {
class X2 queue-num O;
class S1 queue-num 1;
class OAM queue-num 2;
class network-control queue-num 3;
class default queue-num 4;

3. Configure rewrite rules to re-mark traffic with the correct EXP or 802.1p code point at the egress
UNIand NNIaccording to the traffic forwarding class on the egressinterface.

The following configuration snippet shows the rewrite rules configuration forany CSR in the
access ring of the sample topology:

[edit]
class-of-service {
rewrite-rules {
exp rw exp {
forwarding-class S1 {
loss-priority low code-point 011;
loss-priority medium-high code-point 000;
loss-priority high code-point 000;

MBH Design and Implementation Guide Page 222

Juniper Public



}

forwarding-class X2 {
loss-priority low code-point 001;
loss-priority medium-high code-point
loss-priority high code-point 000;

}

forwarding-class OAM ({
loss-priority low code-point 101;
loss-priority medium-high code-point
loss-priority high code-point 101;

}

forwarding-class network-control {
loss-priority low code-point 111;
loss-priority medium-high code-point
loss-priority high code-point 110;

}

forwarding-class default {
loss-priority low code-point 000;
loss-priority high code-point 000;
loss-priority medium-high code-point

}
ieee-802.1 rw dotlp {

forwarding-class S1 {
loss-priority low code-point 011;
loss-priority medium-high code-point
loss-priority high code-point 000;

}

forwarding-class X2 {
loss-priority low code-point 001;
loss-priority medium-high code-point
loss-priority high code-point 000;

}

forwarding-class OAM {
loss-priority low code-point 101;
loss-priority medium-high code-point
loss-priority high code-point 101;

}

forwarding-class network-control {
loss-priority low code-point 111;
loss-priority medium-high code-point
loss-priority high code-point 110;

}

forwarding-class default {
loss-priority low code-point 000;
loss-priority high code-point 000;
loss-priority medium-high code-point

4. Configure schedulersand scheduler mapsto define rules about how to manage traffic queues

for each forwarding class.

The following configuration snippet shows the schedulers configuration forany CSR in the

access segment of the sample topology:

[edit]
class-of-service {
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scheduler-maps {
mbh {
forwarding-class X2 scheduler X2;
forwarding-class S1 scheduler S1;
forwarding-class OAM scheduler OAM;
forwarding-class network-control scheduler NC;
forwarding-class default scheduler DEF;

}
schedulers {

X2 |
transmit-rate percent 35;
buffer-size percent 35;

}

S1 {
transmit-rate percent 35;
buffer-size percent 35;

}

OAM {
transmit-rate percent 5;
shaping-rate percent 5;
buffer-size temporal 10k;
priority strict-high;

}

NC {
transmit-rate percent 10;
buffer-size percent 10;
priority strict-high;

}

DEF {
transmit-rate {

remainder;
}
buffer-size {
remainder;

5. Configure a traffic shaper (optional—might be required if you use microwave lines in the access
segment).

6. Configure traffic control profiles (optional—might be required if you define shapers).
7. Assignclassifiers and rewrite rules to the UNIsand the NNIs.

8. Attach schedulers ortraffic control profiles to the UNIs.

9. Attach schedulers ortraffic control profiles to the NNIs.

The following configuration snippet shows the classifier, rewrite rule, and scheduler
configuration on the interfaces on Router CSR1.2. You can use the same basic configuration for
all the other CSRs. However, you must change the router-specific details (such as family inet
address) to match a particular CSR:

[edit]
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class-of-service ({
system-defaults {
classifiers {
exp cl_exp;
}
}
interfaces {
ge-0/1/0 {
classifiers {
ieee-802.1 cl dotlp;
}
rewrite-rules {
ieee-802.1 rw dotlp;
}
}
ge-0/2/0 {
scheduler-map mbh;
unit 0 {
rewrite-rules {
exp rw_exp;

}
}
ge-0/2/1 {
scheduler-map mbh;
unit 0 {
rewrite-rules {
exXp rw_exp;

10. Configure classification for TDM and ATM Layer 2 circuits. In the configuration example, traffic
for TDM and ATM pseudowires goes to a default forwarding class. In an actual network, you
might need to configure a separate forwarding class with a high-priority queue.

The following configuration snippet shows the configuration of CoSon IMA group interfaces for
Router CSR1.3:

[edit]
class-of-service {
interfaces {
ds-0/0/0:1 {
unit 0 {
forwarding-class DEF;
}
}
el-0/0/1 {
unit 0 {
forwarding-class DEF;
}
}
el-0/0/10 {
unit 0 {
forwarding-class DEF;
}
}
at-0/0/16 {
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unit 0 {
forwarding-class DEF;

}

}

Configuring Class of Service on AG1, AG2, and AG3 Routers

To configure CoS on AG1, AG2, and AG3routers:

1. Configure forwardingclasses and assign each of the classes to one of eight possible queues.
Both network controltrafficand PTP (IEEE 1588v2) go to queue three by default. Forthe AG1.1
router, use the same configuration for classifiers and forwarding classes that you use onthe
routersin the CSRring.

2. Configure classifiers to map traffic code points to different forwarding classes atthe ingress UNI
and NNI. Forthe AG1.1router, use the same configuration for classifiers and forwarding classes
that you use on the routersin the CSR ring.

3. Configure rewrite rules to remark traffic with the right EXP and DSCP at the egress UNland NNI
according to the forwarding class on the UNIand NNI. Forthe AG1.1 router, use the
configuration for the exp rw_exp rewrite rule that you use onthe routersin the CSR ring.

4. Configure schedulers and scheduler mapsto define rules about how to manage traffic queues
for each of the forwarding classes. The following configuration snippet shows the schedulers
configuration for any AG routerin the sample topology (Figure 75).

ledit]
class-of-service ({
scheduler-maps {
moh {
forwarding-class X2 scheduler X2;
forwarding-class S1 scheduler S1;
forwarding-class OAM scheduler OAM;
forwarding-class network-control scheduler NC;
forwarding-class default scheduler DEF;
}
}
schedulers {
X2 {
transmit-rate percent 35;
buffer-size percent 35;
}
S1 {
transmit-rate percent 35;
buffer-size percent 35;
}
OBM {
transmit-rate percent 5;
shaping-rate percent 5;
buffer-size temporal 10k;
priority high;
}
NC {
transmit-rate percent 10;
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buffer-size percent 10;
priority strict-high;
}
DEF {
transmit-rate {
remainder;
}
buffer-size {
remainder;

}

}

5. Configure trafficshapers (optional—might be required if you use microwave lines in the access
segment).

6. Configure trafficcontrol profiles (optional—might be required if you define shapers).
7. Assign classifiers and rewrite rules to the UNIsand NNIs.

8. Attach schedulers or traffic control profiles to the UNIs.

9. Attach schedulers ortraffic control profiles to the NNIs.

The following configuration snippet shows the CoS interface configuration for Router AG1.1:

[edit]
class-of-service {
interfaces {
xe-0/0/0 {
scheduler-map mbh;
unit 1 {
classifiers {
exp cl exp;
}
rewrite-rules {
exp rw _exp;
}
}
unit 2 {
classifiers {
exp cl exp;
}
rewrite-rules {
exp rw_exp;
}
}
}
xe-0/0/2 |
scheduler-map mbh;
unit 0 {
classifiers {
exp cl exp;
}
rewrite-rules {
exp rw _exp;

}
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}
ge-1/0/2 {
scheduler-map mbh;
unit 0 {
classifiers {
exp cl exp;
}
rewrite-rules {
exXp rw_exp;

}

}

10. Configure classification for TDM and ATM Layer 2 circuits. In the configuration example, traffic
for TDM and ATM pseudowires goes to a default forwarding class. In an actual network, you
might need to configure a separate forwarding class with a high-priority queue.

The following configuration snippet shows the TDM interfaces configuration for Router AG1.1:

[edit]
class-of-service {
interfaces {
ds-1/2/5:1 {
unit 0 {
forwarding-class DEF;
}
}
el-1/2/6 {
unit 0 {
forwarding-class DEF;
}
}
el-1/2/10 {
unit 0 {
forwarding-class DEF;

}

}
The following configuration snippet shows the ATM interfaces configuration for Router AG2.1:

[edit]
class—-of-service {
interfaces {
at-1/2/0 {
unit 0 {
forwarding-class DEF;

}

11. Verify the configuration of CoS;issue the show interface interface-name extensive command. Specify
the core or customer-facinginterfaces for the interface-name option.
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