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About This Guide

Use this guide to configure Network Address Translation (NAT) functionality for translating IP addresses
in Juniper Networks devices.
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Overview

IN THIS CHAPTER

NAT Overview | 2
NAT Configuration Overview | 8




NAT Overview

IN THIS SECTION

Introduction to NAT | 2
Understanding NAT Rule Sets and Rules | 3

Additional Platform Information | 6

Network Address Translation (NAT) is a mechanism to translate the IP address of a computer or group of
computers into a single public address when the packets are sent out to the Internet. By translating the
IP address, only one IP address is publicized to the outside network. Since only one IP address is visible
to the outside world, NAT provides additional security and it can have only one public address for the
entire network instead of having multiple IP addresses.

Use Feature Explorer to confirm platform and release support for specific features. "Additional
platforms" on page 6 might be supported.

Introduction to NAT

Network Address Translation (NAT) is a method for modifying or translating network address
information in packet headers. Either or both source and destination addresses in a packet may be
translated. NAT can include the translation of port numbers as well as IP addresses.

NAT is described in RFC 1631 to solve IP (version 4) address depletion problems. Since then, NAT has
been found to be a useful tool for firewalls, traffic redirect, load sharing, network migrations, and so on.

The following types of NAT are supported on Juniper Networks devices:
e Static NAT

e Destination NAT

e Source NAT

SRX Series Firewalls perform both policy lookup and service lookup based on the translated destination
port.


https://apps.juniper.net/feature-explorer/

You can use the NAT Wizard to perform basic NAT configuration. To perform more advanced
configuration, use the J-Web interface or the CLI.

SEE ALSO

Source NAT | 32
Destination NAT | 151
Static NAT | 183

Understanding NAT Rule Sets and Rules

IN THIS SECTION

NAT Rule Sets | 3
NAT Rules | 4
Rule Processing | 5

NAT Rule Capacity | 6

NAT processing centers on the evaluation of NAT rule sets and rules. A rule set determines the overall
direction of the traffic to be processed. For example, a rule set can select traffic from a particular
interface or to a specific zone. A rule set can contain multiple rules. Once a rule set is found that
matches specific traffic, each rule in the rule set is evaluated for a match. Each rule in the rule set further
specifies the traffic to be matched and the action to be taken when traffic matches the rule.

This topic includes the following sections:

NAT Rule Sets

A rule set specifies a general set of matching conditions for traffic. For static NAT and destination NAT,
a rule set specifies one of the following:

e Source interface
e Source zone

e Source routing instance



For source NAT rule sets, you configure both source and destination conditions:
e Source interface, zone, or routing instance
o Destination interface, zone, or routing instance

It is possible for a packet to match more than one rule set; in this case, the rule set with the more
specific match is used. An interface match is considered more specific than a zone match, which is more
specific than a routing instance match. If a packet matches both a destination NAT rule set that specifies
a source zone and a destination NAT rule set that specifies a source interface, the rule set that specifies
the source interface is the more specific match.

Source NAT rule set matching is more complex because you specify both source and destination
conditions in a source NAT rule set. In the case where a packet matches more than one source NAT rule
set, the rule set chosen is based on the following source/destination conditions (in order of priority):

1. Source interface/destination interface

2. Source zone/destination interface

3. Source routing instance/destination interface

4. Source interface/destination zone

5. Source zone/destination zone

6. Source routing instance/destination zone

7. Source interface/destination routing instance

8. Source zone/destination routing instance

9. Source routing instance/destination routing instance

For example, you can configure rule set A, which specifies a source interface and a destination zone, and
rule set B, which specifies a source zone and a destination interface. If a packet matches both rule sets,
rule set B is the more specific match.

You cannot specify the same source and destination conditions for source NAT rule sets.

NAT Rules

Once a rule set that matches the traffic has been found, each rule in the rule set is evaluated in order for
a match. NAT rules can match on the following packet information:

e Source and destination address

e Source port (for source and static NAT only)



e Destination port

The first rule in the rule set that matches the traffic is used. If a packet matches a rule in a rule set during

session establishment, traffic is processed according to the action specified by that rule.

You can use the show security nat source rule and show security nat destination rule and the show

security nat static rule commands to view the number of sessions for a specific rule.

Rule Processing

The NAT type determines the order in which NAT rules are processed. During the first packet
processing for a flow, NAT rules are applied in the following order:

1. Static NAT rules
2. Destination NAT rules
3. Route lookup

4. Security policy lookup

5. Reverse mapping of static NAT rules

6. Source NAT rules

Figure 1 on page 5 illustrates the order for NAT rule processing.

Figure 1: NAT Rule Processing
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Static NAT and destination NAT rules are processed before route and security policy lookup. Static NAT
rules take precedence over destination NAT rules. Reverse mapping of static NAT rules takes place after
route and security policy lookup and takes precedence over source NAT rules. Source NAT rules are
processed after route and security policy lookup and after reverse mapping of static NAT rules.

The configuration of rules and rule sets is basically the same for each type of NAT—source, destination,
or static. But because both destination and static NAT are processed before route lookup, you cannot
specify the destination zone, interface or routing instance in the rule set.

NAT Rule Capacity

The NAT rule capacity requirement depends on the SRX Series Firewall and the Junos OS release.

The restriction on the number of rules per rule set is a device-wide limitation on how many rules a
device can support. This restriction is provided to help you better plan and configure the NAT rules for
the device.

For memory consumption, there is no guarantee to support these numbers (maximum source rule or rule
set + maximum destination rule or rule set + maximum static rule or rule-set).

The NAT rule capacity requirement depends on the SRX Series Firewall and the Junos OS release.

Use Feature Explorer to confirm platform and release support for specific features. Additional platforms
may be supported.

See the "Additional Platform Information" on page 6 section for more information.

Additional Platform Information

Use Feature Explorer to confirm platform and release support for specific features. Additional platforms
may be supported.

NAT Rule SRX300 SRX340 SRX1500 SRX2300, SRX4600 SRX4700
Type SRX320 SRX345 SRX1600 SRX4120 SRX5400

SRX4100 SRX5600

SRX4200 SRX5800

Source NAT 1024 2048 8192 20,480 30,720 51200
rule


https://apps.juniper.net/feature-explorer/
https://apps.juniper.net/feature-explorer/

(Continued)

NAT Rule
Type

Destination
NAT rule

Static NAT
rule

Objects

SRX300
SRX320

1024

1024

Total NAT rule sets per

system

Total NAT rules per rule set

Platform

VvSRX small VSRX-2CPU-4G

SRX1600

SRX2300, SRX4120

SRX4300

VSRX XL VSRX-17CPU-32G

SRX4700

SRX5000 line of devices

SRX340
SRX345

2048

2048

SRX1600

SRX1500
SRX1600

8192

8192

SRX2300, SRX4120

10,000

10,000

SRX2300,
SRX4120
SRX4100
SRX4200

20,480

20,480

SRX4600
SRX5400
SRX5600
SRX5800

30,720

30,720

SRX4600
SRX5400
SRX5600
SRX5800

30,720

30,720

SRX4700
51200
51200

SRX4700

51200

51200

Number of IPs supported with OL

16

16

64

128

128



Change History Table

Feature support is determined by the platform and release you are using. Use Feature Explorer to
determine if a feature is supported on your platform.

Release @ Description

19.3R1 Starting from Junos OS Release 19.3R1, SRX5000 line devices with SRX5K-SPC3 card, SRX4100,
SRX4200, and vSRX Virtual Firewall instances support NAT features such as source NAT, destination
NAT, and static NAT for both IPv4 and IPvé traffic in PowerMode IPsec (PMI) mode. NATé64 is not
supported in PMI mode. However, NAT64 works properly in normal mode, when PMl is enabled.

NAT Configuration Overview

IN THIS SECTION

Configuring NAT Using the NAT Wizard | 8
Example: Configuring NAT for Multiple ISPs | 9
Configuring Proxy ARP for NAT (CLI Procedure) | 25
Configuring NAT trace options | 25

Monitoring NAT Incoming Table Information | 27

Monitoring Interface NAT Port Information | 29

This topic describes how to configure Network Address Translation (NAT) and multiple ISPs. Also, this
topic helps to verify the NAT traffic by configuring the trace options and monitoring NAT table.

Configuring NAT Using the NAT Wizard

You can use the NAT Wizard to perform basic NAT configuration. To perform more advanced
configuration, use the J-Web interface or the CLI.

To configure NAT using the NAT Wizard:

1. Select Configure>Tasks>Configure NAT in the J-Web interface.
2. Click the Launch NAT Wizard button.


https://apps.juniper.net/feature-explorer/

3. Follow the wizard prompts.

The upper-left area of the wizard page shows where you are in the configuration process. The lower-left
area of the page shows field-sensitive help. When you click a link under the Resources heading, the
document opens in your browser. If the document opens in a new tab, be sure to close only the tab (not
the browser window) when you close the document.

Example: Configuring NAT for Multiple ISPs

IN THIS SECTION

Requirements | 9
Overview | 9
Configuration | 10

Verification | 24

This example shows how to configure a Juniper Networks device for address translation of multiple ISPs.

Requirements
Before you begin:
1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

In this example, you can configure an SRX Series Firewall by connecting the LAN to the Internet by using
NAT feature through two ISP connections. In this configuration, trust is the security zone for the private
address space and the two untrust security zones for the public address space are used to connect from
LAN to the two ISPs and vice versa. The example is a combination of source NAT rules to connect to
Internet from the LAN, and destination and static NAT rules to connect to the LAN from Internet.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

Configuration

IN THIS SECTION

Configuring NAT for Multiple ISPs | 10

Configuring NAT for Multiple ISPs

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any

line breaks, change any details necessary to match your network configuration, copy and paste the

commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set
set
set
set
set
set
set
set
set
set
set
set
set
set
any
set

routing-instances
routing-instances
routing-instances
routing-instances
routing-instances
routing-instances
routing-instances

routing-instances

routing-options
routing-options
routing-options
routing-options

routing-options

isp1
isp1
isp1
isp1
isp2
isp2
isp2
isp2

routing-options static route

routing-options static route

instance-type virtual-router
interface ge-0/0/2.
routing-options static route

0

instance-type virtual-router
interface ge-0/0/3.
routing-options static route

0

interface-routes rib-group inet isp

static route 10.0.0.0/8 next-hop 10

rib-groups isp import-rib
rib-groups isp import-rib
rib-groups isp import-rib

security policies from-zone trust to-zone

security policies from-zone

address any

set security policies from-zone
set security policies from-zone

set security policies from-zone

any

set security policies from-zone

address any

set security policies from-zone

set security policies from-zone

trust to-zone

trust to-zone
trust to-zone
trust to-zone

trust to-zone

trust to-zone

trust to-zone

inet.o
ispl.inet.o0
isp2.inet.0

untrust1 policy
untrust1 policy
untrust1 policy
untrust1 policy
untrust2 policy

untrust2 policy

untrust2 policy
untrust2 policy

.0.21.254

tr-untri-pol
tr-untri-pol
tr-untri-pol
tr-untri-pol
tr-untr2-pol

tr-untr2-pol

tr-untr2-pol
tr-untr2-pol

10.0.0.0/8 next-table inet.0
0.0.0.0/0 next-hop 192.0.2.20

10.0.0.0/8 next-table inet.0
0.0.0.0/0 next-hop 198.51.100.251

match source-address
match destination-
match application any
then permit

match source-address

match destination-

match application any
then permit



set security policies from-zone
address any

set security policies from-zone
destination-address any

set security policies from-zone
application any

set security policies from-zone
set security policies from-zone
address any

set security policies from-zone
destination-address any

set security policies from-zone
application any

set security policies from-zone
set security policies from-zone
any

set security policies from-zone
address ftp-ser

set security policies from-zone
address telnet-ser
set security policies from-zone
junos-ftp

set security policies from-zone
junos-telnet

set security policies from-zone
set security policies from-zone
any

set security policies from-zone
address 10.171.9.23/32

set security policies from-zone
address http-ser

set security policies from-zone
address 10.103.12.0/24

set security policies from-zone
junos-http

set security policies from-zone
junos-icmp-all

set security policies from-zone
junos-dhcp-server

set security policies from-zone

set security nat source pool pool_1 address 192.0.2.40/32 to 192.0.2.190/32

untrusti

untrusti

untrusti

untrusti

untrust2

untrust2

untrust2

untrust2

untrusti

untrusti

untrusti

untrusti

untrusti

untrusti

untrust2

untrust2

untrust2

untrust2

untrust2

untrust2

untrust2

untrust2

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

untrust2

untrust2

untrust2

untrust2

untrust1

untrust1

untrust1

untrust1
trust policy

trust policy

trust policy

trust policy

trust policy

trust policy
trust policy

trust policy

trust policy
trust policy
trust policy
trust

policy

trust policy

policy

policy

policy

policy
policy

policy

policy

policy

untri-tr-pol

untri-tr-pol

untri-tr-pol

untri-tr-pol

untri-tr-pol

untri-tr-pol
untr2-tr-pol

untr2-tr-pol

untr2-tr-pol

untr2-tr-pol

untr2-tr-pol

untr2-tr-pol

untr2-tr-pol

to-zone trust policy untr2-tr-pol

set security nat source pool pool_2 address 192.0.2.250/32
set security nat source pool pool_3 address 198.51.100.20/32 to 198.51.100.30/32

untri-untr2-pol

untri-untr2-pol

untri-untr2-pol

untri-untr2-pol
untr2-untri-pol

untr2-untri-pol

untr2-untri-pol

untr2-untri-pol

match source-

match

match

then reject
match source-

match

match

then reject

match source-address

match destination-
match destination-
match application

match application

then permit
match source-address

match destination-

match destination-

match destination-

match application

match application

match application

then permit



set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
192.
set
set
set
set
set
set
set
set
set
192.
set
set

security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security
security

security

nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat

source
source
source
source
source
source
source
source
source
source
source
source
source
source
source
source
source
source

address-persistent

pool-utilization-alarm raise-threshold 90

pool-utilization-alarm clear-threshold 80

rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set

destination pool

destination pool

nat destination pool

nat destination pool

nat destination pool

nat destination pool

nat destination pool

nat destination pool

nat destination pool

nat destination pool

nat destination
nat destination

168.0.10/32

security
security
security
security
security
security
security
security

security

nat destination rule

nat destination rule

nat destination rule

nat destination rule

nat destination rule

nat destination rule

nat destination rule

nat destination rule

nat destination rule

168.4.171/32

security nat destination rule

security nat destination rule

SR_SET_1
SR_SET_1
SR_SET_1
SR_SET_1
SR_SET_1
SR_SET_1
SR_SET_1
SR_SET_1
SR_SET_1
SR_SET_2
SR_SET_2
SR_SET_2
SR_SET_2
SR_SET_2
SR_SET_2
dppol_1
dppol_1
dppol_2
dppol_2
dppol_3
dppol_3
dppol_4
dppol_4
dppol_5
dppol_5

from zone trust

to zone untrust1

rule
rule
rule
rule
rule
rule
rule

from

rulel
rulel
rulel
ruleil
rule2
rule2
rule2

match source-address 10.11.0.0/16
match source-address 10.147.0.0/16
match destination-address 0.0.0.0/0
then source-nat pool pool_1

match source-address 10.148.1.0/27
match destination-address 0.0.0.0/0
then source-nat interface

zone trust

to zone untrust2

rule rule3 match source-address 10.140.21.0/27
rule rule3 then source-nat pool pool_3

rule rule4 match source-address 10.150.45.0/24
rule rule4 then source-nat off

addr
addr
addr
addr
addr
addr
addr
addr
addr
addr

rule-set DR_SET1
rule-set DR_SET1

-set DR_SET1
-set DR_SET1
-set DR_SET1
-set DR_SET1
-set DR_SET2
-set DR_SET2
-set DR_SET2
-set DR_SET2
-set DR_SET2

-set DR_SET2
-set DR_SET2

ess 10.101.1.10/32
ess port 21

ess 10.101.1.11/32
ess port 2101

ess 10.103.12.251/32
ess port 23

ess 10.103.12.241/32
ess port 23

ess 10.103.1.11/32
ess port 22

from routing-instance isp1

rule rulel match destination-address

rule rulel match destination-port 7230

rule rulel then destination-nat pool dppol_1
rule rule2 match destination-address 192.169.1.0/24
rule rule2 then destination-nat pool dppol_2

from

routing-instance isp2

rule rule3 match destination-address 192.168.2.2/32
rule rule3 match destination-port 7351

rule rule3 then destination-nat pool dppol_3

rule rule4 match destination-address

rule rule4 match destination-port 3451

rule rule4 then destination-nat pool dppol_4



set security nat static rule-set ST_SET1 from zone trust

set security nat static rule-set ST_SET1 rule rulel match destination-address 10.0.10.0/24
set security nat static rule-set ST_SET1 rule rulel then static-nat prefix 192.168.5.0/24

set security nat static rule-set ST_SET2 from routing-instance isp1

set security nat static rule-set ST_SET2 rule rule2 match destination-address 192.168.6.0/24
set security nat static rule-set ST_SET2 rule rule2 then static-nat prefix 10.107.30.0/24

set security nat static rule-set ST_SET2 rule rule3 match destination-address 192.168.0.10/32
set security nat static rule-set ST_SET2 rule rule3 then static-nat prefix 10.171.9.23/32

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode in the Junos OS CLI User
Guide.

1. Configure routing instances.

[edit ]

user@host# set routing-instances isp1 instance-type virtual-router

user@host# set routing-instances isp1 interface ge-0/0/2.0

user@host# set routing-instances isp1 routing-options static route 10.0.0.0/8 next-table
inet.0

user@host# set routing-instances isp1 routing-options static route 0.0.0.0/0 next-hop
192.0.2.20

user@host# set routing-instances isp2 instance-type virtual-router

user@host# set routing-instances isp2 interface ge-0/0/3.0

user@host# set routing-instances isp2 routing-options static route 10.0.0.0/8 next-table
inet.0

user@host# set routing-instances isp2 routing-options static route 0.0.0.0/0 next-hop
198.51.100.251

2. Configure rib groups and routing options.

[edit ]

user@host# set routing-options interface-routes rib-group inet isp
user@host# set routing-options static route 10.0.0.0/8 next-hop 10.0.21.254
user@host# set routing-options rib-groups isp import-rib inet.@

user@host# set routing-options rib-groups isp import-rib isp1.inet.0

user@host# set routing-options rib-groups isp import-rib isp2.inet.0



3. Configure security policies.

[edit security
user@host# set
user@host# set
any
user@host# set
user@host# set
user@host# set
user@host# set
any
user@host# set
user@host# set
user@host# set
address any

user@host# set

policies]
from-zone

from-zone

from-zone
from-zone
from-zone

from-zone

from-zone
from-zone

from-zone

trust
trust

trust
trust
trust
trust

trust
trust

to-
to-

to-
to-
to-
to-

to-
to-

zone
Zone

Zone
zone
Zone

zone

zone
Zone

untrusti

untrusti

untrusti
untrust1
untrust2

untrust2

untrust2

untrust2

policy
policy

policy
policy
policy
policy

policy
policy

tr-untri-pol
tr-untri-pol

tr-untri-pol
tr-untri-pol
tr-untr2-pol
tr-untr2-pol

tr-untr2-pol
tr-untr2-pol

match source-address any
match destination-address

match application any
then permit

match source-address any
match destination-address

match application any

then permit

untrust1 to-zone untrust2 policy untri-untr2-pol match source-

from-zone untrustl to-zone untrust2 policy untri-untr2-pol match destination-

address anyfrom-zone untrust1l to-zone untrust2 policy untri-untr2-pol match destination-

address any

user@host# set from-zone untrustl to-zone untrust2 policy untri-untr2-pol match application

any
user@host# set
user@host# set
address any
user@host# set
address any
user@host# set
any
user@host# set
user@host# set
user@host# set
ftp-ser
user@host# set
telnet-ser
user@host# set
ftp
user@host#

telnet

set
user@host# set
user@host# set
user@host# set
10.171.9.23/32

user@host# set

from-zone

from-zone

from-zone

from-zone

from-zone

from-zone

from-zone

from-zone

from-zone

from-zone

from-zone

from-zone

from-zone

from-zone

untrusti
untrust2

untrust2

untrust2

untrust2

untrusti

untrusti

untrusti

untrusti

untrusti

untrusti

untrust2

untrust2

untrust2

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

to-zone

untrust2 policy untri-untr2-pol then reject

untrustl policy untr2-untri-pol match source-

untrust1 policy untr2-untri-pol match destination-

untrust1 policy untr2-untri-pol match application

untrust1 policy untr2-untri-pol then reject

trust
trust

trust

trust

trust

trust

trust

trust

trust

policy
policy

policy
policy
policy
policy
policy

policy

policy

untri-tr-pol
untri-tr-pol

untri-tr-pol
untri-tr-pol
untri-tr-pol
untri-tr-pol
untr2-tr-pol

untr2-tr-pol

untr2-tr-pol

match source-address any
match destination-address

match destination-address
match application junos-

match application junos-

then permit

match source-address any

match destination-address

match destination-address



http-ser

user@host# set from-zone untrust2 to-zone

10.103.12.0/24

user@host# set from-zone untrust2 to-zone

http

user@host# set from-zone untrust2 to-zone

icmp-all

user@host# set from-zone untrust2 to-zone

dhcp-server

user@host# set from-zone untrust2 to-zone

4. Configure source NAT pools and rules.

[edit security nat]

user@host# set source pool pool_1 address
user@host# set source pool pool_2 address
user@host# set source pool pool_3 address

user@host# set source address-persistent

trust policy untr2-tr-pol match destination-address

trust policy untr2-tr-pol match application junos-

trust policy untr2-tr-pol match application junos-

trust policy untr2-tr-pol match application junos-

trust policy untr2-tr-pol then permit

192.0.2.40/32 to 192.0.2.190/32
192.0.2.250/32
198.51.100.20/32 to 198.51.100.30/32

user@host# set source pool-utilization-alarm raise-threshold 90

user@host# set source pool-utilization-alarm clear-threshold 80
SR_SET_1 from zone trust
SR_SET_1 to zone untrustl

user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set
user@host# set source rule-set

user@host# set source rule-set

SR_SET_1 rule
SR_SET_1 rule
SR_SET_1 rule
SR_SET_1 rule
SR_SET_1 rule
SR_SET_1 rule
SR_SET_1 rule
SR_SET_2 from

rulel
ruleil
rulel
ruleil
rule2
rule2
rule2

match source-address 10.11.0.0/16
match source-address 10.147.0.0/16
match destination-address 0.0.0.0/0
then source-nat pool pool_1

match source-address 10.148.1.0/27
match destination-address 0.0.0.0/0
then source-nat interface

zone trust

SR_SET_2 to zone untrust2

SR_SET_2 rule rule3 match source-address 10.140.21.0/27
SR_SET_2 rule rule3 then source-nat pool pool_3
SR_SET_2 rule rule4 match source-address 10.150.45.0/24
SR_SET_2 rule rule4 then source-nat off

5. Configure destination NAT pools and rules.

[edit security nat]
user@host#set destination pool
user@hostiset destination pool

dppol_1 address 10.101.1.10/32
dppol_1 address port 21



user@hosti#set destination pool dppol_2 address 10.101.1.11/32

user@hosti#set destination pool dppol_2 address port 2101

user@hostitset destination pool dppol_3 address 10.103.12.251/32

user@host#set destination pool dppol_3 address port 23

user@hostitset destination pool dppol_4 address 10.103.12.241/32

user@host#set destination pool dppol_4 address port 23

user@hostiset destination pool dppol_5 address 10.103.1.11/32

user@host#set destination pool dppol_5 address port 22

user@host#set destination rule-set DR_SET1 from routing-instance isp1

user@hostitset destination rule-set DR_SET1 rule rulel match destination-address
192.168.0.10/32

user@host#set destination rule-set DR_SET1 rule rulel match destination-port 7230
user@hostitset destination rule-set DR_SET1 rule rulel then destination-nat pool dppol_1
user@hostitset destination rule-set DR_SET1 rule rule2 match destination-address 192.169.1.0/24
user@hostitset destination rule-set DR_SET1 rule rule2 then destination-nat pool dppol_2
user@hostitset destination rule-set DR_SET2 from routing-instance isp2

user@hosti#set destination rule-set DR_SET2 rule rule3 match destination-address 192.168.2.2/32
user@host#set destination rule-set DR_SET2 rule rule3 match destination-port 7351
user@hostitset destination rule-set DR_SET2 rule rule3 then destination-nat pool dppol_3
user@hostitset destination rule-set DR_SET2 rule rule4 match destination-address
192.168.4.171/32

user@hosti#set destination rule-set DR_SET2 rule rule4 match destination-port 3451

user@hostitset destination rule-set DR_SET2 rule rule4 then destination-nat pool dppol_4

6. Configure static NAT rules.

[edit security nat]

user@hosti#set static rule-set ST_SET1 from zone trust

user@hostitset static rule-set ST_SET1 rule rulel match destination-address 10.0.10.0/24
user@hostitset static rule-set ST_SET1 rule rulel then static-nat prefix 192.168.5.0/24
user@hostitset static rule-set ST_SET2 from routing-instance isp1

user@hosti#set static rule-set ST_SET2 rule rule2 match destination-address 192.168.6.0/24
user@hostitset static rule-set ST_SET2 rule rule2 then static-nat prefix 10.107.30.0/24
user@hosti#set static rule-set ST_SET2 rule rule3 match destination-address 192.168.7.2/32
user@hostitset static rule-set ST_SET2 rule rule3 then static-nat prefix 10.171.9.23/32



Results

From configuration mode, confirm your configuration by entering show configuration command. If the
output does not display the intended configuration, repeat the configuration instructions in this example

to correct it.

user@host# show configuration routing-intances
routing-instances {
isp1 {

instance-type virtual-router;

interface ge-0/0/2.0;

routing-options {

static {

route 10.0.0.0/8 next-table inet.0;
route 0.0.0.0/0 next-hop 192.0.2.20;

}
}
}
isp2 {
instance-type virtual-router;
interface ge-0/0/3.0;
routing-options {
static {
route 10.0.0.0/8 next-table inet.0;
route 0.0.0.0/0 next-hop 198.51.100.251;
}
}
}

user@host# show configuration routing-options
routing-options {
interface-routes {
rib-group inet isp;
}
static {
route 10.0.0.0/8 next-hop 10.0.21.254;



rib-groups {
isp {
import-rib [ ispl.inet.@ isp2.inet.0 1;

user@host# show configuration policies
policies {
from-zone trust to-zone untrustl {
policy tr-untri-pol {
match {
source-address any;
destination-address any;

application any;

}

then {
permit;

}

}
from-zone trust to-zone untrust2 {
policy tr-untr2-pol {
match {
source-address any;
destination-address any;

application any;

}

then {
permit;

}

}
from-zone untrustl to-zone untrust2 {
policy untril-untr2-pol {
match {
source-address any;
destination-address any;
application any;
}
then {



reject;

}
from-zone untrust2 to-zone untrustl {
policy untr2-untri-pol {
match {
source-address any;
destination-address any;

application any;

}

then {
reject;

}

}
from-zone untrustl to-zone trust {
policy untri-tr-pol {
match {
source-address any;
destination-address [ ftp-ser telnet-ser 1;

application [ junos-ftp junos-telnet I;

}

then {
permit;

}

}
from-zone untrust2 to-zone trust {
policy untr2-tr-pol {
match {
source-address any;
destination-address [ 10.171.9.23/32 http-ser 10.103.12.0/24 1;

application [ junos-http junos-icmp-all junos-dhcp-server 1;

}

then {
permit;

}



user@host# show configuration security nat
security {
nat {
source {
pool pool_1 {
address {
192.0.2.40/32 to 192.0.2.190/32;

}
pool pool_2 {
address {
192.0.2.250/32;

}
pool pool_3 {
address {
198.51.100.20/32 to 198.51.100.30/32;

}
address-persistent;
pool-utilization-alarm raise-threshold 90 clear-threshold 80;
rule-set SR_SET_1 {
from zone trust;
to zone untrusti;
rule rulel {
match {
source-address [ 10.11.0.0/16 10.147.0.0/16 1;
destination-address 0.0.0.0/0;

}
then {
source-nat {
pool {
pool_1;
}
}
}

3

rule rule2 {



match {
source-address 10.148.1.0/27;
destination-address 0.0.0.0/0;

}
then {
source-nat {
interface;
}
}

}
rule-set SR_SET_2 {
from zone trust;
to zone untrust2;
rule rule3 {
match {
source-address 10.140.21.0/27;
}
then {
source-nat {
pool {
pool_3;

}
rule rule4 {
match {
source-address 10.150.45.0/24;
}
then {
source-nat {
of f;

user@host# show configuration security nat

destination {



pool dppol_1 {
address 10.101.1.10/32 port 21;
}
pool dppol_2 {
address 10.101.1.11/32 port 2101;
}
pool dppol_3 {
address 10.103.12.251/32 port 23;
}
pool dppol_4 {
address 10.103.12.241/32 port 23;
}
pool dppol_5 {
address 10.103.1.11/32 port 22;
}
rule-set DR_SET1 {
from routing-instance ispl;
rule rulel {
match {
destination-address 192.168.0.10/32;
destination-port 7230;
}
then {
destination-nat pool dppol_1;

}
rule rule2 {
match {
destination-address 192.169.1.0/24;
}
then {
destination-nat pool dppol_2;

}
rule-set DR_SET2 {
from routing-instance isp2;
rule rule3 {
match {
destination-address 192.168.2.2/32;
destination-port 7351;
}
then {



destination-nat pool dppol_3;

}
}
rule rule4 {
match {
destination-address 192.168.4.171/32;
destination-port 3451;
}
then {
destination-nat pool dppol_4;
}
}

user@host# show configuration static nat
static {
rule-set ST_SET1 {
from zone trust;
rule rulel {
match {
destination-address 10.0.10.0/24;

}
then {

static-nat prefix 192.168.5.0/24;
}

}
rule-set ST_SET2 {
from routing-instance ispl;
rule rule2 {
match {
destination-address 192.168.6.0/24;

}
then {
static-nat prefix 10.107.30.0/24;
}
}
rule rule3 {
match {

destination-address 192.168.7.2/32;



}
then {
static-nat prefix 10.171.9.23/32;

If you are done configuring the device, enter conmit from configuration mode.

Verification
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Verifying Interfaces

Purpose

Verify that the interfaces are configured correctly.

Action

From operational mode, enter the following commands:
e show interfaces

e show zones

e show routing-instances

e show routing-options

e show policies

e show source nat

e show destination nat

e show static nat



Configuring Proxy ARP for NAT (CLI Procedure)

You use NAT proxy ARP functionality to configure proxy ARP entries for IP addresses that require either
source or destination NAT and that are in the same subnet as the ingress interface. On SRX Series
Firewalls, you must explicitly configure NAT proxy ARP.

When configuring NAT proxy ARP, you must specify the logical interface on which to configure proxy
ARP. Then you enter an address or address range.

The device performs proxy ARP for the following conditions:

e When addresses defined in the static NAT and source NAT pool are in the same subnet as that of the
ingress interface

e When addresses in the original destination address entry in the destination NAT rules are in the
same subnet as that of the ingress interface

user@host# set security nat proxy-arp interface fe-0/0/0.0 address 10.1.1.10 to 10.1.1.20

Configuring NAT trace options

IN THIS SECTION
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Purpose

The NAT trace options hierarchy configures trace file and flags for verification purposes.

SRX Series Firewalls have two main components: the Routing Engine (RE) and the Packet Forwarding
Engine (PFE). The PFE is divided into the ukernel portion and the real-time portion.

When a NAT configuration is committed, the configuration is first checked and validated on the RE.
After validation, the configuration is pushed to the PFE. The configuration is installed on the ukernel
PFE, then action is taken on each packet that matches NAT rules on the real-time PFE.



For verification, you can turn on flags individually to debug NAT functionality on the RE, ukernel PFE, or
real-time PFE:

e The nat-re flag records the trace of the NAT configuration validation on the RE and the configuration
push to the PFE.

e The nat-pfe flag records the trace of the NAT configuration installation on the ukernel PFE.
e The nat-rt flag records the trace of the NAT rule match, and subsequent action on the real-time PFE.

The trace data is written to /var/log/security-trace by default, and can be viewed using the command

show log security-trace.

If session logging has been enabled in the policy configurations on the device, the session logs will
include specific NAT details for each session. See Monitoring Security Policy Statistics for information
on how to enable session logging and Information Provided in Session Log Entries for SRX Series
Services Gateways for a description of information provided in session logs.

Action

To verify that NAT configurations are correctly updated to the device upon commit, and that the NAT
rule match and subsequent actions are correct, use the security nat traceoptions statement.

user@host# set security nat traceoptions flag all

user@host# set security nat traceoptions flag destination-nat-pfe
user@host# set security nat traceoptions flag destination-nat-re
user@host# set security nat traceoptions flag destination-nat-rti
user@host# set security nat traceoptions flag source-nat-pfe
user@host# set security nat traceoptions flag source-nat-re
user@host# set security nat traceoptions flag source-nat-rt
user@host# set security nat traceoptions flag static-nat-pfe
user@host# set security nat traceoptions flag static-nat-re
user@host# set security nat traceoptions flag static-nat-rt

To verify that NAT translations are being applied to the traffic, and to view individual traffic flow
processing with NAT translations, use both the security nat traceoptions command and the security flow
traceoptions command together. The commands are used together because the NAT trace, configured
using the security nat traceoptions command, is not recorded unless the flow traceoptions command is also
configured.


https://www.juniper.net/documentation/en_US/junos/topics/topic-map/security-flow-session-and-error-handling.html
https://www.juniper.net/documentation/en_US/junos/topics/topic-map/security-flow-session-and-error-handling.html

To filter a specific flow, you can define a packet filter and use it as a traceoption :

user@host# set security flow traceoptions packet-filter packet-filter

user@host# set security flow traceoptions packet-filter packet-filter apply-groups
user@host# set security flow traceoptions packet-filter packet-filter apply-groups-except
user@host# set security flow traceoptions packet-filter packet-filter destination-port
user@host# set security flow traceoptions packet-filter packet-filter destination-prefix
user@host# set security flow traceoptions packet-filter packet-filter interface
user@host# set security flow traceoptions packet-filter packet-filter protocol

user@host# set security flow traceoptions packet-filter packet-filter source-port

user@host# set security flow traceoptions packet-filter packet-filter source-prefix

To verify NAT traffic and to enable all traffic trace in data plane, use the traceoptions set security flow
traceoptions flag basic-datapath command, as shown in the following example using a simple packet filter:

user@host# set security flow traceoptions file filename

user@host# set security flow traceoptions flag basic-datapath

user@host# set security flow traceoptions packet-filter client-traffic source-prefixprefix
user@host# set security flow traceoptions packet-filter client-traffic destination-prefixprefix

user@host# set security nat traceoptions flag all

Monitoring NAT Incoming Table Information
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Action | 28

Purpose

View NAT table information.



Action

Select Monitor>NAT>Incoming Table in the J-Web user interface, or enter the following CLI command:

show security nat incoming-table

Table 1 on page 28 summarizes key output fields in the incoming table display.

Table 1: Summary of Key Incoming Table Output Fields

Field

Statistics

In use

Maximum

Entry allocation
failed

Incoming Table

Clear

Destination

Host

References

Timeout

Source-pool

Values

Number of entries in the NAT table.

Maximum number of entries possible in the NAT table.

Number of entries failed for allocation.

Destination IP address and port number.

Host IP address and port number that the destination IP address is mapped to.

Number of sessions referencing the entry.

Timeout, in seconds, of the entry in the NAT table.

Name of source pool where translation is allocated.



Monitoring Interface NAT Port Information
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Purpose

View port usage for an interface source pool information.

Action

To monitoring interface NAT port information, do one of the following:

e Select Monitor>Firewall/NAT>Interface NAT or Monitor>NAT>Interface NAT Ports in the J-Web
user interface or enter the CLI command show security nat interface-nat-ports.

Table 2 on page 29 summarizes key output fields in the interface NAT display.

Table 2: Summary of Key Interface NAT Output Fields

Field Values Additional Information

Interface NAT Summary Table

Pool Port pool index. -
Index

Total Total number of ports in a port pool. -
Ports

Single Number of ports allocated one at a time that are -
Ports in use.

Allocated



Table 2: Summary of Key Interface NAT Output Fields (Continued)

Field

Single
Ports
Available

Twin
Ports
Allocated

Twin
Ports
Available

Values

Number of ports allocated one at a time that are
free for use.

Number of ports allocated two at a time that are

in use.

Number of ports allocated two at a time that are
free for use.

Additional Information
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Configuring the NAT Session Hold Timeout and NAT Session Persistence Scan | 147
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Source NAT is most commonly used for translating private IP address to a public routable address to
communicate with the host. Source NAT changes the source address of the packets that pass through
the Router. A NAT pool is a set of addresses that are designed as a replacement for client IP addresses.
For more information, see the following topics:

Understanding Source NAT

IN THIS SECTION

Subscriber Port Utilization Alarm | 34

Source NAT is the translation of the source IP address of a packet leaving the Juniper Networks device.
Source NAT is used to allow hosts with private IP addresses to access a public network.

Source NAT allows connections to be initiated only for outgoing network connections—for example,
from a private network to the Internet. Source NAT is commonly used to perform the following
translations:

¢ Translate a single IP address to another address (for example, to provide a single device in a private
network with access to the Internet).

e Translate a contiguous block of addresses to another block of addresses of the same size.
¢ Translate a contiguous block of addresses to another block of addresses of smaller size.

¢ Translate a contiguous block of addresses to a single IP address or a smaller block of addresses using
port translation.

e Translate a contiguous block of addresses to the address of the egress interface.

Translation to the address of the egress interface does not require an address pool; all other source NAT
translations require configuration of an address pool. One-to-one and many-to-many translations for



address blocks of the same size do not require port translation because there is an available address in
the pool for every address that would be translated.

If the size of the address pool is smaller than the number of addresses that would be translated, either
the total number of concurrent addresses that can be translated is limited by the size of the address pool
or port translation must be used. For example, if a block of 253 addresses is translated to an address
pool of 10 addresses, a maximum of 10 devices can be connected concurrently unless port translation is
used.

The following types of source NAT are supported:

e Translation of the original source IP address to the egress interface’s IP address (also called interface
NAT). Port address translation is always performed.

¢ Translation of the original source IP address to an IP address from a user-defined address pool
without port address translation. The association between the original source IP address to the
translated source IP address is dynamic. However, once there is an association, the same association
is used for the same original source IP address for new traffic that matches the same NAT rule.

e Translation of the original source IP address to an IP address from a user-defined address pool with
port address translation. The association between the original source IP address to the translated
source IP address is dynamic. Even if an association exists, the same original source IP address may
be translated to a different address for new traffic that matches the same NAT rule.

e Translation of the original source IP address to an IP address from a user-defined address pool by
shifting the IP addresses. This type of translation is one-to-one, static, and without port address
translation. If the original source IP address range is larger than the IP address range in the user-
defined pool, untranslated packets are dropped.

On the MX Series device, if you use the Source NAT on an aggregated multiservices (AMS) interface.
The service set command creates a separate entry for each AMS interface. Hence, the memory
utilization exhausts and if you configure an additional AMS interface results in configuration commit
error.

Subscriber Port Utilization Alarm

You can use Carrier Grade Network Address Translation (CGNAT) to monitor and manage port
utilization. Use the set secuirty nat source subscriber-pool-utilization-alarm to configure threshold limits to
receive notifications when port or port block usage exceeds the configured thresholds.

If a pool is configured as Port Block Allocation (PBA) and a subscriber uses more port blocks than the
threshold, a notification is generated.

For Deterministic NAT (DETNAT) pools, if a subscriber uses more ports than the threshold in the
allocated block, a notification is generated.



Dampening Interval

When the configured threshold limit is crossed, the system sends a RAISE_ALARM, followed by a
suppression period, during which no further alarms are sent.

Use the configurable timer to prevent system log or SNMP servers from being flooded with frequent
alarm notifications using the dampening-interval at [set secuirty nat source subscriber-pool-utilization-alarm]
hierarchy.

If the CLEAR_ALARM is not triggered, the suppression period continuous. If the CLEAR_ALARM is
received within the suppression period, the system logs will be removed from timer and CLEAR_ALARM
is sent.

For more information, see subscriber-pool-utilization-alarm and show security nat source port-block.

Understanding Central Point Architecture Enhancements for NAT

System session capacity and session ramp-up rate are limited by central point memory capacity and CPU
capacity. The following list describes the enhancements to NAT to improve performance:

e The central point architecture no longer supports central point sessions. Therefore, NAT needs to
maintain a NAT tracker to track the IP address or port allocation and usage. NAT tracker is a global
array for SPU session ID to NAT IP or port mapping that is used to manage NAT resources.

e By default, a NAT rule alarm and trap statistics counter update message is sent from the Services
Processing Unit (SPU) to the central point at intervals of 1 second instead of updating the statistics
based on each session trigger in the central point system.

e To support a specific NAT IP address or port allocated such that the 5-tuple hash after NAT is the
same as the original 5-tuple hash before NAT, select a NAT port that results in the same hash as the
original hash by the specific calculation. Hence, the forwarding session is reduced. When NAT is
used, the reverse wing is hashed to a different SPU. A forward session has to be installed to forward
reverse traffic to a session SPU. NAT tries to select a port that can be used by the hash algorithm to
make the reverse wing be hashed to the same SPU as the initial wing. So, both NAT performance and
throughput are improved with this approach.

¢ To improve NAT performance, IP shifting pool (non-PAT pool) management is moved from the central
point to the SPU so that all local NAT resources for that pool are managed locally instead of sending
the NAT request to the central point. Hence, IP address-shifting NAT pool connections per second
and throughput are improved.


https://www.juniper.net/documentation/us/en/software/junos/cli-reference/topics/ref/statement/subscriber-pool-utilization-alarm-edit-security-nat-source.html
https://www.juniper.net/documentation/us/en/software/junos/cli-reference/topics/ref/command/show-security-nat-source-port-block.html

Port Overflow Burst Mode

The port overflow burst mode allows you to use the ports beyond the allocated port blocks. You can

configure a burst pool with a range of ports in an IP address to be reserved for bursting.

There are primary and burst pool types, the device uses the burst pool once the subscribers reach the

limit configured in the primary pool.

Brust mode is supported on:

1. Deterministic NAT source NAT pool with PBA type burst pool.

2. Deterministic NAT source NAT pool with dynamic Network Address Port Translation (NAPT) type

burst pool.

3. Regular PBA source NAT pool with PBA type burst pool.

4. Regular PBA source NAT pool with dynamic NAPT type burst pool.

Table 3: Burst Mode Operations

NAT Type

Deterministic NAT source NAT
pool with PBA type burst pool

Deterministic NAT source NAT
pool with dynamic Network
Address Port Translation (NAPT)
type burst pool

Regular PBA source NAT pool with
PBA type burst pool

Regular PBA source NAT pool with
dynamic NAPT type burst pool

Before the Configured Port Block
Limit not Exceed

Port blocks from the primary
DetNAT pool are used.

Port blocks from the primary
DetNAT pool are used.

Port blocks from the primary PBA
pool are used.

Port blocks from the primary PBA
pool are used.

After the Configured Port Block
Limit not Exceed

Port block from the burst pool
configured in PBA.

Port block from the burst pool
configured in dynamic NAPT.

Port block from the burst pool
configured in PBA.

Port block from the burst pool
configured in dynamic NAPT.

PBA Burst Type Method—PBA supports APP and non-APP mode of operations.

o APP Mode—Ports are allocated from the primary pool. When then subscriber limit exceeds from

primary pool, if there are any available ports for the same IP address from the burst pool, then new

sessions are created.



e non-APP Mode—Ports are allocated from the primary pool. When subscriber limit exceeds from
primary pool, new sessions are created from the burst pool with any available IP address and port.

DetNAT Burst Type Method—Ports are allocated from the primary pool. If the same IP address from the
burst pool or all the available ports are not available from same IP address, then new session are created
with another IP address. If the burst pool is configured with a different IP from primary pool, uses
another IP from the burst pool.

Optimizing Source NAT Performance

IN THIS SECTION

Port Randomization Mode (Default) | 37
Round-Robin Mode | 37
Session Affinity Mode | 38

Source NAT can be optimized based on functionality and performance needs.

Port Randomization Mode (Default)

For pool-based source NAT and interface NAT, port randomization mode is enabled and used by default.

In this mode, the device selects IP addresses on a round-robin basis, and the port selection is random.
That is, when the device performs NAT translation it first chooses the IP address by round robin, then
chooses the port used for that IP address by randomization.

Although randomized port number allocation can provide protection from security threats such as DNS
poison attacks, it can also affect performance and memory usage due to the computations and NAT
table resources involved.

Round-Robin Mode

A less resource-intensive NAT translation method involves using only the round-robin allocation
method. Whereas randomization requires computational work for each assigned port, the round robin
method simply selects ports sequentially.



In this mode, the device selects both IP addresses and ports on a round-robin basis. That is, when the
device performs NAT translation it first chooses the IP address by round robin, then chooses the port
used for that IP address by round robin.

For example, if the source pool contains only one IP address:

¢ When the first packet of a flow arrives (creating a session), it is translated to IP1, port N. Subsequent
packets in that flow are allocated to the same IP/port.

¢ When the first packet of a new flow arrives, it is translated to IP1, port N+1, and so on.
If the source pool contains two IP addresses:

e When the first packet of a flow arrives (creating a session), it is translated to IP1, port X. Subsequent
packets in that flow are allocated to the same IP/port.

o When the first packet of a second flow arrives, it is translated to IP2, port X.
e When the first packet of a third flow arrives, it is translated to IP1, port X+1.

e With the first packets of a fourth flow arrives, it is translated to IP2, port X+1, and so on.

Configuration

Round-robin mode is enabled by default, however port randomization mode (also enabled) has higher
priority. To use round-robin mode, disable the higher-priority port randomization mode, as follows:

user@host# set security nat source port-randomization disable

To disable round-robin mode (and re-enable port randomization), delete the configuration statement, as
follows:

user@host# delete security nat source port-randomization disable

Session Affinity Mode

With the modes noted above, a given session is processed by the inbound SPU based on a 5-tuple
(source IP, dest IP, source port, dest port, protocol) hash. When NAT is involved, the 5-tuple hash will be
different for the outbound part of the session vs. the return part of the session. Therefore, the outbound
NAT session information may be located in one SPU, while the return (reverse) NAT session information
may be located in another SPU. The goal of session affinity mode is to maintain the forwarding session
information for both the outbound and return traffic on the same SPU.



In this mode, the device uses a “reverse NAT enhancement” translation algorithm for IP and port
selection, to improve performance for NAT sessions and throughput. The NAT module attempts to
select an IP address and port that can be used with the hash algorithm to ensure the selected SPU for
the outbound and return flow elements can be identical.

Configuration

Session affinity mode is enabled by default, however both port randomization and round-robin modes
(also enabled) have higher priority. To use session affinity mode, disable both port randomization and
round-robin modes, as follows:

user@host# set security nat source port-randomization disable
user@host# set security nat source port-round-robin disable

To disable session affinity mode, and re-enable either round-robin or port randomization mode, delete
one or both of the configuration statements, as follows:

user@host# delete security nat source port-round-robin disable
user@host# delete security nat source port-randomization disable

Usage Notes

Notes and guidelines for session affinity mode include:
e Use large NAT port pools whenever possible (see Security Considerations below)

o The algorithm chooses a port from within the configured port range. If no port is available, the NAT
port will be allocated based on random selection.

e Static NAT and destination NAT cannot use affinity mode.

Security Considerations

Although session affinity improves performance by consolidating forwarding sessions, it decreases
security to some degree since the algorithm selects the IP address and port based on a pre-defined
algorithm with specific parameters, instead of pure randomization. That said, the fact there are typically
multiple eligible ports for the algorithm to choose from and so there is still some degree of
randomization.

The best way to mitigate the security risk is to ensure the source port number used is less predictable.
That is, the larger the NAT pool resource range from which ephemeral ports are selected, the smaller the



chances of an attacker guessing the selected port number. Given this, it is recommended to configure
large NAT port pools whenever possible.

Monitoring Source NAT Information

IN THIS SECTION

Purpose | 40
Action | 40

Purpose

Display configured information about source Network Address Translation (NAT) rules, pools, persistent
NAT, and paired addresses.

Action

Select Monitor>NAT>Source NAT in the J-Web user interface, or enter the following CLI commands:
o show security nat source summary

o show security nat source pool poo/-name

e show security nat source persistent-nat-table

¢ show security nat source paired-address

Table 4 on page 40 describes the available options for monitoring source NAT.

Table 4: Source NAT Monitoring Page

Field Description Action
Rules
Rule-set Name of the rule set. Select all rule sets or a specific rule set to display

Name from the list.



Table 4: Source NAT Monitoring Page (Continued)

Field

Total
rules

Name

From

To

Source
address
range

Destinati
on
address
range

Source
ports

Ip
protocol

Action

Persistent
NAT type

Description

Number of rules configured.

Rule ID number.

Name of the rule .

Name of the routing instance/zone/interface
from which the packet flows.

Name of the routing instance/zone/interface to
which the packet flows.

Source IP address range in the source pool.

Destination IP address range in the source pool.

Source port numbers.

IP protocol.

Action taken for a packet that matches a rule.

Persistent NAT type.

Action



Table 4: Source NAT Monitoring Page (Continued)

Field

Inactivity
timeout

Alarm
threshold

Max
session
number

Sessions
(Succ/
Failed/
Current)

Translatio
n Hits

Pools

Pool
Name

Total
Pools

Name

Description

Inactivity timeout interval for the persistent NAT
binding.

Utilization alarm threshold.

The maximum number of sessions.

Successful, failed, and current sessions.

e Succ-Number of successful session
installations after the NAT rule is matched.

e Failed-Number of unsuccessful session
installations after the NAT rule is matched.

e Current-Number of sessions that reference

the specified rule.

Number of times a translation in the translation
table is used for a source NAT rule.

The names of the pools.

Total pools added.

ID of the pool.

Name of the source pool.

Action

Select all pools or a specific pool to display from
the list.



Table 4: Source NAT Monitoring Page (Continued)

Field Description Action
Address IP address range in the source pool. -
range

Single/ Number of allocated single and twin ports. -
Twin

ports

Port Source port number in the pool. -

Address Displays the type of address assignment. -
assignme
nt

Alarm Utilization alarm threshold. -
threshold

Port Port overloading capacity. -
overloadi
ng factor

Routing Name of the routing instance. -
instance

Total Total IP address, IP address set, or address book -
addresses  entry.

Host Host base address of the original source IP -
address address range.
base

Translatio  Number of times a translation in the translation -
n hits table is used for source NAT.

Top 10 Translation Hits



Table 4: Source NAT Monitoring Page (Continued)

Field Description
Graph Displays the graph of top 10 translation hits.
Persistent NAT

Persistent NAT table statistics

binding Displays the total number of persistent NAT
total bindings for the FPC.

binding in  Number of persistent NAT bindings that are in
use use for the FPC.

enode Total number of persistent NAT enodes for the
total FPC.

enode in Number of persistent NAT enodes that are in
use use for the FPC.

Persistent NAT table

Source Name of the pool.

NAT pool

Internal Internal IP address.

IP

Internal Displays the internal ports configured in the
port system.

Internal Internal protocols .

protocol

Internal Internal transport IP address of the outgoing
IP session from internal to external.

Action

Select all pools or a specific pool to display from
the list.

Select all IP addresses or a specific IP address to
display from the list.

Select the port to display from the list.

Select all protocols or a specific protocol to
display from the list.



Table 4: Source NAT Monitoring Page (Continued)

Field

Internal
port

Internal
protocol

Reflective
IP

Reflective
port

Reflective
protocol

Source
NAT pool

Type

Left time/
Conf time

Current
session
num/Max
session
num

Source
NAT rule

Description

Internal transport port number of the outgoing
session from internal to external.

Internal protocol of the outgoing session from
internal to external.

Translated IP address of the source IP address.

Displays the translated number of the port.

Translated protocol.

Name of the source NAT pool where persistent
NAT is used.

Persistent NAT type.

Inactivity timeout period that remains and the
configured timeout value.

Number of current sessions associated with the
persistent NAT binding and the maximum
number of sessions.

Name of the source NAT rule to which this
persistent NAT binding applies.

External node table

Action



Table 4: Source NAT Monitoring Page (Continued)

Field Description

Internal Internal transport IP address of the outgoing

IP session from internal to external.

Internal Internal port number of the outgoing session

port from internal to external.

External External IP address of the outgoing session from

IP internal to external.

External External port of the outgoing session from

port internal to external.

Zone External zone of the outgoing session from
internal to external.

Paired Address

Pool Name of the pool.

name

Specified  IP address.

Address

Pool Displays the selected pool or pools.

name

Internal Displays the internal IP address.

address

External Displays the external IP address.

address

Resource Usage

Action

Select all pools or a specific pool to display from
the list.

Select all addresses, or select the internal or
external IP address to display, and enter the IP
address.



Table 4: Source NAT Monitoring Page (Continued)

Field

Description

Utilization for all source pools

Pool
name

Pool type

Port
overloadi
ng factor

Address

Used

Available

Total

Name of the pool.

Action

To view additional usage information for Port
Address Translation (PAT) pools, select a pool
name. The information displays under Detail
Port Utilization for Specified Pool.

Pool type: PAT or Non-PAT. -

Port overloading capacity for PAT pools. -

Addresses in the pool. -

Number of used resources in the pool. -

For Non-PAT pools, the number of used IP
addresses is displayed.

For PAT pools, the number of used ports is
displayed.

Number of available resources in the pool. -

For Non-PAT pools, the number of available IP
addresses is displayed.

For PAT pools, the number of available ports is
displayed.

Number of used and available resources in the -
pool.

For Non-PAT pools, the total number of used
and available IP addresses is displayed.

For PAT pools, the total number of used and
available ports is displayed.



Table 4: Source NAT Monitoring Page (Continued)

Field

Usage

Peak
usage

Description

Percent of resources used.

For Non-PAT pools, the percent of IP addresses
used is displayed.

For PAT pools, the percent of ports, including
single and twin ports, is displayed.

Percent of resources used during the peak date
and time.

Detail Port Utilization for Specified Pool

Address
Name

Factor-
Index

Port-
range

Used

Available

Total

Usage

IP addresses in the PAT pool.

Index number.

Displays the number of ports allocated at a time.

Displays the number of used ports.

Displays the number of available ports.

Displays the number of used and available ports.

Displays the percentage of ports used during the
peak date and time.

Action

Select the IP address for which you want to
display detailed usage information.



Monitor Subscriber Port Utilization Using Carrier Grade NAT

SUMMARY

Before you begin:

e Understand the guidelines for monitoring subscriber port utilization. Read Configure Port Block
Allocation Size.

You can configure threshold limits to monitor port utilization, by receiving notifications when port or
port block usage is exceeded. Both Port Block Allocation (PBA) and Deterministic NAT (DetNAT) modes
of deployment are supported.

The SNMP MIB objects are:

o jnxJsSrcNatSubThresholdStatus-The Source NAT subscriber threshold status trap
e jnxJsNatSubscriberlp-Subscriber IP address
e jnxJsSNAT-NAT MIB

The system log messages are:

e RT_SRC_NAT_SUBS_POOL_ALARM_DAMPENING
RT_NAT: RT_SRC_NAT_SUBS_POOL_ALARM_RAISE: Subscriber ip: 10.0.0.1, Source NAT pool: pool-name, Pool type: PBA,
threshold: 90%, current: 100%

e RT_SRC_NAT_SUBS_POOL_ALARM_CLEAR
RT_NAT: RT_SRC_NAT_SUBS_POOL_ALARM_CLEAR: Subscriber ip: 10.0.0.1, Source NAT pool: pool-name, Pool type: PBA,
threshold: 50%, current: 25%

o RT_SRC_NAT_SUBS_POOL_ALARM_RAISE
RT_NAT: RT_SRC_NAT_SUBS_POOL_ALARM_DAMPENING: Subscriber IP: 10.1.1.2, NAT pool: pool-name, threshold alarm

[raise, clear] suppressed for 2 times in last 10 seconds

1. Configure source NAT pool Poo/1 IP address with subnet, deterministic NAT block size and IP
address, alarm threshold, system log, SNMP trap, and timeout information.

user@host# set security nat source pool Pooll address 10.0.0.0/24
user@host# set security nat source pool Pooll port deterministic block-size 10000

user@host# set security nat source pool Pooll port deterministic host address 10.1.1.0/25


https://www.juniper.net/documentation/us/en/software/junos/nat/topics/topic-map/nat-security-source-and-source-pool.html#configure-port-block-allocation-size
https://www.juniper.net/documentation/us/en/software/junos/nat/topics/topic-map/nat-security-source-and-source-pool.html#configure-port-block-allocation-size
https://apps.juniper.net/mib-explorer/navigate?software=Junos%20OS&release=24.4R1&name=jnxJsSrcNatSubThresholdStatus&oid=1.3.6.1.4.1.2636.3.39.1.7.1.0.5
https://apps.juniper.net/mib-explorer/navigate?software=Junos%20OS&release=24.4R1&name=jnxJsNatSubscriberIp&oid=1.3.6.1.4.1.2636.3.39.1.7.1.2.10
https://apps.juniper.net/mib-explorer/navigate?software=Junos%20OS&release=24.4R1&name=jnxJsNatSubscriberIp&oid=1.3.6.1.4.1.2636.3.39.1.7.1.2.10
https://apps.juniper.net/syslog-explorer/?msg=RT_SRC_NAT_SUBS_POOL_ALARM_DAMPENING&sw=Junos%20OS&rel=24.4R1
https://apps.juniper.net/syslog-explorer/?msg=RT_SRC_NAT_SUBS_POOL_ALARM_CLEAR&sw=Junos%20OS&rel=24.4R1
https://apps.juniper.net/syslog-explorer/?msg=RT_SRC_NAT_SUBS_POOL_ALARM_RAISE&sw=Junos%20OS&rel=24.4R1

user@host#
user@host#

set
set

threshold 80

user@host#

set

threshold 60

user@host#
syslog
user@host#
trap
user@host#

set

set

set

security

security

security

security

security

security

nat source

nat source

nat source

nat source

nat source

pool
pool

pool

pool

pool

Pool1
Pool1

Pool1

Pool1

Pool1

nat source pool Pool1l

port deterministic

subscriber-pool-utilization-alarm raise-

subscriber-pool-utilization-alarm clear-

subscriber-pool-utilization-alarm log-type

subscriber-pool-utilization-alarm log-type snmp-

mapping-timeout 150

2. Configure source NAT pool Poo/2 P address with subnet, deterministic NAT block size and IP
address, alarm threshold, system log, SNMP trap, and timeout information.

user@host#
user@host#
user@host#
user@host#
user@host#
user@host#

user@host#

set
set
set
set
set
set

set

threshold 85

user@host#

set

threshold 55

user@host#
syslog
user@host#

trap

set

set

security
security
security
security
security
security

security

security

security

security

3. Configure subscriber pool

information.

user@host#
user@host#
user@host#
user@host#
user@host#

set
set
set
set
set

security
security
security
security

security

nat source
nat source
nat source
nat source
nat source
nat source
nat source

nat source

nat source

nat source

pool
pool
pool
pool
pool
pool
pool

pool

pool

pool

Pool2
Pool2
Pool2
Pool2
Pool2
Pool2
Pool2

Pool2

Pool2

Pool2

address 10.0.0.10/32

port range 2000

port range to 2010

port block-allocation block-size 5

port block-allocation maximum-blocks-per-host 2
port block-allocation

subscriber-pool-utilization-alarm raise-

subscriber-pool-utilization-alarm clear-

subscriber-pool-utilization-alarm log-type

subscriber-pool-utilization-alarm log-type snmp-

utilization alarm threshold, dampening interval, system log, and SNMP trap

nat source
nat source
nat source
nat source

nat source

subscriber-pool-utilization-alarm raise-threshold 90

subscriber-pool-utilization-alarm clear-threshold 50

subscriber-pool-utilization-alarm dampening-interval 5

subscriber-pool-utilization-alarm log-type syslog

subscriber-pool-utilization-alarm log-type snmp-trap



4. Configure NAT rules.

user@host# set security nat source rule-set snat_rule_setl rule snat_rulel match source-
address 20.1.1.0/24

user@host# set security nat source rule-set snat_rule_setl rule snat_rulel match destination-
address any-unicast

user@host# set security nat source rule-set snat_rule_setl rule snat_rulel then source-nat
pool Pool2

user@host# set security nat source rule-set snat_rule_setl rule snat_rulel then source-nat
mapping-type endpoint-independent

user@host# set security nat source rule-set snat_rule_setl rule snat_rulel then syslog
user@host# set security nat source rule-set snat_rule_setl rule snat_rulel

user@host# set security nat source rule-set snat_rule_setl match-direction input
5. Configure NAT traceoptions.
user@host# set security nat traceoptions file natTrace.log

user@host# set security nat traceoptions file size 1m

user@host# set security nat traceoptions flag all

6. Commit the configuration.

user@host# commit

7. Verify the output value for subscriber port utilization configuration.

user@host# run show security nat source pool Pooll

Pool name : Pooll

Pool id : 5

Routing instance : default

Port : [9000, 9003]
Port overloading : 1

Address assignment : no-paired

Total addresses 2 9
Translation hits : 8
Port block size s 1

Max blocks per host : 2
Active block timeout : 120



Last block recycle timeout : @

Interim logging interval : 0

PBA block log : Enable

Used/total port blocks: 0/4

Address range Single Ports  Twin Ports
10.0.0.0 - 10.0.0.0 0 0

Total used ports : 0 0

Source NAT Configuration Overview

The main configuration tasks for source NAT are as follows:

1. Configure an address pool or an interface NAT mapping of private addresses to the public address of
an egress interface.

For an address pool, also do the following:

a. Specify the name of the pool, the addresses or address ranges, the routing instance, and whether
to perform port address translation (PAT).

b. (Optional) Configure address pool options, such as overflow pool, IP address shifting, address
sharing, address pooling, and pool utilization alarms.

c. Configure NAT proxy ARP entries for IP addresses in the same subnet of the ingress interface.
2. (Optional) Configure the persistent address.

3. Configure source NAT rules that align with your network and security requirements.

Example: Configuring Source NAT for Egress Interface Translation

IN THIS SECTION

Requirements | 53
Overview | 53
Configuration | 55

Verification | 57



This example describes how to configure a source NAT mapping of private addresses to the public
address of an egress interface.

Requirements
Before you begin:
1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 2 on page 54, devices with private addresses in the trust zone

access a public network through the egress interface ge-0/0/0. For packets that enter the Juniper
Networks security device from the trust zone with a destination address in the untrust zone, the source
IP address is translated to the IP address of the egress interface.

No source NAT pool is required for source NAT using an egress interface. Proxy ARP does not need to
be configured for the egress interface.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html
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Figure 2: Source NAT Egress Interface Translation
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This example describes the following configurations:

e Source NAT rule set rs1 with a rule r1 to match any packet from the trust zone to the untrust zone.
For matching packets, the source address is translated to the IP address of the egress interface.

e Security policies to permit traffic from the trust zone to the untrust zone.

Configuration

IN THIS SECTION

Procedure | 55

Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat source rule-set rs1 from zone trust

set security nat source rule-set rs1 to zone untrust

set security nat source rule-set rs1 rule r1 match source-address 0.0.0.0/0

set security nat source rule-set rs1 rule r1 match destination-address 0.0.0.0/0

set security nat source rule-set rs1 rule r1 then source-nat interface

set security policies from-zone trust to-zone untrust policy internet-access match source-
address any

set security policies from-zone trust to-zone untrust policy internet-access match destination-
address any

set security policies from-zone trust to-zone untrust policy internet-access match application
any

set security policies from-zone trust to-zone untrust policy internet-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CLI Editor in Configuration Mode.



To configure a source NAT translation to an egress interface:

1. Create a source NAT rule set.

[edit security nat sourcel]
user@host# set rule-set rs1 from zone trust
user@host# set rule-set rs1 to zone untrust

2. Configure a rule that matches packets and translates the source address to the address of the egress

interface.

[edit security nat sourcel]
user@host# set rule-set rs1 rule r1 match source-address 0.0.0.0/0
user@host# set rule-set rs1 rule r1 match destination-address 0.0.0.0/0

user@host# set rule-set rs1 rule r1 then source-nat interface

3. Configure a security policy that allows traffic from the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]

user@host# set policy internet-access match source-address any destination-address any
application any

user@host# set policy internet-access then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

[edit]
user@host# show security nat
source {
rule-set rsi1 {
from zone trust;
to zone untrust;
rule r1 {
match {
source-address 0.0.0.0/0;
destination-address 0.0.0.0/0;



}
then {
source-nat {

interface;

}
user@host# show security policies
from-zone trust to-zone untrust {
policy internet-access {
match {
source-address any;
destination-address any;

application any;

}

then {
permit;

}

If you are done configuring the device, enter conmit from configuration mode.

Verification

IN THIS SECTION

Verifying Source NAT Rule Usage | 57
Verifying NAT Application to Traffic | 58

To confirm that the configuration is working properly, perform these tasks:

Verifying Source NAT Rule Usage

Purpose

Verify that there is traffic matching the source NAT rule.



Action

From operational mode, enter the show security nat source rule all command. View the Translation hits
field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

Example: Configuring Source NAT for Single Address Translation

IN THIS SECTION

Requirements | 58
Overview | 59
Configuration | 61

Verification | 64

This example describes how to configure a source NAT mapping of a single private address to a public
address.

Requirements
Before you begin:
1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 3 on page 60, a device with the private address 192.168.1.200 in

the trust zone accesses a public network. For packets sent by the device to a destination address in the
untrust zone, the Juniper Networks security device translates the source IP address to the public IP
address 203.0.113.200/32.



Figure 3: Source NAT Single Address Translation
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This example describes the following configurations:
o Source NAT pool src-nat-pool-1 that contains the IP address 203.0.113.200/32.

e Source NAT rule set rs1 with rule r1 to match packets from the trust zone to the untrust zone with
the source IP address 192.168.1.200/32. For matching packets, the source address is translated to
the IP address in src-nat-pool-1 pool.

e Proxy ARP for the address 203.0.113.200 on interface ge-0/0/0.0. This allows the Juniper Networks
security device to respond to ARP requests received on the interface for that address.

e Security policies to permit traffic from the trust zone to the untrust zone.

Configuration

IN THIS SECTION

Procedure | 61

Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat source pool src-nat-pool-1 address 203.0.113.200/32

set security nat source rule-set rs1 from zone trust

set security nat source rule-set rsl1 to zone untrust

set security nat source rule-set rsi1 rule r1 match source-address 192.168.1.200/32

set security nat source rule-set rs1 rule r1 then source-nat pool src-nat-pool-1

set security nat proxy-arp interface ge-0/0/0.0 address 203.0.113.200/32

set security policies from-zone trust to-zone untrust policy internet-access match source-
address any

set security policies from-zone trust to-zone untrust policy internet-access match destination-
address any

set security policies from-zone trust to-zone untrust policy internet-access match application
any

set security policies from-zone trust to-zone untrust policy internet-access then permit



Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure a source NAT translation for a single IP address:

1. Create a source NAT pool.

[edit security nat source]
user@host# set pool src-nat-pool-1 address 203.0.113.200/32

2. Create a source NAT rule set.

[edit security nat source]
user@host# set rule-set rs1 from zone trust

user@host# set rule-set rs1 to zone untrust

3. Configure a rule that matches packets and translates the source address to the address in the pool.

[edit security nat sourcel]
user@host# set rule-set rs1 rule r1 match source-address 192.168.1.200/32
user@host# set rule-set rs1 rule r1 then source-nat pool src-nat-pool-1

4. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.200

5. Configure a security policy that allows traffic from the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]

user@host# set policy internet-access match source-address any destination-address any
application any

user@host# set policy internet-access then permit



Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

[edit]
user@host# show security nat
source {
pool src-nat-pool-1 {
address {
203.0.113.200/32;

}
rule-set rsi1 {
from zone trust;

to zone untrust;

rule r1 {
match {
source-address 192.168.1.200/32;
}
then {
source-nat {
pool {
src-nat-pool-1;
}
}
}
}
}
}
proxy-arp {
interface ge-0/0/0.0 {
address {
203.0.113.200/32;
}
}
}

user@host# show security policies
from-zone trust to-zone untrust {
policy internet-access {
match {



source-address any;
destination-address any;

application any;

}

then {
permit;

}

If you are done configuring the device, enter commit from configuration mode.

Verification

IN THIS SECTION

Verifying Source NAT Pool Usage | 64
Verifying Source NAT Rule Usage | 64

Verifying NAT Application to Traffic | 65

To confirm that the configuration is working properly, perform these tasks:

Verifying Source NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the source NAT pool.

Action

From operational mode, enter the show security nat source pool all command. View the Translation hits
field to check for traffic using IP addresses from the pool.

Verifying Source NAT Rule Usage

Purpose

Verify that there is traffic matching the source NAT rule.



Action

From operational mode, enter the show security nat source rule all command. View the Translation hits
field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose
Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

Example: Configure MAP-E on SRX Series Firewalls
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TIP:

Table 5: Readability Score and Time Estimates

Reading Time Less than an hour

Configuration Time Less than an hour

Example Prerequisites

Table 6: Hardware and Software Requirements

Hardware requirements Juniper Networks® SRX1500 Firewall or lower-
numbered device models or Juniper Networks® vSRX
Virtual Firewall (vSRX3.0)

Software requirements Junos OS Release 19.4R1 or later.

Before You Begin

Table 7: Benefits, Resources, and Additional Information

Benefits e |Pv4 to IPv6 Migration

MAP-E supports IPv4 to IPvé migration by allowing service providers to
transport IPv4 packets across an IPvé network. This is useful during transition
periods when only the IPvé network is available.

e Enables address sharing:

MAP-E enables the sharing of public IPv4 addresses among multiple CE devices.
This helps in managing limited public IPv4 address pools.

Know more Understanding Mapping of Address and Port with Encapsulation (MAP-E)

Hands-on experience vLab Sandbox: NAT - Source & Destination


https://www.juniper.net/documentation//us/en/software/junos/interfaces-adaptive-services/topics/topic-map/map-e-adaptive.html
https://jlabs.juniper.net/vlabs/portal/nat-src-dest/

Learn more Configuring MAP-E on NFX Series Devices
Understanding Mapping of Address and Port with Encapsulation (MAP-E)
Mapping of Address and Port with Encapsulation (MAP-E) for Next Gen Services

Functional Overview

MAP-E transports IPv4 packets across an IPvé network. A MAP-E network contains two types of

devices:

e MAP-E Customer Edge (CE): These dual-stacked CE devices support both IPv4 and IPvé. They can
also perform Network Address Port Translation (NAPT).

e MAP-E Border Relay (BR): The CE device connects a private IPv4 host and a BR device across an

IPv6-only network domain.

Table 8 on page 67 provides a quick summary of the configuration components deployed in this

example.

Table 8: MAP-E Functional Overview

Technologies used

Primary verification tasks

MAP-E—The dual stack MAP-E CE devices can execute
NAPT. These devices make a connection to a MAP-E BR
device through an IPv6-only MAP-E network domain. The
dual stack MAP-E BR device maintains a connection with a
public IPv4 network and an IPvé6 MAP-E network.

Border Relay (BR)—MAP-E-enabled provider edge (PE)
device in a MAP domain. A BR device has at least an IPvé6-
enabled interface and an IPv4 interface connected to the
native IPv4 network.

MAP-E Customer Edge (CE)—MAP-E-enabled customer
edge device in a MAP deployment.

MAP domain—One or more MAP-E CE devices and BR
devices connected to the same virtual link.

Softwire—Tunnel between two IPvé end-points to carry
IPv4 packets or two IPv4 end-points to carry IPvé packets.

After completing the MAP-E configuration on an SRX Series
Firewall, you can verify the status of the MAP-E configuration.


https://www.juniper.net/documentation/us/en/software/junos/nfx150-getting-started/topics/topic-map/nfx-series-map-e-configuring.html
https://www.juniper.net/documentation//us/en/software/junos/interfaces-adaptive-services/topics/topic-map/map-e-adaptive.html
https://www.juniper.net/documentation/us/en/software/junos/interfaces-next-gen-services/topics/topic-map/usf-map-tm.html

Topology Overview

68

This topology presents the configuration process for MAP-E CE functionality on SRX Series Firewall
devices. It also depicts the encapsulation and transport of IPv4 packets originating from MAP-E CE
devices. The configuration moves these packets through an IPv4-over-IPvé tunnel to MAP-E PE and BR
devices. The packets then undergo detunneling in an IPvé routing topology for further processing. A
dual-stack MX Series device, connected to both a public IPv4 network and an IPv6 MAP-E network,

serves as the MAP-E BR device.

Table 9: MAP-E Topology Overview

Hostname Role

LAN end-point End-user network devices.

SRX Series Firewall Connects the BR router and end

user network devices.

BR router Connects the IPv4 network and

SRX Series Firewall device.

Topology lllustration

Figure 4: MAP-E Deployment on SRX Series Firewall
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Step-By-Step Configuration on SRX Series Firewall as a MAP-E CE Device
For complete sample configurations on the DUT, see:

o "Appendix 1: Set Commands on All Devices" on page 80

o "Appendix 2: Show Configuration Output on All Devices" on page 83

1. Configure security policies and zones for applying different security measures on IPv4-facing
interfaces and IPvé-facing interfaces. The following configuration adds a LAN interface (ge-1/0/1)
and a WAN interface on the service provider end (ge-1/0/2) into relevant security zones and
configures a policy to permit all traffic between these zones. The configuration also adds
corresponding internal logical tunnel (It) interface units into security zones.

user@srx# set security policies global policy my_ce match source-address any

user@srx# set security policies global policy my_ce match destination-address any
user@srx# set security policies global policy my_ce match application any

user@srx# set security policies global policy my_ce then permit

user@srx# set security policies default-policy permit-all

user@srx# set security zones security-zone v4zone host-inbound-traffic system-services all
user@srx# set security zones security-zone v4zone host-inbound-traffic protocols all
user@srx# set security zones security-zone v4zone interfaces ge-1/0/1.0

user@srx# set security zones security-zone v4zone interfaces 1t-1/0/0.1

user@srx# set security zones security-zone v6zone host-inbound-traffic system-services all
user@srx# set security zones security-zone v6zone host-inbound-traffic protocols all
user@srx# set security zones security-zone v6zone interfaces ge-1/0/2.0

user@srx# set security zones security-zone v6zone interfaces 1t-1/0/0.2

2. Configure interfaces to provide network connectivity and data flow. The following configuration
assigns an IPv4 address on the LAN side and an IPvé address on the WAN side. The MTU on the
IPv6 side must support maximum MTU.

user@srx# set interfaces ge-1/0/1 unit 0 family inet address 10.10.10.1/24
user@srx# set interfaces ge-1/0/2 mtu 9192
user@srx# set interfaces ge-1/0/2 unit 0 family inet6 address 2001:db8:ffff::1/64

3. Configure the logical tunnel interfaces. The logical tunnel interfaces act as internal endpoints to
MAP-E encapsulator or decapsulator block in an SRX Series Firewall device. This separates the
network traffic for IPv4 and IPvé. Here, It-1/0/0 unit 1 terminates IPv4 traffic that is received on
ge-1/0/1 and It-1/0/0 unit 2 initiates IPvé6 traffic to be sent out through ge-1/0/2. Then, 1t-1/0/0



unit 2 terminates IPvé traffic that is received on ge-1/0/2 and It-1/0/0 unit 1 initiates IPv4 traffic to

be sent out through ge-1/0/1

user@srx# set interfaces 1t-1/0/0 mtu 9192

user@srx# set interfaces 1t-1/0/0 unit 1 encapsulation ethernet

user@srx# set interfaces 1t-1/0/0 unit 1 peer-unit 2

user@srx# set interfaces 1t-1/0/0 unit 1 family inet address 172.16.100.1/24
user@srx# set interfaces 1t-1/0/0 unit 1 family inet6 address 2001:db8:fffe::1/64
user@srxi# set interfaces 1t-1/0/0 unit 2 encapsulation ethernet

user@srx# set interfaces 1t-1/0/0 unit 2 peer-unit 1

user@srx# set interfaces 1t-1/0/0 unit 2 family inet address 172.16.100.2/24
user@srx# set interfaces 1t-1/0/0 unit 2 family inet6 address 2001:db8:fffe::2/64

user@srx# set routing-instances v4_leg
198.51.100.0/24 next-hop 172.16.100.2
user@srx# set routing-instances v4_leg
203.0.113.0/24 next-hop 172.16.100.2
user@srx# set routing-instances v4_leg
192.0.2.0/24 next-hop 172.16.100.2
user@srx# set routing-instances v4_leg
user@srx# set routing-instances v4_leg

user@srx# set routing-instances v4_leg
user@srx# set routing-instances v6_leg
10.10.10.0/24 next-hop 172.16.100.1

user@srx# set routing-instances v6_leg

2001:db8::a/128 next-hop 2001:db8:ffff:

user@srx# set routing-instances v6_leg

4. Configure routing instances for the IPv4 and IPv6 network traffic domains:

routing-options rib v4_leg.inet.0 static route

routing-options rib v4_leg.inet.0 static route

routing-options rib v4_leg.inet.0 static route

instance-type virtual-router
interface 1t-1/0/0.1

interface ge-1/0/1.0

routing-options rib v6_leg.inet.0 static route

routing-options rib v6_leg.inet6.0 static route
:9

routing-options rib v6_leg.inet6.0 static route

2001:db8:0012:3500: : /56 next-hop 2001:db8:ffff::2

user@srx# set routing-instances v6_leg

routing-options rib v6_leg.inet6.0 static route

2001:db8:0012:3400: : /56 next-hop 2001:db8:fffe::1

user@srx# set routing-instances v6_leg

user@srx# set routing-instances v6_leg

user@srx# set routing-instances v6_leg

instance-type virtual-router
interface 1t-1/0/0.2
interface ge-1/0/2.0



5. Configure the MAP-E BMR and FMR rules to provide mapping between the IPv4 network and IPvé
network:

user@srx# set security softwires map-e mapcel br-address 2001:db8::a/128

user@srx# set security softwires map-e mapcel end-user-prefix 2001:db8:0012:3400::/56
user@srx# set security softwires map-e mapcel rule bmr rule-type BMR

user@srx# set security softwires map-e mapcel rule bmr ipv4-prefix 192.0.2.0/24
user@srx# set security softwires map-e mapcel rule bmr ipv6-prefix 2001:db8::/40
user@srx# set security softwires map-e mapcel rule bmr ea-bits-length 16

user@srx# set security softwires map-e mapcel rule bmr psid-offset 6

user@srx# set security softwires map-e mapcel role CE

user@srx# set security softwires map-e mapcel version 3

6. Configure source NAT rule and NAT pool:

user@srx# set security nat source pool my_mape allocation-domain mapcel

user@srx# set security nat source pool my_mape allocation-domain allocation-rule bmr
user@srxi# set security nat source rule-set mape from zone v4zone

user@srx# set security nat source rule-set mape to interface 1t-1/0/0.1

user@srx# set security nat source rule-set mape to interface ge-1/0/1.0

user@srx# set security nat source rule-set mape rule r1 match source-address 10.10.10.0/24
user@srx# set security nat source rule-set mape rule r1 match destination-address
10.10.10.0/24

user@srx# set security nat source rule-set mape rule r1 match destination-address
198.51.100.0/24

user@srx# set security nat source rule-set mape rule r1 match destination-address
203.0.113.0/24

user@srx# set security nat source rule-set mape rule r1 match destination-address 192.0.2.0/24
user@srx# set security nat source rule-set mape rule r1 then source-nat pool my_mape
user@srx# set security nat source rule-set mape rule r1 then source-nat pool persistent-nat
permit any-remote-host

7. Commit the configuration:

user@srx# commit

Step-By-Step Configuration on MX Series Device as a BR Device

To configure an MX Series device as a BR device:



1. Configure the service set for MAP-E on the MX Series device:

user@host# set services service-set ss1 softwire-rules sw-rulel
user@host# set services service-set ss1 next-hop-service inside-service-interface si-1/0/0.1

user@host# set services service-set ss1 next-hop-service outside-service-interface si-1/0/0.2

2. Configure the MAP-E softwire concentrator and associated parameters. This creates a tunnel
between two IPv6 endpoints to carry IPv4 packets; or two IPv4 endpoints to carry IPv6 packets.

user@host# set services softwire softwire-concentrator map-e mape-domain-1 softwire-address
2001:db8::a

user@host# set services softwire softwire-concentrator map-e mape-domain-1 ipv4-prefix
192.0.2.0/24

user@host# set services softwire softwire-concentrator map-e mape-domain-1 mape-prefix
2001:db8: : /40

user@host# set services softwire softwire-concentrator map-e mape-domain-1 ea-bits-len 16
user@host# set services softwire softwire-concentrator map-e mape-domain-1 psid-offset 6
user@host# set services softwire softwire-concentrator map-e mape-domain-1 psid-length 8
user@host# set services softwire softwire-concentrator map-e mape-domain-1 mtu-v6 9192
user@host# set services softwire softwire-concentrator map-e mape-domain-1 version-03
user@host# set services softwire softwire-concentrator map-e mape-domain-1 v4-reassembly
user@host# set services softwire softwire-concentrator map-e mape-domain-1 v6-reassembly
user@host# set services softwire softwire-concentrator map-e mape-domain-1 disable-auto-route

3. Configure a softwire rule to specify the direction of traffic to be tunneled and the MAP-E softwire
concentrator to be used:
user@host# set services softwire rule sw-rulel match-direction input
user@host# set services softwire rule sw-rulel term t1 then map-e mape-domain-1
4. Configure a service interface inside the dual-stack domain:
user@host# set interfaces si-1/0/0 unit 1 family inet6
user@host# set interfaces si-1/0/0 unit 1 service-domain inside
5. Configure a service interface outside the dual-stack domain:

user@host# set interfaces si-1/0/0 unit 2 family inet
user@host# set interfaces si-1/0/0 unit 2 service-domain outside



6. Configure the MTU on the BR interface:

user@host# set interfaces ge-1/1/2 mtu 9192

7. Configure the logical interfaces and assign the IPv4 and IPvé6 addresses:

user@host# set interfaces ge-1/1/2 unit @ family inet6 address 2001:db8:ffff::9/64
user@host# set interfaces ge-1/1/3 unit 0 family inet address 203.0.113.1/24

8. Configure the routing instances:

user@host# set
user@host# set

2001:db8: ffff::

user@host# set
2001:db8: ffff:
user@host# set
user@host# set
user@host# set

routing-options
routing-options
1

routing-options

12

routing-options
routing-options

routing-options

9. Commit the configuration:

user@host# commit

Verification

IN THIS SECTION

Verify the Flow Session | 74

rib inet6.0 static route 2001:db8::/40 next-hop si-1/0/0.1
rib inet6.0 static route 2001:db8:0012:3400::/56 next-hop

rib inet6.0 static route 2001:db8:0012:3500::/56 next-hop
static route 192.0.2.0/24 next-hop si-1/0/0.2

static route 198.51.100.0/24 next-hop si-1/0/0.2
static route 203.0.113.0/24 next-hop si-1/0/0.2

Verify the MAP-E Domain | 75

Verify the NAT Source Rule | 76

Verify the NAT Source Pool | 77

Verify the NAT Source Summary | 78

Verify the Persistent NAT Table | 78

Verify the Softwire Statistics on the MX Series Device | 79



This section provides a list of show commands that you can use to verify the feature in this example.

You must establish an SSH session on end devices to generate CLI output.

Table 10: Verification Tasks

Command

show

show

show

show

show

show

show

security flow session

security softwires map-e domain mapcel

security nat source rule all

security nat source pool all

security nat source summary

security nat source persistent-nat-table all

services inline softwire statistics mape

Verify the Flow Session

Purpose

Verify the packet flow session.

Action

Verification Task

"Verify the Flow Session" on page 74

"Verify the MAP-E Domain" on page 75

"Verify the NAT Source Rule" on page 76

"Verify the NAT Source Pool" on page 77

"Verify the NAT Source Summary" on page 78

"Verify the Persistent NAT Table" on page 78

"Verify the Softwire Statistics on the MX Series
Device" on page 79

From operational mode, enter the show security flow session command to view the packet flow.

user@srx> show security flow session
Session ID: 134218806, Policy name: my_ce/4, Timeout: 1800, Valid

In:

5797,
Out: 203.0.113.2/22 --> 192.0.2.18/20691;tcp, Conn Tag: 0x0, If: 1t-1/0/0.1, Pkts: 33, Bytes:

10.10.10.2/57630 --> 203.0.113.2/22;tcp, Conn Tag: Ox0, If: ge-1/0/1.0, Pkts: 50, Bytes:



5697,
Session ID: 134218807, Policy name: my_ce/4, Timeout: 1800, Valid

In: 2001:db8:12:3400:c0:2:1200:3400/1 --> 2001:db8::a/1;ipip, Conn Tag: 0x0, If: 1t-1/0/0.2,
Pkts: 50, Bytes: 7797,

Out: 2001:db8::a/1 --> 2001:db8:12:3400:c0:2:1200:3400/1;ipip, Conn Tag: 0x0, If: ge-1/0/2.0,

Pkts: 33, Bytes: 7017,
Total sessions: 2

Meaning

The sample output confirms the packet flow session are up.

Verify the MAP-E Domain

Purpose

Verify whether the IPv4 and IPvé addresses are configured correctly.

Action

From operational mode, enter the show security softwires map-e domain mapcel command to view the IPv4
and IPvé addresses.

user@srx> show security softwires map-e domain mapcel

Role : CE

Version 2 3

Domain Name : mapcel

BR Address : 2001:db8::a/128

End User Ipv6 prefix : 2001:db8:12:3400::/56
BMR Mapping Rule :

Rule Name : bmr

Rule Ipv4 Prefix : 192.0.2.0/24
Rule Ipv6 Prefix : 2001:db8::/40
PSID offset 1 6

PSID length : 8

EA bit length : 16

Port SetID 1 0x34

MAP-E Ipv4 address : 192.0.2.18/32



MAP-E Ipv6 address : 2001:db8:12:3400:c0:2:1200:3400

Meaning

The sample output displays the configured IPv4 and IPvé6 addresses.

Verify the NAT Source Rule

Purpose

View details of the NAT source rule.

Action

From operational mode, enter the show security nat source rule all command to view the NAT source
rules.

user@srx> show security nat source rule all
Total rules: 1

Total referenced IPv4/IPv6 ip-prefixes: 5/0
source NAT rule: r1

Rule-set : mape
Rule-Id 21
Rule position 21
From zone : vdzone
To interface : 1t-1/0/0.1
: ge-1/0/1.0
Match
Source addresses : 10.10.10.0 - 10.10.10.255
Destination addresses : 10.10.10.0 - 10.10.10.255
198.51.100.0 - 198.51.100.255
203.0.113.0 - 203.0.113.255
192.0.2.0 - 192.0.2.255
Action : my_mape
Persistent NAT type : any-remote-host
Persistent NAT mapping type : address-port-mapping
Inactivity timeout 1 300
Max session number 1 30
Translation hits 21

Successful sessions : 1



Failed sessions 1 0
Number of sessions : 1

Meaning

The sample output displays the configured NAT source rules.

Verify the NAT Source Pool

Purpose

View details of the NAT source pool.

Action

From operational mode, enter the show security nat source pool all command to view the NAT source
pool.

user@srx> show security nat source pool all
Total pools: 1

Pool name : my_mape
Pool id : 4
Routing instance : default

Host address base : 0.0.0.0
Map-e domain name : mapcel

Map-e rule name : bmr
PSID offset : 6
PSID length : 8
PSID : 0x34
Port overloading : 1

Address assignment : no-paired

Total addresses : 1
Translation hits : 1
Address range Single Ports  Twin Ports
192.0.2.18 - 192.0.2.18 1 0
Total used ports 1 0
Meaning

The sample output displays the configured NAT source pool.



Verify the NAT Source Summary

Purpose

View the NAT source summary.

Action

From operational mode, enter the show security nat source summary command to view the NAT source
details.

user@srx> show security nat source summary

show security nat source summary

Total port number usage for port translation pool: 252
Maximum port number for port translation pool: 134217728

Total pools: 1

Pool Address Routing PAT Total
Name Range Instance Address
my_mape 192.0.2.18-192.0.2.18 default yes 1

Total rules: 1
Rule name : ri
Rule set : mape
Action : my_mape
From : vdzone To : 1t-0/0/0.1
Rule name : ri
To : ge-0/0/7.0

Meaning

The sample output displays the configured NAT source details.

Verify the Persistent NAT Table

Purpose

View the persistent NAT table.



Action

From operational mode, enter the show security nat source persistent-nat-table all command to view the

persistent NAT table.

user@srx> show security nat source persistent-nat-table all
Internal Reflective Source Type
Left_time/ Curr_Sess_Num/ Source

In_IP In_Port I_Proto Ref_IP Ref_Port R_Proto NAT Pool
Conf_time  Max_Sess_Num NAT Rule
10.10.10.2 57630  tcp 192.0.2.18 20691 tcp my_mape any-remote-host
-/300 1/30 ri
Meaning

The sample output displays the persistent NAT table.

Verify the Softwire Statistics on the MX Series Device

Purpose

View the softwire statistics on the MX Series device.

Action

From operational mode, enter the show services inline softwire statistics mape command to view the
softwire statistics on the MX Series device.

user@host> show services inline softwire statistics mape
Service PIC Name si-1/0/0

Control Plane Statistics

MAPE ICMPv6 echo requests to softwire concentrator 0
MAPE ICMPv6 echo responses from softwire concentrator 0
MAPE Dropped ICMPv6 packets to softwire concentrator 0

Data Plane Statistics (v6-to-v4) Packets Bytes
MAPE decaps 15034 1388760
MAPE ICMP decap errors 0 0

MAPE decap spoof errors 0 0



MAPE v6 reassembled 0 0

MAPE dropped v6 fragments 0 0
MAPE v6 unsupp protocol drops 0 0
Data Plane Statistics (v4-to-v6) Packets Bytes
MAPE encaps 149544 223527457
MAPE ICMP encap errors 0 0
MAPE v6 mtu errors 0 0
MAPE v4 reassembled 0 0
MAPE dropped v4 fragments 0 0

Meaning
The sample output displays the softwire statistics on the MX Series device.

Appendix 1: Set Commands on All Devices
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Set command output on all devices.

Set Commands on MAP-E CE Device

set security policies global policy my_ce match source-address any

set security policies global policy my_ce match destination-address any

set security policies global policy my_ce match application any

set security policies global policy my_ce then permit

set security policies default-policy permit-all

set security zones security-zone v4zone host-inbound-traffic system-services all
set security zones security-zone v4zone host-inbound-traffic protocols all

set security zones security-zone v4zone interfaces ge-1/0/1.0

set security zones security-zone v4zone interfaces 1t-1/0/0.1

set security zones security-zone v6zone host-inbound-traffic system-services all
set security zones security-zone v6zone host-inbound-traffic protocols all

set security zones security-zone v6zone interfaces ge-1/0/2.0



set security zones security-zone v6zone interfaces 1t-1/0/0.2

set interfaces ge-1/0/1 unit @ family inet address 10.10.10.1/24

set interfaces ge-1/0/2 mtu 9192

set interfaces ge-1/0/2 unit @ family inet6 address 2001:db8:ffff::1/64

set interfaces 1t-1/0/0 mtu 9192

set interfaces 1t-1/0/0 unit 1 encapsulation ethernet

set interfaces 1t-1/0/0 unit 1 peer-unit 2

set interfaces 1t-1/0/0 unit 1 family inet address 172.16.100.1/24

set interfaces 1t-1/0/0 unit 1 family inet6 address 2001:db8:fffe::1/64

set interfaces 1t-1/0/0 unit 2 encapsulation ethernet

set interfaces 1t-1/0/0 unit 2 peer-unit 1

set interfaces 1t-1/0/0 unit 2 family inet address 172.16.100.2/24

set interfaces 1t-1/0/0 unit 2 family inet6 address 2001:db8:fffe::2/64

set routing-instances v4_leg routing-options rib v4_leg.inet.@ static route 198.51.100.0/24 next-
hop 172.16.100.2

set routing-instances v4_leg routing-options rib v4_leg.inet.@ static route 203.0.113.0/24 next-
hop 172.16.100.2

set routing-instances v4_leg routing-options rib v4_leg.inet.@ static route 192.0.2.0/24 next-
hop 172.16.100.2

set routing-instances v4_leg instance-type virtual-router

set routing-instances v4_leg interface 1t-1/0/0.1

set routing-instances v4_leg interface ge-1/0/1.0

set routing-instances v6_leg routing-options rib v6_leg.inet.0 static route 10.10.10.0/24 next-
hop 172.16.100.1

set routing-instances v6_leg routing-options rib v6_leg.inet6.0 static route 2001:db8::a/128
next-hop 2001:db8:ffff::9

set routing-instances v6_leg routing-options rib v6_leg.inet6.0 static route
2001:db8:0012:3500: : /56 next-hop 2001:db8: ffff::2

set routing-instances v6_leg routing-options rib v6_leg.inet6.0 static route
2001:db8:0012:3400::/56 next-hop 2001:db8:fffe::1

set routing-instances v6_leg instance-type virtual-router

set routing-instances v6_leg interface 1t-1/0/0.2

set routing-instances v6_leg interface ge-1/0/2.0

set security softwires map-e mapcel br-address 2001:db8::a/128

set security softwires map-e mapcel end-user-prefix 2001:db8:0012:3400::/56

set security softwires map-e mapcel rule bmr rule-type BMR

set security softwires map-e mapcel rule bmr ipv4-prefix 192.0.2.0/24

set security softwires map-e mapcel rule bmr ipv6-prefix 2001:db8::/40

set security softwires map-e mapcel rule bmr ea-bits-length 16

set security softwires map-e mapcel rule bmr psid-offset 6

set security softwires map-e mapcel role CE

set security softwires map-e mapcel version 3

set security nat source pool my_mape allocation-domain mapcel



set security nat source pool my_mape allocation-domain allocation-rule bmr

set security nat source rule-set mape from zone v4zone

set security nat source rule-set mape to interface 1t-1/0/0.1

set security nat source rule-set mape to interface ge-1/0/1.0

set security nat source rule-set mape rule r1 match source-address 10.10.10.0/24

set security nat source rule-set mape rule r1 match destination-address 10.10.10.0/24
set security nat source rule-set mape rule r1 match destination-address 198.51.100.0/24
set security nat source rule-set mape rule r1 match destination-address 203.0.113.0/24
set security nat source rule-set mape rule r1 match destination-address 192.0.2.0/24
set security nat source rule-set mape rule r1 then source-nat pool my_mape

set security nat source rule-set mape rule r1 then source-nat pool persistent-nat permit any-
remote-host

Set Commands on BR Device

set services service-set ss1 softwire-rules sw-rulel

set services service-set ssl1 next-hop-service inside-service-interface si-1/0/0.1

set services service-set ss1 next-hop-service outside-service-interface si-1/0/0.2

set services softwire softwire-concentrator map-e mape-domain-1 softwire-address 2001:db8::a
set services softwire softwire-concentrator map-e mape-domain-1 ipv4-prefix 192.0.2.0/24

set services softwire softwire-concentrator map-e mape-domain-1 mape-prefix 2001:db8::/40
set services softwire softwire-concentrator map-e mape-domain-1 ea-bits-len 16

set services softwire softwire-concentrator map-e mape-domain-1 psid-offset 6

set services softwire softwire-concentrator map-e mape-domain-1 psid-length 8

set services softwire softwire-concentrator map-e mape-domain-1 mtu-v6 9192

set services softwire softwire-concentrator map-e mape-domain-1 version-03

set services softwire softwire-concentrator map-e mape-domain-1 v4-reassembly

set services softwire softwire-concentrator map-e mape-domain-1 v6-reassembly

set services softwire softwire-concentrator map-e mape-domain-1 disable-auto-route

set services softwire rule sw-rulel match-direction input

set services softwire rule sw-rulel term t1 then map-e mape-domain-1

set interfaces si-1/0/0 unit 1 family inet6

set interfaces si-1/0/0 unit 1 service-domain inside

set interfaces si-1/0/0 unit 2 family inet

set interfaces si-1/0/0 unit 2 service-domain outside

set interfaces ge-1/1/2 mtu 9192

set interfaces ge-1/1/2 unit @ family inet6 address 2001:db8:ffff::9/64

set interfaces ge-1/1/3 unit 0 family inet address 203.0.113.1/24

set routing-options rib inet6.0 static route 2001:db8::/40 next-hop si-1/0/0.1

set routing-options rib inet6.0 static route 2001:db8:0012:3400::/56 next-hop 2001:db8:ffff::1
set routing-options rib inet6.0 static route 2001:db8:0012:3500::/56 next-hop 2001:db8:ffff::2



set routing-options static route 192.0.2.0/24 next-hop si-1/0/0.2
set routing-options static route 198.51.100.0/24 next-hop si-1/0/0.2
set routing-options static route 203.0.113.0/24 next-hop si-1/0/0.2

Appendix 2: Show Configuration Output on All Devices
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Show command output on all devices.

Show Commands on MAP-E CE Device

From configuration mode, confirm your configuration by entering the show security policies, show security
zones, show interfaces, show routing-instances, show security softwires, and show security nat source commands. If
the output does not display the intended configuration, repeat the configuration instructions in this
example to correct it.

user@srx# show security policies

global {
policy my_ce {
match {
source-address any;
destination-address any;
application any;
}
then {
permit;
}
}
}

default-policy {



permit-all;

user@srx# show security zones
security-zone v4zone {
host-inbound-traffic {

system-services {

all;
}
protocols {
all;
}
}
interfaces {
ge-1/0/1.0;
1t-1/0/0.1;
}

}
security-zone vé6zone {
host-inbound-traffic {

system-services {

all;
}
protocols {
all;
}
}
interfaces {
ge-1/0/2.0;
1t-1/0/0.2;
}

user@srx# show interfaces
1t-1/0/0 {
mtu 9192;
unit 1 {
encapsulation ethernet;
peer-unit 2;

family inet {



address 172.16.100.1/24;
}
family inet6 {
address 2001:db8:fffe::1/64;

}
unit 2 {
encapsulation ethernet;
peer-unit 1;
family inet {
address 172.16.100.2/24;
}
family inet6 {
address 2001:db8:fffe::2/64;

}
ge-1/0/1 {
unit @ {
family inet {
address 10.10.10.1/24;

}
ge-1/0/2 {
mtu 9192;
unit @ {
family inet6 {
address 2001:db8:ffff::1/64;

user@srx# show routing-instances
vd_leg {
instance-type virtual-router;
routing-options {
rib v4_leg.inet.0 {
static {
route 192.0.2.0/24 next-hop 172.16.100.2;
route 198.51.100.0/24 next-hop 172.16.100.2;



route 203.0.113.0/24 next-hop 172.16.100.2;

}

interface 1t-1/0/0.1;

interface ge-1/0/1.0;
}
v6_leg {

instance-type virtual-router;

routing-options {

rib v6_leg.inet.0 {
static {
route 10.10.10.0/24 next-hop 172.16.100.1;

}
rib v6_leg.inet6.0 {
static {
route 2001:db8::a/128 next-hop 2001:db8:ffff::9;
route 2001:db8:0012:3400::/56 next-hop 2001:db8:fffe::1;
route 2001:db8:0012:3500::/56 next-hop 2001:db8:ffff::2;

}
interface 1t-1/0/0.2;
interface ge-1/0/2.0;

user@srx# show security softwires
map-e mapcel {
br-address "$9%$AodDulEhSrlvWB1Yg4aiH.P5T/CEcyeWLz3EcyrvMaZGU.P"; ## SECRET-DATA
end-user-prefix {
2001:db8:0012:3400::/56;

}

rule bmr {
rule-type BMR;
ipv4-prefix "$9$WVnL-VIGDH.PY2P5z6CAVW8xdbwYgDikY2QF"; ## SECRET-DATA
ipv6-prefix "$9$04LbISr1KMWX7hcaZGDmPTz3np@rev87-hcs2g4ZG"; ## SECRET-DATA
ea-bits-length 16; ## SECRET-DATA
psid-offset "$9$y8NelLx"; ## SECRET-DATA

}

role CE;



version 3;

user@srx# show security nat source
pool my_mape {
allocation-domain mapcel allocation-rule bmr;
}
rule-set mape {
from zone v4zone;
to interface [ 1t-1/0/0.1 ge-1/0/1.0 1;
rule r1 {
match {
source-address 10.10.10.0/24;
destination-address [ 10.10.10.0/24 198.51.100.0/24 203.0.113.0/24 192.0.2.0/24 1;

}
then {
source-nat {
pool {
my_mape;
persistent-nat {
permit any-remote-host;
}
}
}
}

Show Commands on BR Device

From configuration mode, confirm your configuration by entering the show services, show interfaces, and
show routing-options commands. If the output does not display the intended configuration, repeat the
configuration instructions in this example to correct it.

user@router# show services
service-set ss1 {
softwire-rules sw-rulel;
next-hop-service {
inside-service-interface si-1/0/0.1;
outside-service-interface si-1/0/0.2;



}
softwire {
softwire-concentrator {
map-e mape-domain-1 {

softwire-address 2001:db8::a;
ipv4-prefix 192.0.2.0/24;
mape-prefix 2001:db8::/40;
ea-bits-len 16;
psid-offset 6;
psid-length 8;
mtu-vé6 9192;
version-03;
v4-reassembly;
v6-reassembly;
disable-auto-route;

}
rule sw-rulel {
match-direction input;
term t1 {
then {

map-e mape-domain-1;

user@router# show interfaces

1t-0/0/10 {
unit 0 {
encapsulation vlan-bridge;
vlan-id 10;
peer-unit 1;
}
}
si-1/0/0 {
unit 1 {

family inet6;

service-domain inside;



unit 2 {
family inet;

service-domain outside;

}
}
ge-1/1/2 {
mtu 9192;
unit 0 {
family inet6 {
address 2001:db8:ffff::9/64;
}
}
}
ge-1/1/3 {
unit @ {
family inet {
address 203.0.113.1/24;
}
}
}
ge-1/3/11 {
unit 0 {
family inet {
address 10.0.1.2/30;
}
family mpls;
}
}
irb {
unit 0 {
family inet {
address 192.0.2.1/24;
}
}
}
lo0 {
apply-groups-except global;
unit 0 {

family inet {
address 10.255.0.2/32;



user@router# show routing-options
rib inet6.0 {
static {
route 2001:db8::/40 next-hop si-1/0/0.1;
route 2001:db8:0012:3400::/56 next-hop 2001:db8:ffff::1;
route 2001:db8:0012:3500::/56 next-hop 2001:db8:ffff::2;

}
router-id 10.255.0.2;
autonomous-system 100;
static {
route 0.0.0.0/0 next-hop [ 10.102.70.254 10.10.0.0 1;
route 192.0.2.0/24 next-hop si-1/0/0.2;
route 198.51.100.0/24 next-hop si-1/0/0.2;
route 203.0.113.0/24 next-hop si-1/0/0.2;
}
forwarding-table {
chained-composite-next-hop {
ingress {

evpn;

Example: Configuring Source and Destination NAT Translations
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This example describes how to configure both source and destination NAT mappings.

Requirements
Before you begin:
1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 5 on page 92, the following translations are performed on the
Juniper Networks security device:

e The source IP address in packets sent by the device with the private address 192.168.1.200 in the
trust zone to any address in the untrust zone is translated to a public address in the range from
203.0.113.10 through 203.0.113.14.

e The destination IP address 203.0.113.100/32 in packets sent from the trust zone to the untrust zone
is translated to the address 10.1.1.200/32.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html
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Figure 5: Source and Destination NAT Translations
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o Source NAT pool src-nat-pool-1 that contains the IP address range 203.0.113.10 through
203.0.113.14.

e Source NAT rule set rs1 with rule r1 to match any packets from the trust zone to the untrust zone.
For matching packets, the source address is translated to an IP address in the src-nat-pool-1 pool.

e Destination NAT pool dst-nat-pool-1 that contains the IP address 10.1.1.200/32.



e Destination NAT rule set rs1 with rule r1 to match packets from the trust zone with the destination IP
address 203.0.113.100. For matching packets, the destination address is translated to the IP address
in the dst-nat-pool-1 pool.

e Proxy ARP for the addresses 203.0.113.10 through 203.0.113.14 and 203.0.113.100/32 on
interface ge-0/0/0.0. This allows the Juniper Networks security device to respond to ARP requests

received on the interface for those addresses.

e Security policy to permit traffic from the trust zone to the untrust zone.

e Security policy to permit traffic from the untrust zone to the translated destination IP addresses in

the trust zone.

Configuration
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any

line breaks, change any details necessary to match your network configuration, copy and paste the

commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set
set
set
set
set
set
set
set
set
set
set
set
set

security
security
security
security
security
security
security
security
security
security
security
security
security

nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat

source
source
source
source
source
source

pool src-nat-pool-1 address 203.0.113.10/32 to 203.0.113.14/32

rule-set rsi
rule-set rsi
rule-set rsi
rule-set rsi
rule-set rsi

from zone trust

to zone untrust

rule r1 match source-address 0.0.0.0/0

rule r1 match destination-address 0.0.0.0/0
rule r1 then source-nat pool src-nat-pool-1

destination pool dst-nat-pool-1 address 10.1.1.200/32
destination rule-set rs1 from zone untrust

destination rule-set rsi1 rule r1 match destination-address 203.0.113.100/32

destination rule-set rs1 rule r1 then destination-nat pool dst-nat-pool-1
proxy-arp interface ge-0/0/0.0 address 203.0.113.10/32 to 203.0.113.24/32
proxy-arp interface ge-0/0/0.0 address 203.0.113.100/32

policies from-zone trust to-zone untrust policy internet-access match source-



address any

set security policies from-zone trust to-zone untrust policy internet-access match destination-
address any

set security policies from-zone trust to-zone untrust policy internet-access match application
any

set security policies from-zone trust to-zone untrust policy internet-access then permit

set security address-book global address dst-nat-pool-1 10.1.1.200/32

set security policies from-zone untrust to-zone trust policy dst-nat-pool-1-access match source-
address any

set security policies from-zone untrust to-zone trust policy dst-nat-pool-1-access match
destination-address dst-nat-pool-1

set security policies from-zone untrust to-zone trust policy dst-nat-pool-1-access match
application any

set security policies from-zone untrust to-zone trust policy dst-nat-pool-1-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CL/ Editor in Configuration Mode.

To configure the source and destination NAT translations:

1. Create a source NAT pool.

[edit security nat source]
user@host# set pool src-nat-pool-1 address 203.0.113.10 to 203.0.113.14

2. Create a source NAT rule set.

[edit security nat source]
user@host# set rule-set rs1 from zone trust
user@host# set rule-set rs1 to zone untrust

3. Configure a rule that matches packets and translates the source address to an address in the source
NAT pool.

[edit security nat source]

user@host# set rule-set rsi1 rule r1 match source-address 0.0.0.0/0



user@host# set rule-set rs1 rule r1 match destination-address 0.0.0.0/0

user@host# set rule-set rs1 rule r1 then source-nat pool src-nat-pool-1

4. Create a destination NAT pool.

[edit security nat destination]
user@host# set pool dst-nat-pool-1 address 10.1.1.200/32

5. Create a destination NAT rule set.

[edit security nat destination]
user@host# set rule-set rs1 from zone untrust

6. Configure a rule that matches packets and translates the destination address to the address in the
destination NAT pool.

[edit security nat destination]
user@host# set rule-set rs1 rule r1 match destination-address 203.0.113.100/32

user@host# set rule-set rs1 rule r1 then destination-nat pool dst-nat-pool-1

7. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.10 to 203.0.113.14
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.100

8. Configure a security policy that allows traffic from the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]

user@host# set policy internet-access match source-address any destination-address any
application any

user@host# set policy internet-access then permit



9. Configure an address in the global address book.

[edit security address-book global]
user@host# set address dst-nat-pool-1 10.1.1.200/32

10. Configure a security policy that allows traffic from the untrust zone to the trust zone.

[edit security policies from-zone untrust to-zone trust]

user@host# set policy dst-nat-pool-1-access match source-address any destination-address
dst-nat-pool-1 application any

user@host# set policy dst-nat-pool-1-access then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

[edit]
user@host# show security nat
source {
pool src-nat-pool-1 {
address {
203.0.113.10/32 to 203.0.113.14/32;

}
rule-set rsi1 {
to zone untrust;
rule r1 {
match {
source-address 0.0.0.0/0;
destination-address 0.0.0.0/0;
}
then {
source-nat {
pool {
src-nat-pool-1;



destination {
pool dst-nat-pool-1 {
address 10.1.1.200/32;
}
rule-set rsi1 {

from zone untrust;

rule r1 {
match {
destination-address 203.0.113.100/32;
}
then {
destination-nat pool dst-nat-pool-1;
}
}
}
}
proxy-arp {
interface ge-0/0/0.0 {
address {
203.0.113.10/32 to 203.0.113.14/32;
203.0.113.100/32;
}
}
}

user@host# show security policies
from-zone trust to-zone untrust {
policy internet-access {
match {
source-address any;
destination-address any;

application any;

}
}
policy internet-access {
then {
permit;
}



from-zone untrust to-zone trust {
policy dst-nat-pool-1-access {
match {
source-address any;
destination-address dst-nat-pool-1;

application any;

}

then {
permit;

}

If you are done configuring the device, enter commit from configuration mode.

Verification
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To confirm that the configuration is working properly, perform these tasks:

Verifying Source NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the source NAT pool.

Action

From operational mode, enter the show security nat source pool all command. View the Translation hits
field to check for traffic using IP addresses from the pool.



Verifying Source NAT Rule Usage

Purpose

Verify that there is traffic matching the source NAT rule.

Action

From operational mode, enter the show security nat source rule all command. View the Translation hits
field to check for traffic that matches the rule.

Verifying Destination NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the destination NAT pool.

Action

From operational mode, enter the show security nat destination pool all command. View the Translation
hits field to check for traffic using IP addresses from the pool.

Verifying Destination NAT Rule Usage

Purpose

Verify that there is traffic matching the destination NAT rule.

Action

From operational mode, enter the show security nat destination rule all command. View the Translation
hits field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.



Action

From operational mode, enter the show security flow session command.

Understanding Source NAT Rules

Source NAT rules specify two layers of match conditions:

e Traffic direction—Allows you to specify combinations of from interface, from zone, or from routing-
instance and to interface, to zone, or to routing-instance. You cannot configure the same from and to
contexts for different rule sets.

e Packet information—Can be source and destination IP addresses or subnets, source port numbers or
port ranges, destination port numbers or port ranges, protocols, or applications.

For all ALG traffic, except FTP, we recommend that you not use the source-port rule option. Data session
creation can fail if this option is used because the IP address and the source port value, which is a
random value, might not match the rule.

In addition, we recommend that you not use the destination-port option or the application option as
matching conditions for ALG traffic. If these options are used, translation may fail because the port value
in the application payload might not match the port value in the IP address.

If multiple source NAT rules overlap in the match conditions, the most specific rule is chosen. For
example, if rules A and B specify the same source and destination IP addresses, but rule A specifies
traffic from zone 1 to zone 2 and rule B specifies traffic from zone 1 to interface ge-0/0/0, rule B is used
to perform source NAT. An interface match is considered to be more specific than a zone match, which
is more specific than a routing instance match.

The actions you can specify for a source NAT rule are:

o off —Do not perform source NAT.

e pool—Use the specified user-defined address pool to perform source NAT.
e interface—Use the egress interface’s IP address to perform source NAT.

Source NAT rules are applied to traffic in the first packet that is processed for the flow or in the fast
path for the ALG. Source NAT rules are processed after static NAT rules, destination NAT rules, and
reverse mapping of static NAT rules and after route and security policy lookup.

When zones are not configured under rule-set and when active source NAT is configured with missing
mandatory statement “from” then, the following message is displayed when performing commit “Missing
mandatory statement: 'from' error: configuration check-out failed” and the configuration check-out fails.



Example: Configuring Source NAT with Multiple Rules
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This example describes how to configure source NAT mappings with multiple rules.

Requirements
Before you begin:
o Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

o Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 6 on page 102, the following translations are performed on the
Juniper Networks security device for the source NAT mapping for traffic from the trust zone to the
untrust zones:

e The source IP address in packets sent by the 10.1.1.0/24 and 10.1.2.0/24 subnets to any address in
the untrust zone is translated to a public address in the range from 192.0.2.1 to 192.0.2.24 with port
translation.

e The source IP address in packets sent by the 192.168.1.0/24 subnet to any address in the untrust
zone is translated to a public address in the range from 192.0.2.100 to 192.0.2.249 with no port
translation.

e The source IP address in packets sent by the 192.168.1.250/32 host device is not translated.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

Figure 6: Source NAT with Multiple Translation Rules
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This example describes the following configurations:

Source NAT pool src-nat-pool-1 that contains the IP address range 192.0.2.1 through 192.0.2.24.

Source NAT pool src-nat-pool-2 that contains the IP address range 192.0.2.100 through 192.0.2.249,
with port address translation disabled.

When port address translation is disabled, the number of translations that the source NAT pool can
support concurrently is limited to the number of addresses in the pool, unless the address-shared
option is enabled. Packets are dropped if there are no addresses available in the source NAT pool.
You can optionally specify an overflow pool from which IP addresses and port numbers are allocated
when there are no addresses available in the original source NAT pool.

Source NAT rule set rs1 to match packets from the trust zone to the untrust zone. Rule set rs1
contains multiple rules:

e Rule r1 to match packets with a source IP address in either the 10.1.1.0/24 or 10.1.2.0/24
subnets. For matching packets, the source address is translated to an IP address in the src-nat-
pool-1 pool.

e Rule r2 to match packets with a source IP address of 192.168.1.250/32. For matching packets,
there is no NAT translation performed.

¢ Rule r3 to match packets with a source IP address in the 192.168.1.0/24 subnet. For matching
packets, the source address is translated to an IP address in the src-nat-pool-2 pool.

The order of rules in a rule set is important, as the first rule in the rule set that matches the traffic
is used. Therefore, rule r2 to match a specific IP address must be placed before rule r3 that
matches the subnet on which the device is located.

Proxy ARP for the addresses 192.0.2.1 through 192.0.2.24 and 192.0.2.100 through 192.0.2.249 on
interface ge-0/0/0.0. This allows the Juniper Networks security device to respond to ARP requests
received on the interface for those addresses.

Security policies to permit traffic from the trust zone to the untrust zone.

When you configure source NAT rule or pool with rule name or pool name as interface or service-set

you will receive the following error message: syntax error, expecting <data>.

If there is a source NAT rule named interface, the rule cannot be viewed using the show security nat

source rule interface command.

If there is a source NAT rule named service-set, the rule cannot be viewed using the show security nat

source rule service-set command.

If there is a source NAT pool named interface, the pool cannot be viewed using the show security nat

source pool interface command.



o If there is a source NAT pool named service-set, the pool cannot be viewed using the show security nat

source pool service-set command.

o If there is a source NAT pool named interface, the paired-address cannot be viewed using the show

security nat source paired-address pool-name interface command.

o If there is a source NAT pool named service-set, the paired-address cannot be viewed using the show

security nat source paired-address pool-name service-set command.

Configuration
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the

commands into the CLI at the [edit] hierarchy level, and then enter comnit from configuration mode.

set security
set security
set security
set security
set security
set security
set security
set security
set security
set security
set security
set security
set security
set security
set security

set security

nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat
nat

source
source
source
source
source
source
source
source
source
source
source
source
source
source

source

pool src-nat-pool-1 address 192.0.2.1/32 to 192.0.2.24/32
pool src-nat-pool-2 address 192.0.2.100/32 to 192.0.2.249/32
pool src-nat-pool-2 port no-translation

rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set
rule-set

rsi
rsi
rsi
rsi
rsi
rsi
rsi
rsi
rsi
rsi
rsi

rsi

proxy-arp interface

from zone trust

to zone

rule
rule
rule
rule
rule
rule
rule
rule
rule

rule

ri
ri
ri
ri
r2
r2
r2
r3
r3
r3

untrust

match source-address 10.1.1.0/24
match source-address 10.1.2.0/24
match destination-address 0.0.0.0/0
then source-nat pool src-nat-pool-1
match source-address 192.168.1.250/32
match destination-address 0.0.0.0/0
then source-nat off

match source-address 192.168.1.0/24
match destination-address 0.0.0.0/0
then source-nat pool src-nat-pool-2

ge-0/0/0.0 address 192.0.2.1/32 to 192.0.2.24/32



set security nat proxy-arp interface ge-0/0/0.0 address 192.0.2.100/32 to 192.0.2.249/32

set security policies from-zone trust to-zone untrust policy internet-access match source-
address any

set security policies from-zone trust to-zone untrust policy internet-access match destination-
address any

set security policies from-zone trust to-zone untrust policy internet-access match application
any

set security policies from-zone trust to-zone untrust policy internet-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CL/ Editor in Configuration Mode.

To configure multiple source NAT rules in a rule set:

1. Create a source NAT pool.

[edit security nat sourcel]
user@host# set pool src-nat-pool-1 address 192.0.2.1 to 192.0.2.24

2. Create a source NAT pool with no port translation.

[edit security nat sourcel]
user@host# set pool src-nat-pool-2 address 192.0.2.100 to 192.0.2.249

user@host# set pool src-nat-pool-2 port no-translation

To configure an overflow pool for src-nat-pool-2 using the egress interface:

[edit security nat source]

user@host# set pool src-nat-pool-2 overflow-pool interface

3. Create a source NAT rule set.

[edit security nat source]
user@host# set rule-set rs1 from zone trust

user@host# set rule-set rs1 to zone untrust



4. Configure a rule that matches packets and translates the source address to an address in the pool.

[edit security nat sourcel]
user@host# set rule-set rs1 rule r1 match source-address [10.1.1.0/24 10.1.2.0/24]
user@host# set rule-set rs1 rule r1 match destination-address 0.0.0.0/0

user@host# set rule-set rs1 rule r1 then source-nat pool src-nat-pool-1

5. Configure a rule to match packets for which the source address is not translated.

[edit security nat sourcel]
user@host# set rule-set rs1 rule r2 match source-address 192.168.1.250/32
user@host# set rule-set rs1 rule r2 match destination-address 0.0.0.0/0

user@host# set rule-set rs1 rule r2 then source-nat off

6. Configure a rule to match packets and translate the source address to an address in the pool with no
port translation.

[edit security nat source]
user@host# set rule-set rs1 rule r3 match source-address 192.168.1.0/24
user@host# set rule-set rs1 rule r3 match destination-address 0.0.0.0/0

user@host# set rule-set rs1 rule r3 then source-nat pool src-nat-pool-2

7. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 192.0.2.1 to 192.0.2.24
user@host# set proxy-arp interface ge-0/0/0.0 address 192.0.2.100 to 192.0.2.249

8. Configure a security policy that allows traffic from the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]

user@host# set policy internet-access match source-address any destination-address any
application any

user@host# set policy internet-access then permit



Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

[edit]
user@host# show security nat
source {
pool src-nat-pool-1 {
address {
192.0.2.1/32 to 192.0.2.24/32;

}
pool src-nat-pool-2 {
address {
192.0.2.100/32 to 192.0.2.249/32;
}
port no-translation;
}
rule-set rsi1 {
from zone trust;
to zone untrust;
rule r1 {
match {
source-address [ 10.1.1.0/24 10.1.2.0/24 1;
destination-address 0.0.0.0/0;
}
then {
source-nat {
pool {
src-nat-pool-1;

}
rule r2 {
match {
source-address 192.168.1.250/32;
destination-address 0.0.0.0/0;
}
then {



source-nat {

off;
}
}
}
rule r3 {
match {
source-address 192.168.1.0/24;
destination-address 0.0.0.0/0;
}
then {
source-nat {
pool {
src-nat-pool-2;
}
}
}
}
}
}
proxy-arp {
interface ge-0/0/0.0 {
address {
192.0.2.1/32 to 192.0.2.24/32;
192.0.2.100/32 to 192.0.2.249/32;
}
}
}

user@host# show security policies
from-zone trust to-zone untrust {
policy internet-access {
match {
source-address any;
destination-address any;

application any;

}

then {
permit;

}

If you are done configuring the device, enter commit from configuration mode.
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To confirm that the configuration is working properly, perform these tasks:

Verifying Source NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the source NAT pool.

Action

From operational mode, enter the show security nat source pool all command. View the Translation hits
field to check for traffic using IP addresses from the pool.

Verifying Source NAT Rule Usage

Purpose

Verify that there is traffic matching the source NAT rule.

Action

From operational mode, enter the show security nat source rule all command. View the Translation hits
field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.



Action

From operational mode, enter the show security flow session command.

Understanding Source NAT Pools

A NAT pool is a user-defined set of IP addresses that are used for translation. Unlike static NAT, where
there is a one-to-one mapping that includes destination IP address translation in one direction and

source IP address translation in the reverse direction, with source NAT, you translate the original source

IP address to an IP address in the address pool.

For source Network Address Translation (NAT) address pools, specify the following:

Name of the source NAT address pool.
Up to 64 address ranges.

Do not overlap NAT addresses for source NAT, destination NAT, and static NAT within one routing
instance.

Routing instance—Routing instance to which the pool belongs (the default is the main inet.0 routing
instance).

Port —The Port Address Translation (PAT) for a source pool. By default, PAT is performed with source
NAT. If you specify the no-translation option, the number of hosts that the source NAT pool can
support is limited to the number of addresses in the pool. If you specify block-allocation, a block of
ports is allocated for translation, instead of individual ports being allocated. If you specify
deterministic, an incoming (source) IP address and port always map to the specific destination address
and port block, based on predefined, deterministic NAT algorithm. If you specify port-overloading, you
can configure the port overloading capacity in source NAT. If you specify range, you can provide the
port number range attached to each address in the pool, and the twin port range for source NAT
pools.

Overflow pool (optional)—Packets are dropped if there are no addresses available in the designated
source NAT pool. To prevent that from happening when the port no-translation option is configured,
you can specify an overflow pool. Once addresses from the original source NAT pool are exhausted,
IP addresses and port numbers are allocated from the overflow pool. A user-defined source NAT
pool or an egress interface can be used as the overflow pool. (When the overflow pool is used, the
pool ID is returned with the address.)

IP address shifting (optional)—A range of original source IP addresses can be mapped to another
range of IP addresses, or to a single IP address, by shifting the IP addresses. Specify the host-
address-base option with the base address of the original source IP address range.



e Address sharing (optional)—Multiple internal IP addresses can be mapped to the same external IP
address. This option can be used only when the source NAT pool is configured with no port
translation. Specify the address-shared option when a source NAT pool has few external IP addresses
available, or only one external IP address. With a many-to-one mapping, use of this option increases
NAT resources and improves traffic.

e Address pooling (optional)— Address pooling can be configured as paired or no-paired. Specify
address-pooling paired for applications that require all sessions associated with one internal IP address
to be mapped to the same external IP address for the duration of a session. This differs from the
persistent-address option, in which the same internal address is translated to the same external
address every time. Specify address-pooling no-paired for applications that can be can be assigned IP
addresses in a round-robin fashion. If either address-pooling paired or address-pooling no-paired is
configured for a source NAT pool with PAT, the persistent address option is disabled. If address-shared
is configured on a source NAT pool without PAT, then the persistent-address option is enabled. Both
address-shared and address-pooling paired can be configured on the same source NAT pool without PAT.

e Pool utilization alarm (optional)— When the raise-threshold option is configured for source NAT, an
SNMP trap is triggered if the source NAT pool utilization rises above this threshold. If the optional
clear-threshold option is configured, an SNMP trap is triggered if the source NAT pool utilization
drops below this threshold. If clear-threshold is not configured, it is set by default to 80 percent of
the raise-threshold value.

You can use the show security nat resource usage source pool command to view address use in a source
NAT pool without PAT, and to view port use in a source NAT pool with PAT.

Understanding Source NAT Pool Capacities

Increasing the total number of IP addresses used for source NAT, either by increasing the number of
pools in the configuration and/or by increasing the capacity or IP-addresses per pool, consumes memory
needed for port allocation. When source NAT pool and IP address limits are reached, port ranges should
be reassigned. That is, the number of ports for each IP address should be decreased when the number of
IP addresses and source NAT pools is increased. This ensures NAT does not consume too much

memory.

See the "Additional Platform Information" on page 150 section for more information.

Use Feature Explorer to confirm platform and release support for specific features. Additional platforms
may be supported.

Use the range and range twin-port options at the [edit security nat source pool port] hierarchy level to assign
a new port range or twin port range for a specific pool. Use the pool-default-port-range and the pool-


https://apps.juniper.net/feature-explorer/

default-twin-port-range options at the [edit security nat source] hierarchy level to specify the global default
port range or twin port range for all source NAT pools.

Configuring port overloading should also be done carefully when source NAT pools are increased.

For a source pool with PAT in range (63,488 through 65,535), two ports are allocated at one time for
RTP/RTCP applications, such as SIP, H.323, and RTSP. In these scenarios, each IP address supports PAT,
occupying 2048 ports (63,488 through 65,535) for ALG module use.

Understanding Persistent Addresses for Source NAT Pools

By default, port address translation is performed with source NAT. However, an original source address
may not be translated to the same IP address for different traffic that originates from the same host. The
source NAT address-persistent option ensures that the same IP address is assigned from the source NAT
pool to a specific host for multiple concurrent sessions.

This option differs from the address-pooling paired option, where the internal address is mapped to an
external address within the pool on a first-come, first-served basis, and might be mapped to a different
external address for each session.

Example: Configuring Capacity for Source NAT Pools with PAT
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This example describes how to configure the capacity of source NAT pools with Port Address
Translation (PAT) if a default port range is not set or you want to override it. Translations are set for each
IP address. When the source pool is increased, ports should be reassigned if the current port number
exceeds limitations.



Requirements
Before you begin:

1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example shows how to configure a PAT pool of 2048 IP addresses with 32,000 ports for each IP
address.

Configuration
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

[edit security nat source]

set pool src-nat-pat-addr address 192.168.0.0/32 to 192.168.3.255/32
set pool src-nat-pat-addr address 192.168.4.0/32 to 192.168.7.255/32
set pool-default-port-range 2001

set pool-default-port-range to 32720

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CL/ Editor in Configuration Mode.

To configure capacity for a source NAT pool with PAT:


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

1. Specify a source NAT pool with PAT and an IP address range.

[edit security nat sourcel]
user@host# set pool src-nat-pat-addr address 192.168.0.0/32 to 192.168.3.255/32
user@hosti#set pool src-nat-pat-addr address 192.168.4.0/32 to 192.168.7.255/32

2. Specify a default port range for the source pool.

[edit security nat source]
user@host# set pool-default-port-range 2001
user@host# set pool-default-port-range to 32720

Results

From configuration mode, confirm your configuration by entering the show security nat-source-summary
command. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

user@host> run show security nat source summary

Total port number usage for port translation pool: 16515072
Maximum port number for port translation pool: 134217728
Total pools: 1

Pool Address Routing PAT Total Name Range Instance Address pool2 203.0.113.1 - 203.0.113.3
default yes 2048

Name Range Instance Address

pooll 198.51.100.0 - 198.51.100.255 default yes 256

Total rules: 1

Rule name Rule set From To Action

rule 1 rulesetl ge-2/2/2.0 ge-2/2/3.0 pool1
rule 1 ge-2/2/4.0 ge-2/2/5.0

If you are done configuring the device, enter commit from configuration mode.
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Verifying Capacity of Source NAT Pools

Purpose

View port and pool information. Port limitations are automatically checked, so the configuration will not
be committed if port limitations are exceeded.

Action

From operational mode, enter the show security nat source summary command to view port and pool details.

Understanding Source NAT Pools with Address Pooling

When a host initiates several sessions that match a policy that requires NAT, and is assigned an IP
address from a source pool that has port address translation enabled, a different source IP address is
used for each session.

Because some applications require the same source IP address for each session, you can use the address-
pooling paired feature to enable all sessions associated with one internal IP address to map to the same
external IP address for the duration of the sessions. When the sessions end, the mapping between the
internal IP address and the external IP address ceases. The next time the host initiates a session, a
different IP address from the pool might be assigned to it.

This differs from the source NAT address-persistent feature, which keeps the mapping static; the same
internal IP address is mapped to the same external IP address every time. It also differs from the address-
persistent feature in that address-pooling paired is configured for a specific pool. The address-persistent
feature is a global configuration that applies to all source pools.



Understanding Source NAT Pools with Address Shifting

The match conditions for a source NAT rule set do not allow you to specify an address range; only
address prefixes may be specified in a rule. When configuring a source NAT pool, you can specify the
host-base-address option; this option specifies the IP address where the original source IP address range
begins.

The range of original source IP addresses that are translated is determined by the number of addresses
in the source NAT pool. For example, if the source NAT pool contains a range of ten IP addresses, then
up to ten original source IP addresses can be translated, starting with a specified base address. This type
of translation is one-to-one, static, and without port address translation.

The match condition in a source NAT rule may define a larger address range than that specified in the
source NAT pool. For example, a match condition might specify an address prefix that contains 256
addresses, but the source NAT pool might contain a range of only a few IP addresses, or only one IP
address. A packet’s source IP address can match a source NAT rule, but if the source IP address is not
within the address range specified in the source NAT pool, the source IP address is not translated.

Example: Configuring Source NAT Pools with Address Shifting
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This example describes how to configure a source NAT mapping of a private address range to public
addresses, with optional address shifting. This mapping is one-to-one between the original source IP
addresses and translated IP addresses.

The match conditions for a source NAT rule set do not allow you to specify an address range; only
address prefixes may be specified in a rule. When configuring a source NAT pool, you can specify the
host-base-address option; this option specifies the IP address where the original source IP address range
begins, and disables port translation.



The range of original source IP addresses that are translated is determined by the number of addresses
in the source NAT pool. For example, if the source NAT pool contains a range of ten IP addresses, then
up to ten original source IP addresses can be translated, starting with a specified base address.

The match condition in a source NAT rule may define a larger address range than that specified in the
source NAT pool. For example, a match condition might specify an address prefix that contains 256
addresses, but the source NAT pool contains a range of only ten IP addresses. A packet’s source IP
address can match a source NAT rule, but if the source IP address is not within the address range
specified in the source NAT pool, the source IP address is not translated.

Requirements
Before you begin:
e Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

o Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 7 on page 118, a range of private addresses in the trust zone is
mapped to a range of public addresses in the untrust zone. For packets sent from the trust zone to the
untrust zone, a source IP address in the range of 192.168.1.10/32 through 192.168.1.20/32 is
translated to a public address in the range of 203.0.113.30/32 through 203.0.113.40/32.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

Figure 7: Source NAT with Address Shifting
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This example describes the following configurations:

o Source NAT pool src-nat-pool-1 that contains the IP address range 203.0.113.30/32 through
203.0.113.40/32. For this pool, the beginning of the original source IP address range is
192.168.1.10/32 and is specified with the host-address-base option.

e Source NAT rule set rs1 with rule r1 to match packets from the trust zone to the untrust zone with a
source IP address in the 192.168.1.0/24 subnet. For matching packets that fall within the source IP
address range specified by the src-nat-pool-1 configuration, the source address is translated to the IP
address in src-nat-pool-1 pool.

o Proxy ARP for the addresses 203.0.113.30/32 through 203.0.113.40/32 on interface ge-0/0/0.0.
This allows the Juniper Networks security device to respond to ARP requests received on the
interface for that address.

e Security policies to permit traffic from the trust zone to the untrust zone.

Configuration
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat source pool src-nat-pool-1 address 203.0.113.30/32 to 203.0.113.40/32

set security nat source pool src-nat-pool-1 host-address-base 192.168.1.10/32

set security nat source rule-set rs1 from zone trust

set security nat source rule-set rsl1 to zone untrust

set security nat source rule-set rsi1 rule r1 match source-address 192.168.1.0/24

set security nat source rule-set rs1 rule r1 then source-nat pool src-nat-pool-1

set security nat proxy-arp interface ge-0/0/0.0 address 203.0.113.30/32 to 203.0.113.40/32
set security policies from-zone trust to-zone untrust policy internet-access match source-
address any



set security policies from-zone trust to-zone untrust policy internet-access match destination-
address any

set security policies from-zone trust to-zone untrust policy internet-access match application
any

set security policies from-zone trust to-zone untrust policy internet-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure a source NAT mapping with address shifting:

1. Create a source NAT pool.

[edit security nat source]
user@host# set pool src-nat-pool-1 address 203.0.113.30/32 to 203.0.113.40/32

2. Specify the beginning of the original source IP address range.

[edit security nat source]
user@host# set pool src-nat-pool-1 host-address-base 192.168.1.10/32

3. Create a source NAT rule set.

[edit security nat source]
user@host# set rule-set rs1 from zone trust

user@host# set rule-set rs1 to zone untrust

4. Configure a rule that matches packets and translates the source address to an address in the pool.

[edit security nat sourcel]
user@host# set rule-set rs1 rule r1 match source-address 192.168.1.0/24

user@host# set rule-set rs1 rule r1 then source-nat pool src-nat-pool-1



5. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.30/32 to 203.0.113.40/32

6. Configure a security policy that allows traffic from the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]
user@host# set policy internet-access match source-address any destination-address any

application any
user@host# set policy internet-access then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration

instructions in this example to correct it.

[edit]
user@host# show security nat
source {
pool src-nat-pool-1 {
address {
203.0.113.30/32 to 203.0.113.40/32;
}
host-address-base 192.168.1.10/32;
}
rule-set rsi1 {
from zone trust;
to zone untrust;
rule r1 {
match {
source-address 192.168.1.0/24;
}
then {
source-nat {
pool {
src-nat-pool-1;



}
}
}
}
proxy-arp {
interface ge-0/0/0.0 {
address {
203.0.113.30/32 to 203.0.113.40/32;
}
}
}

user@host# show security policies
from-zone trust to-zone untrust {
policy internet-access {
match {
source-address any;
destination-address any;

application any;

}

then {
permit;

}

If you are done configuring the device, enter commit from configuration mode.

Verification
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To confirm that the configuration is working properly, perform these tasks:



Verifying Source NAT Pool Usage

Purpose
Verify that there is traffic using IP addresses from the source NAT pool.
Action

From operational mode, enter the show security nat source pool all command. View the Translation hits
field to check for traffic using IP addresses from the pool.

Verifying Source NAT Rule Usage

Purpose
Verify that there is traffic matching the source NAT rule.
Action

From operational mode, enter the show security nat source rule all command. View the Translation hits
field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

Understanding Source NAT Pools with PAT

Using the source pool with Port Address Translation (PAT), Junos OS translates both the source IP
address and the port number of the packets. When PAT is used, multiple hosts can share the same IP
address.

Junos OS maintains a list of assigned port numbers to distinguish what session belongs to which host.
When PAT is enabled, up to 63,488 hosts can share a single IP address. Each source pool can contain



multiple IP addresses, multiple IP address ranges, or both. For a source pool with PAT, Junos OS may
assign different addresses to a single host for different concurrent sessions, unless the source pool or
Junos OS has the persistent address feature or the paired address pooling feature enabled.

For interface source pool and source pool with PAT, range (1024, 65535) is available for port number
mapping per IP address. Within range (1024, 63487) one port is allocated at a time, for a total of 62,464
ports. In range (63488, 65535), two ports are allocated at a time for RTP/RTCP applications such as SIP,
H.323, and RTSP, for a total of 2,048 ports.

When a host initiates several sessions that match a policy that requires network address translation and
is assigned an address from a source pool that has PAT enabled, the device assigns a different source IP
address for each session. Such random address assignment can be problematic for services that create
multiple sessions that require the same source IP address for each session. For example, it is important
to have the same IP address for multiple sessions when using the AOL Instant Message (AIM) client.

To ensure that the router assigns the same IP address from a source pool to a host for multiple
concurrent sessions, you can enable a persistent IP address per router. To ensure that the device assigns
the same IP address from a source pool to a host for the duration of a single session, you can enable
paired address pooling.

Example: Configuring Source NAT for Multiple Addresses with PAT
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This example describes how to configure a source NAT mapping of a private address block to a smaller
public address block using port address translation.

Requirements
Before you begin:
1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 8 on page 126, the source IP address in packets sent from the trust
zone to the untrust zone is mapped to a smaller block of public addresses in the range from
203.0.113.1/32 through 203.0.113.24/32. Because the size of the source NAT address pool is smaller
than the number of potential addresses that might need to be translated, port address translation is
used.

Port address translation includes a source port number with the source IP address mapping. This allows
multiple addresses on a private network to map to a smaller number of public IP addresses. Port address
translation is enabled by default for source NAT pools.
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Figure 8: Source NAT Multiple Addresses with PAT

Untrust
zone Internet
Public address - A
space \
|
ge-0/0/0
SRX Series device | 203.0.113.0/24
|
|
I S
(10.1.1.0/24 | ( 192.168.2.0/24 |
N P N %
Trust
v ™
_ zone (10120024 )
Private address - /’
space S
Original Source IP Translated Source |IP
10.1.1.0/24 203.0.113.1 (with port address translation)
10.1.2.0/24
192.168.1.0/24

g030&To



This example describes the following configurations:

o Source NAT pool src-nat-pool-1 that contains the IP address range 203.0.113.1/32 through
203.0.113.24/32.

o Source NAT rule set rs1 to match all packets from the trust zone to the untrust zone. For matching
packets, the source IP address is translated to an IP address in the src-nat-pool-1 pool.

o Proxy ARP for the addresses 203.0.113.1/32 through 203.0.113.24/32 on interface ge-0/0/0.0. This
allows the Juniper Networks security device to respond to ARP requests received on the interface
for those addresses.

e Security policies to permit traffic from the trust zone to the untrust zone.

Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter comnit from configuration mode.

set security nat source pool src-nat-pool-1 address 203.0.113.1/32 to 203.0.113.24/32

set security nat source rule-set rs1 from zone trust

set security nat source rule-set rs1 to zone untrust

set security nat source rule-set rs1 rule r1 match source-address 10.1.1.0/24

set security nat source rule-set rsi1 rule r1 match source-address 10.1.2.0/24

set security nat source rule-set rsi1 rule r1 match source-address 192.168.1.0/24

set security nat source rule-set rs1 rule r1 match destination-address 0.0.0.0/0

set security nat source rule-set rs1 rule r1 then source-nat pool src-nat-pool-1

set security nat proxy-arp interface ge-0/0/0.0 address 203.0.113.1/32 to 203.0.113.24/32
set security policies from-zone trust to-zone untrust policy internet-access match source-
address any

set security policies from-zone trust to-zone untrust policy internet-access match destination-



address any
set security policies from-zone trust to-zone untrust policy internet-access match application
any

set security policies from-zone trust to-zone untrust policy internet-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CL/ Editor in Configuration Mode.

To configure a source NAT mapping from a private address block to a smaller public address block using
PAT:

1. Create a source NAT pool.

[edit security nat source]
user@host# set pool src-nat-pool-1 address 203.0.113.1 to 203.0.113.24

2. Create a source NAT rule set.

[edit security nat source]
user@host# set rule-set rs1 from zone trust

user@host# set rule-set rs1 to zone untrust

3. Configure a rule that matches packets and translates the source address to an address in the pool.

[edit security nat sourcel]

user@host# set rule-set rs1 rule r1 match source-address [10.1.1.0/24 10.1.2.0/24
192.168.1.0/24]

user@host# set rule-set rs1 rule r1 match destination-address 0.0.0.0/0

user@host# set rule-set rs1 rule r1 then source-nat pool src-nat-pool-1

4. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.1 to 203.0.113.24



5. Configure a security policy that allows traffic from the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]
user@host# set policy internet-access match source-address any destination-address any

application any
user@host# set policy internet-access then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration

instructions in this example to correct it.

[edit]
user@host# show security nat
source {
pool src-nat-pool-1 {
address {
203.0.113.1/32 to 203.0.113.24/32;

}
rule-set rsi1 {
from zone trust;
to zone untrust;
rule r1 {
match {
source-address [10.1.1.0/24 10.1.2.0/24 192.168.1.0/241;
destination-address 0.0.0.0/0;

}
then {
source-nat {
pool {
src-nat-pool-1;
}
}
}

}
proxy-arp {



interface ge-0/0/0.0 {
address {
203.0.113.1/32 to 203.0.113.24/32;

}
user@host# show security policies
from-zone trust to-zone untrust {
policy internet-access {
match {
source-address any;
destination-address any;

application any;

}

then {
permit;

}

If you are done configuring the device, enter commit from configuration mode.

Verification

IN THIS SECTION
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Verifying NAT Application to Traffic | 131

To confirm that the configuration is working properly, perform these tasks:

Verifying Source NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the source NAT pool.



Action

From operational mode, enter the show security nat source pool all command. View the Translation hits
field to check for traffic using IP addresses from the pool.

Verifying Source NAT Rule Usage

Purpose

Verify that there is traffic matching the source NAT rule.

Action

From operational mode, enter the show security nat source rule all command. View the Translation hits
field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

Understanding Source NAT Pools Without PAT

When you define a source pool, Junos OS enables PAT by default. To disable PAT, you must specify no
port translation when you are defining a source pool.

When using a source pool without PAT, Junos OS performs source Network Address Translation for the
IP address without performing PAT for the source port number. For applications that require that a
particular source port number remain fixed, you must use source pool without PAT.

The source pool can contain multiple IP addresses, multiple IP address ranges, or both. For source pool
without PAT, Junos OS assigns one translated source address to the same host for all its concurrent
sessions unless the address-pooling no-paired option is enabled.

The number of hosts that a source NAT pool without PAT can support is limited to the number of
addresses in the pool. When you have a pool with a single IP address, only one host can be supported,



and traffic from other hosts is blocked because there are no resources available. If a single IP address is
configured for a source NAT pool without PAT when NAT resource assignment is not in active-backup
mode in a chassis cluster, traffic through node 1 will be blocked.

Pool utilization for each source pool without PAT is computed. You can turn on pool utilization alarm by
configuring alarm thresholds. An SNMP trap is triggered every time pool utilization rises above a
threshold and goes below a threshold.

If a static NAT rule is for one-to-one IP translation, avoid dividing the rule into a destination rule and a
source rule when source no-pat pool without address sharing is used. If you choose to divide the rule,
you will then have to use source pat-pool with single IP or source no-pat pool with multiple IP.

Example: Configuring a Single IP Address in a Source NAT Pool Without
PAT

IN THIS SECTION
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This example describes how to configure a private address block to a single public address in a source
NAT pool without Port Address Translation.

PAT is enabled by default for source NAT pools. When PAT is disabled, the number of translations that
the source NAT pool can concurrently support is limited to the number of addresses in the pool. Packets
are dropped if there are no addresses available in the source NAT pool. However, using the address-shared
option, you can map more that one private IP address to a single public IP address as long as the traffic
is from different source ports.

Requirements
Before you begin:

1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. The source IP address of packets sent from the trust zone to the untrust zone
are mapped to a single public address.

This example describes the following configurations:

e Source NAT pool src-nat-pool-1 that contains the IP address 203.0.113.1/30. The port no-translation
option and the address shared option are specified for the pool.

e Source NAT rule set rs1 to match all packets from the trust zone to the untrust zone. For matching
packets, the source IP address is translated to an IP address in the src-nat-pool-1 pool.

e Security policies to permit traffic from the trust zone to the untrust zone.

Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat source pool src-nat-pool-1 address 203.0.113.1/30

set security nat source pool src-nat-pool-1 port no-translation

set security nat source pool-src-nat-pool-1 address-shared

set security nat source rule-set rs1 from zone trust

set security nat source rule-set rsl1 to zone untrust

set security nat source rule-set rsi1 rulel match source address 192.0.2.0/24

set security nat source rule-set rs1 rule r1 then source src-nat-pool-1



Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure a source NAT mapping from a private address block to a single public address without PAT:

1. Create a source NAT pool with a single IP address for the shared address.

[edit security nat source]

user@host# set pool src-nat-pool-1 address 203.0.113.1/30

Specify the port no-translation option.

[edit security nat source]

user@host# set pool src-nat-pool-1 port no-translation

2. Specify the address-shared option.

[edit security nat source]

user@host# set pool pool-src-nat-pool-1 address-shared

3. Create a source NAT rule set.

[edit security nat source]
user@host# set rule-set rs1 from zone trust

user@host# set rule-set rs1 to zone untrust

4. Configure a rule that matches packets and translates the source address to an address in the pool.

[edit security nat sourcel
user@host# set rule-set rs1 rule r1 match source-address 192.0.2.0/24
user@host# set rule-set rs1 rule r1 then source-nat pool src-nat-pool-1

5. Configure a security policy that allows traffic from the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]

user@host# set policy internet-access match source-address any destination-address any



application any
user@host# set policy internet-access then permit

Results

From configuration mode, confirm your configuration by entering the show security nat source pool and
show security policies commands. If the output does not display the intended configuration, repeat the
configuration instructions in this example to correct it.

[edit]
user@host# show security nat
source {
pool src-nat-pool-1 {
address {
203.0.113.1/30
}
port no-translation;
}
address-shared;
rule-set rsi1 {
from zone trust;

to zone untrust;

rule r1 {
match {
source-address [192.0.2.0/24]
}
then {
source-nat {
pool {
src-nat-pool-1;
}
}
}

}
user@host# show security policies
from-zone trust to-zone untrust {
policy internet-access {
match {
source-address any;



destination-address any;

application any;

}

then {
permit;

}

If you are done configuring the device, enter conmit from configuration mode.

Verification
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Verifying Shared Address Application to Traffic | 136

To confirm that the configuration is working properly, perform these tasks:

Verifying Shared Address

Purpose

Verify that two internal IP addresses, with different source ports, share one external IP address.

Action

From operational mode, enter the show security nat source pool command. View the Address assignment
field to verify that it is shared.

Verifying Shared Address Application to Traffic

Purpose

Verify that two sessions are using the same IP address.



Action

From operational mode, enter the show security flow session command.

Example: Configuring Multiple Addresses in a Source NAT Pool Without
PAT
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This example describes how to configure a source NAT mapping of a private address block to a smaller
public address block without port address translation.

Port address translation is enabled by default for source NAT pools. When port address translation is
disabled, the number of translations that the source NAT pool can concurrently support is limited to the
number of addresses in the pool. Packets are dropped if there are no addresses available in the source
NAT pool. You can optionally specify an overflow pool from which IP addresses and port numbers are
allocated when there are no addresses available in the original source NAT pool.

Requirements
Before you begin:
1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 9 on page 138, the source IP address in packets sent from the trust
zone to the untrust zone is mapped to a smaller block of public addresses in the range from
203.0.113.1/32 through 203.0.113.24/32.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html
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Figure 9: Source NAT Multiple Addresses Without PAT
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This example describes the following configurations:

o Source NAT pool src-nat-pool-1 that contains the IP address range 203.0.113.1/32 through
203.0.113.24/32. The port no-translation option is specified for the pool.

e Source NAT rule set rs1 to match all packets from the trust zone to the untrust zone. For matching
packets, the source IP address is translated to an IP address in the src-nat-pool-1 pool.

e Proxy ARP for the addresses 203.0.113.1/32 through 203.0.113.24/32 on interface ge-0/0/0.0. This
allows the Juniper Networks security device to respond to ARP requests received on the interface
for those addresses.

e Security policies to permit traffic from the trust zone to the untrust zone.

Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat source pool src-nat-pool-1 address 203.0.113.1/32 to 203.0.113.24/32

set security nat source pool src-nat-pool-1 port no-translation

set security nat source rule-set rs1 from zone trust

set security nat source rule-set rsl1 to zone untrust

set security nat source rule-set rs1 rule r1 match source-address 0.0.0.0/0

set security nat source rule-set rsl1 rule r1 match destination-address 0.0.0.0/0

set security nat source rule-set rs1 rule r1 then source-nat pool src-nat-pool-1

set security nat proxy-arp interface ge-0/0/0.0 address 203.0.113.1/32 to 203.0.113.24/32
set security policies from-zone trust to-zone untrust policy internet-access match source-
address any

set security policies from-zone trust to-zone untrust policy internet-access match destination-

address any



set security policies from-zone trust to-zone untrust policy internet-access match application
any
set security policies from-zone trust to-zone untrust policy internet-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure a source NAT mapping from a private address block to a smaller public address block
without PAT:

1. Create a source NAT pool.

[edit security nat sourcel]
user@host# set pool src-nat-pool-1 address 203.0.113.1 to 203.0.113.24

2. Specify the port no-translation option.

[edit security nat sourcel]

user@host# set pool src-nat-pool-1 port no-translation

3. Create a source NAT rule set.

[edit security nat sourcel]
user@host# set rule-set rs1 from zone trust

user@host# set rule-set rs1 to zone untrust

4. Configure a rule that matches packets and translates the source address to an address in the pool.

[edit security nat sourcel

user@host# set rule-set rs1 rule r1 match source-address 0.0.0.0/0
user@host# set rule-set rs1 rule r1 match destination-address 0.0.0.0/0
user@host# set rule-set rs1 rule r1 then source-nat pool src-nat-pool-1



5. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.1 to 203.0.113.24

6. Configure a security policy that allows traffic from the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]
user@host# set policy internet-access match source-address any destination-address any

application any
user@host# set policy internet-access then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration

instructions in this example to correct it.

[edit]
user@host# show security nat
source {
pool src-nat-pool-1 {
address {
203.0.113.1/32 to 203.0.113.24/32;
}
port no-translation;
}
rule-set rsi1 {
from zone trust;
to zone untrust;
rule r1 {
match {
source-address 0.0.0.0/0;
destination-address 0.0.0.0/0;
}
then {
source-nat {
pool {
src-nat-pool-1;



}
}
}
}
}
proxy-arp {
interface ge-0/0/0.0 {
address {
203.0.113.1/32 to 203.0.113.24/32;
}
}
}

user@host# show security policies
from-zone trust to-zone untrust {
policy internet-access {
match {
source-address any;
destination-address any;

application any;

}

then {
permit;

}

If you are done configuring the device, enter conmit from configuration mode.

Verification

IN THIS SECTION

Verifying Source NAT Pool Usage | 143
Verifying Source NAT Rule Usage | 143
Verifying NAT Application to Traffic | 143

To confirm that the configuration is working properly, perform these tasks:



Verifying Source NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the source NAT pool.

Action

From operational mode, enter the show security nat source pool all command. View the Translation hits
field to check for traffic using IP addresses from the pool.

Verifying Source NAT Rule Usage

Purpose

Verify that there is traffic matching the source NAT rule.

Action

From operational mode, enter the show security nat source rule all command. View the Translation hits
field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose
Verify that NAT is being applied to the specified traffic.
Action

From operational mode, enter the show security flow session command.

Understanding Shared Addresses in Source NAT Pools without PAT

Source NAT pools with no port address translation perform static, one-to-one mappings from one
source IP address to one external IP address. When there is only one external IP address, or very few
available in a source no-pat pool , the address-shared option enables you to map many source IP addresses
to one external IP address as long as the traffic comes from different source ports.



For example, if there is a source NAT pool with no port translation containing only two IP addresses, IP
1 and IP 2, when a packet arrives from

1. Source IP 1, port 1, it is translated to IP 1, port 1.
2. Source IP 2, port 2, it is translated to IP 2, port 2.

3. Source IP 3, port 1, it is translated to IP 2, port 1. (It cannot be translated to IP 1 port 1 because that
port is already used.

However, if another packet arrives from Source IP 3, port 1 for a different destination IP and port, it
cannot be translated to IP 1, port 1 or IP 2, port 1 because port 1 is already used for both available IP
addresses. The session will fail.

This option increases NAT resources and improves the possibility of setting up successful translated
traffic. It cannot be used on source NAT pools with port address translation because address sharing is
already their default behavior.

Understanding NAT Session Persistence
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Network Address Translation (NAT) session persistence provides a means to retain existing sessions,
instead of clearing them, when there changes in the NAT configuration. If session persistence is enabled,
the retained sessions continue to process and forward packets as time and resources are optimally used
to rebuild the impacted sessions. Thus, packet forwarding does not stop even if the NAT configuration is
changed for some or all sessions.

From Junos OS Release 18.3R1 onward, with the support for NAT session persistence, the Packet
Forwarding Engine scans the sessions and decides whether to keep the sessions or clear the sessions. In
releases before Junos OS Release 18.3R1, the NAT sessions are cleared if there is a change in the NAT
configuration.

The Packet Forwarding Engine performs the following two types of scans to decide whether to retain or
drop sessions:



e Source NAT pool session persistence scan—The Packet Forwarding Engine compares the existing
session IP address with source pool address range. If the existing session IP address is in the specified
source pool address range, the session is kept alive, otherwise the session is cleared.

o Source NAT rule session persistence scan—The Packet Forwarding Engine uses the rule ID to
compare the source IP address, source port, destination IP address, and destination port between the
old and new configurations. If the new and old configurations are the same, then the session is kept
alive, otherwise the session is cleared.

NAT session persistence is not supported for static NAT and destination NAT.

NAT session persistence is not supported if the PAT pool is configured with the address persistent,
address pooling paired, source address-persistent, port block allocation, port deterministic, persistent
nat, and port overloading factor fields.

NAT session persistence is supported only for source NAT in the following scenarios:
e Source pool—Change in an address range in a Port Address Translation (PAT) pool.

e Source rule—Change in match conditions for the address book, application, destination IP address,
destination port, source IP address, and destination port information.

To enable the NAT session persistence scanning, include the session-persistence-scan statement at the
[edit security nat source] hierarchy level.

You can also configure a timeout value to retain the sessions for the specified time period by using the
set security nat source session-drop-hold-down CLI command. The value of the session-drop-hold-down option

ranges from 30 through 28,800 seconds (eight hours). The session expires after the configured timeout
period.

Limitations of NAT Session Persistence

e When there is a change in IP addresses in the NAT source pool, the newly configured IP addresses
are appended to the NAT source pool. After the NAT source pool is rebuilt, the new IP addresses are
not the same as the existing IP addresses. The differences in the IP addresses in the NAT source pool
impacts the round-robin mode of picking IP addresses from the NAT source pool.

e [f the scan types identify sessions that will never be timed out (that is, the sessions for which the
session-drop-hold-down value is not configured or is configured as 8 hours), then the Packet Forwarding
Engine ignores those sessions, and the sessions are retained.

Configure Port Block Allocation Size



Before you begin:

e Understand the guidelines for configuring port block allocation. Read Guidelines for Configuring
Secured Port Block Allocation.

You can configure secured port block allocation, which allocates blocks of ports to a NAT subscriber.
With port block allocation, we generate one syslog log per set of ports allocated for a subscriber. Use
this procedure to configure the port block allocation size.

1. Configure the IPv4 addresses.

user@host# set security nat source pool root_src_v4_pat address 200.0.0.1/32 to 200.16.0.0/32
2. Configure the starting and ending port value.

user@host# set security nat source pool root_src_v4_pat port range 61044

user@host# set security nat source pool root_src_v4_pat port range to 63500

3. Configure the port block allocation size.

user@host# set security nat source pool root_src_v4_pat port block-allocation block-size 8

If you configure the port block allocation size greater than 8, the system displays the warning

message warning: To save system memory, the block size is recommended to be no less than 8.

4. Configure the interim log interval time.
user@hosti#set security nat source pool root_src_v4_pat port block-allocation interim-logging-
interval 1800

5. Configure the last port block timeout value.
user@hostitset security nat source pool root_src_v4_pat port block-allocation last-block-
recycle-timeout 120

6. Commit the configuration
user@host#commit

2020-05-14 19:56:33.758167 CST: Running FIPS Self-tests
Veriexec is not enforced, FIPS mode not available


https://www.juniper.net/documentation/en_US/junos/topics/concept/nat-port-block-allocation-guidelines.html
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2020-05-14 19:56:33.771303 CST: FIPS Self-tests Skipped

commit complete

7. Verify the output value for configured block-size.

user@host#run show security nat source pool all

Total pools: 1

Pool name : root_src_v4_pat
Pool id 1 4

Routing instance : default

Port : [61044, 63500]
Port overloading : 1

Address assignment : no-paired

Total addresses : 1048576
Translation hits : @
Port block size : 8

Max blocks per host : 8
Active block timeout : @

Last block recycle timeout : @

Interim logging interval : @

PBA block log : Enable

Used/total port blocks: 0/321912832

Address range Single Ports  Twin Ports
200.0.0.1 - 200.16.0.0 0 0

Total used ports : 0 0

Configuring the NAT Session Hold Timeout and NAT Session Persistence
Scan

This configuration shows how to configure the NAT session hold timeout and NAT session persistence.
Configuring NAT Session Hold Timeout

The following configuration shows how to configure the NAT session hold timeout.



e To set the NAT session hold timeout period:

[edit security nat source]
user@host# set session-drop-hold-down time,

The value of the #ime variable ranges from 30 through 28,800 seconds (eight hours). The session
expires after the configured timeout period.

Results

From configuration mode, confirm your configuration by entering the show security command. If the
output does not display the intended configuration, repeat the configuration instructions in this example
to correct it.

[edit]
user@host# show security
nat {
source {
session-drop-hold-down 28800;

Configuring NAT Session Persistence Scan
The following configuration shows how to configure the NAT session persistence scan.

e To enable the NAT session persistence scan:

[edit security nat source]

user@host# set session-persistence-scan

Results



From configuration mode, confirm your configuration by entering the show security command. If the
output does not display the intended configuration, repeat the configuration instructions in this example
to correct it.

[edit]
user@host# show security
nat {
source {
session-persistence-scan;

Understanding NAT Configuration Check on Egress Interfaces after
Reroute

The Network Address Translation (NAT) configuration often changes to accommodate more users and to
enhance shortest route to transfer the traffic. If there is a change in egress interface because of
rerouting of traffic, you can use the set security flow enable-reroute-uniform-link-check nat command to
retain the existing NAT configuration and rule.

When the enable-reroute-uniform-link-check nat command is enabled:

e The session is retained with the existing NAT rule, if the new egress interface and the previous
egress interface are in the same security zone, and there is no change in the matched NAT rule or if
no rule is applied before and after rerouting.

e The session expires if the new egress interface and the previous egress interface are in the same
security zone and the matched NAT rule is changed.

When the enable-reroute-uniform-1link-check nat command is disabled:

e The traffic is forwarded to the new egress interface if the new egress interface and the previous
egress interface are in the same security zone.

Configuration

To enable the NAT configuration for an existing session when there is a change in egress interface
because of rerouting, use the following command:



[edit]

user@host# set security flow enable-reroute-uniform-link-check nat

The new configuration is applied when you commit the configuration changes.

The enable-reroute-uniform-link-check nat command is disabled by default.

Limitations

Retaining the NAT configuration using the set security flow enable-reroute-uniform-link-check nat command

has the following limitations:

e The TCP synchronization does not allow the new session to transfer the traffic. You must disable the

TCP synchronization to allow the transfer of traffic in new sessions.

e The packet information might lost if reroute is initiated after a three-way handshake to initialize

communication. You must disable the Junos OS Services Framework (JSF) like Application Layer

Gateway (ALG) to allow the transfer of traffic in new sessions.

Additional Platform Information

Use Feature Explorer to confirm platform and release support for specific features. Additional platforms

may be supported.
Pool/PAT SRX300
Maximum SRX320

Address Capacity = SRX650

Source NAT 1024
pools

IP addresses 1024
supporting port
translation

PAT port number = 64M

Change History Table

SRX340
SRX345

2048

2048

64M

SRX1400
SRX1500

8192

8192

256M

SRX3400
SRX3600
SRX4100
SRX4200

10,240

12,288

384M

SRX4700

30720

1048576

2576M

SRX5400
SRX5600
SRX5800

12,288

M

384M


https://apps.juniper.net/feature-explorer/

Feature support is determined by the platform and release you are using. Use Feature Explorer to
determine if a feature is supported on your platform.

Release

20.3R1

17.4R1

15.1X49-D30

15.1X49-D30

12.3X48-D40

Description

Starting in Junos OS Release 20.3R1, you can configure the port block allocation size on SRX300,
SRX320, SRX340, SRX345, SRX380, SRX550HM, SRX1500, SRX4100, SRX4200, and SRX4600. To
save system memory, the recommended port block allocation size is 64. If you configure the port
block allocation size lesser than 64, the system displays the warning message warning: To save

system memory, the block size is recommended to be no less than 64.

Starting in Junos OS Release 17.4R1, source NAT resources handled by the central point
architecture have been offloaded to the SPUs when the SPC number is more than four, resulting in
more efficient resource allocation.

Starting in Junos OS Release 15.1X49-D30 and Junos OS Release 17.3R1, the central point
architecture for NAT has been enhanced to handle higher system session capacity and session
ramp-up rate for the SRX5000 line. Hence, the workload on the central point is reduced to
increase the session capacity and to support more sessions to achieve higher connections per
second (CPS).

Starting in Junos OS Release 15.1X49-D30 and Junos OS Release 17.3R1, you can further improve
NAT performance and throughput on SRX5000 line devices using “session affinity” mode.

In Release 12.3X48-D40, and in Release 15.1X49-D60 and later releases, you can increase the
source NAT port capacity to 2.4G on SRX5400, SRX5600, and SRX5800 devices with next-
generation Services Processing Cards (SPCs) using the port-scaling-enlargement statement at the

[edit security nat source] hierarchy level supported

Destination NAT

IN THIS SECTION

Understanding Destination NAT | 152

Understanding Destination NAT Address Pools | 153

Understanding Destination NAT Rules | 153

Destination NAT Configuration Overview | 154


https://apps.juniper.net/feature-explorer/

Example: Configuring Destination NAT for Single Address Translation | 154
Example: Configuring Destination NAT for IP Address and Port Translation | 165
Example: Configuring Destination NAT for Subnet Translation | 172

Monitoring Destination NAT Information | 179

Destination NAT changes the destination address of packets passing through the Router. It also offers
the option to perform the port translation in the TCP/UDP headers. Destination NAT mainly used to
redirect incoming packets with an external address or port destination to an internal IP address or port
inside the network.

Understanding Destination NAT

Destination NAT is the translation of the destination IP address of a packet entering the Juniper
Networks device. Destination NAT is used to redirect traffic destined to a virtual host (identified by the
original destination IP address) to the real host (identified by the translated destination IP address).

When destination NAT is performed, the destination IP address is translated according to configured
destination NAT rules and then security policies are applied.

Destination NAT allows connections to be initiated only for incoming network connections—for
example, from the Internet to a private network. Destination NAT is commonly used to perform the
following actions:

¢ Translate a single IP address to another address (for example, to allow a device on the Internet to
connect to a host on a private network).

e Translate a contiguous block of addresses to another block of addresses of the same size (for
example, to allow access to a group of servers).

e Translate a destination IP address and port to another destination IP address and port (for example,
to allow access to multiple services using the same IP address but different ports).

The following types of destination NAT are supported:

e Translation of the original destination IP address to an IP address from a user-defined pool. This type
of translation does not include Port Address Translation (PAT). If the original destination IP address
range is larger than the address range in the user-defined address pool, any untranslated packets are
dropped.



e Translation of the original destination IP address (and optional port number) to one specific IP
address (and port number) from a user-defined pool.

Understanding Destination NAT Address Pools

A NAT pool is a user-defined set of IP addresses that are used for translation. Unlike static NAT, where
there is a one-to-one mapping that includes destination IP address translation in one direction and
source IP address translation in the reverse direction, with destination NAT, you translate the original
destination address to an IP address in the address pool.

For destination NAT address pools, specify the following:
o Name of the destination NAT address pool
e Destination address or address range

Do not overlap NAT addresses for source NAT, destination NAT, and static NAT within one routing
instance.

e Destination port that is used for port forwarding

e Routing instance to which the pool belongs—A destination NAT pool that does not specify a specific
routing instance will default to the routing instance of the ingress zone.

You can configure a NAT pool to exist in the default routing instance. Configuration option to specify
that a NAT pool exists in the default routing-instance is available. As a result, the NAT pool is
reachable from zones in the default routing instance, and from zones in other routing instances.

Understanding Destination NAT Rules

Destination NAT rules specify two layers of match conditions:
o Traffic direction—Allows you to specify from interface, from zone, or from routing-instance.

e Packet information—Can be source IP addresses, destination IP address or subnet, destination port
numbers or port ranges, protocols, or applications.

For ALG traffic, we recommend that you not use the destination-port option or the application option as
matching conditions. If these options are used, translation may fail because the port value in the
application payload might not match the port value in the IP address.



If multiple destination NAT rules overlap in the match conditions, the most specific rule is chosen. For
example, if rules A and B specify the same source and destination IP addresses, but rule A specifies
traffic from zone 1 and rule B specifies traffic from interface ge-0/0/0, rule B is used to perform
destination NAT. An interface match is considered to be more specific than a zone match, which is more
specific than a routing instance match.

The actions you can specify for a destination NAT rule are:
e off—Do not perform destination NAT.
e pool—Use the specified user-defined address pool to perform destination NAT.

Destination NAT rules are applied to traffic in the first packet that is processed for the flow or in the fast
path for the ALG. Destination NAT rules are processed after static NAT rules but before source NAT
rules.

Destination NAT Configuration Overview

The main configuration tasks for destination NAT are as follows:

1. Configure a destination NAT address pool that aligns with your network and security requirements.
2. Configure destination NAT rules that align with your network and security requirements.

3. Configure NAT proxy ARP entries for IP addresses in the same subnet of the ingress interface.

Example: Configuring Destination NAT for Single Address Translation
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This example describes how to configure a destination NAT mapping of a single public address to a
private address.



Mapping one destination IP address to another can also be accomplished with static NAT. Static NAT
mapping allows connections to be established from either side of the gateway device, whereas
destination NAT only allows connections to be established from one side. However, static NAT only
allows translations from one address to another or between blocks of addresses of the same size.

Requirements

This example uses the following hardware and software components:

e SRX Series Firewalls

e Server

Before you begin:

e Configure network interfaces on the device. See the Interfaces User Guide for Security Devices.

e Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview
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Destination NAT is commonly used to distribute a service located in a private network with a publicly
accessible IP address. This allows users to use the private service with the public IP address. Destination
NAT address pool and destination NAT rules configurations are used to align your network and improve
security requirements.

In this example, first you configure the trust security zone for the private address space and then you
configure the untrust security zone for the public address space. In Figure 10 on page 156, devices in
the untrust zone access a server in the trust zone by way of public address 203.0.113.200/32. For
packets that enter the Juniper Networks security device from the untrust zone with the destination IP
address 203.0.113.200/32, the destination IP address is translated to the private address
192.168.1.200/32.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html
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Table 11 on page 157 shows the parameters configured in this example.

Table 11: Interfaces, Zones, Server, and IP Address Information

Parameter

Trust Zone

Untrust Zone

192.168.1.200/32

192.168.1.0/24

203.0.113.200/32

Server

ge-0/0/0 and ge-1/0/0

Description

Security zone for the private address space.

Security zone for the public address space.

Translated destination NAT IP address.

Private subnet in private zone.

Public address of the server.

Server address of the private address space.

NAT interfaces for traffic direction.

This example describes the following configurations:

e Destination NAT pool dst-nat-pool-1 that contains the IP address 192.168.1.200/32.

e Destination NAT rule set rs1 with rule r1 to match packets received from the ge-0/0/0.0 interface
with the destination IP address 203.0.113.200/32. For matching packets, the destination address is
translated to the address in the dst-nat-pool-1 pool.

e Proxy ARP for the address 203.0.113.200/32 on interface ge-0/0/0.0. This allows the Juniper
Networks security device to respond to ARP requests received on the interface for that address.

e Security policies to permit traffic from the untrust zone to the translated destination IP address in

the trust zone.

Configuration
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat destination pool dst-nat-pool-1 address 192.168.1.200/32

set security nat destination rule-set rs1 from interface ge-0/0/0.0

set security nat destination rule-set rs1 rule r1 match destination-address 203.0.113.200/32
set security nat destination rule-set rs1 rule r1 then destination-nat pool dst-nat-pool-1

set security nat proxy-arp interface ge-0/0/0.0 address 203.0.113.200/32

set security address-book global address server-1 192.168.1.200/32

set security policies from-zone untrust to-zone trust policy server-access match source-address
any

set security policies from-zone untrust to-zone trust policy server-access match destination-
address server-1

set security policies from-zone untrust to-zone trust policy server-access match application any
set security policies from-zone untrust to-zone trust policy server-access then permit

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode in the CLI User Guide.

To configure a destination NAT mapping from a public address to a private address:

1. Create the destination NAT pool.

[edit security nat destination]
user@host# set pool dst-nat-pool-1 address 192.168.1.200/32

2. Create a destination NAT rule set.

[edit security nat destination]

user@host# set rule-set rs1 from interface ge-0/0/0.0


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/junos-cli/junos-cli.html

3. Configure a rule that matches packets and translates the destination address to the address in the
pool.

[edit security nat destination]
user@host# set rule-set rs1 rule r1 match destination-address 203.0.113.200/32
user@host# set rule-set rs1 rule r1 then destination-nat pool dst-nat-pool-1

4. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.200/32

5. Configure an address in the global address book.

[edit security address-book global]
user@host# set address server-1 192.168.1.200/32

6. Configure a security policy that allows traffic from the untrust zone to the server in the trust zone.

[edit security policies from-zone untrust to-zone trust]

user@host# set policy server-access match source-address any
user@host# set policy server-access match destination-address server-1
user@host# set policy server-access match application any

user@host# set policy server-access then permit

Results

From configuration mode, confirm your configuration by entering the show interfaces, show security zones,
and show bridge-domains command. If the output does not display the intended configuration, repeat the
instructions in this example to correct the configuration.

[edit]
user@host# show security nat
destination {
pool dst-nat-pool-1 {
address 192.168.1.200/32;



rule-set rsi1 {
from interface ge-0/0/0.0;

rule r1 {
match {
destination-address 203.0.113.200/32;
}
then {
destination-nat pool dst-nat-pool-1;
}
}
}
}
proxy-arp {
interface ge-0/0/0.0 {
address {
203.0.113.200/32;
}
}
}
[edit]
user@host# show security address-book
global {
address server-1 192.168.1.200/32;
}

user@host# show security policies
from-zone untrust to-zone trust {
policy server-access {
match {
source-address any;
destination-address server-1;

application any;

}

then {
permit;

}

If you are done configuring the device, enter conmit from configuration mode.



Verification
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Confirm that the configuration is working properly.

Verifying Destination NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the destination NAT pool.

Action

From operational mode, enter the show security nat destination pool all command. View the Translation
hits field to check for traffic using IP addresses from the pool.

user@host>show security nat destination pool all
Total destination-nat pools: 1

Pool name : dst-nat-pool-1

Pool id 21

Total address : 1

Translation hits: 71

Address range Port
192.168.1.200 - 192.168.1.200 0

Meaning

The show security nat destination pool all command displays the pool of translated addresses. View the
Translation hits field to check for traffic using IP addresses from the pool.



Verifying Destination NAT Rule Usage

Purpose

Verify that there is traffic matching the destination NAT rule.

Action

From operational mode, enter the show security nat destination rule all command.

user@host>show security nat destination rule all
Total destination-nat rules: 1
Total referenced IPv4/IPv6 ip-prefixes: 1/0

Destination NAT rule: ri Rule-set: rsi
Rule-Id 21
Rule position o1
From interface 1 ge-0/0/0.0
Destination addresses : 203.0.113.200 - 203.0.113.200
Action : dst-nat-pool-1
Translation hits : 75
Successful sessions : 75
Failed sessions 10
Number of sessions 1 4
Meaning

The show security nat destination rule all command displays the destination NAT rule. View the
Translation hits field to check for traffic that matches the destination rule.

Verifying Destination NAT for a Single Address Translation

Purpose

Verify the configuration of destination NAT for a single address translation.



Action

From operational mode, enter the show security nat destination summary command.

user@host>show security nat destination summary

Total pools: 1

Pool name Address Range Routing Port Total
Instance Address
dst-nat-pool-1 192.168.1.200 - 192.168.1.200 0 1

Total rules: 1

Rule name Rule set From Action
ri rsi ge-0/0/0.0 dst-nat-pool-1
Meaning

The show security nat destination summary command displays information about destination NAT
configuration. You can verify the following information:

e Rule sets

e Rules

e Address range
e NAT pool

e Port details

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

user@host>show security flow session
Session ID: 26415, Policy name: server-access/11, Timeout: 2, Valid
In: 203.0.113.219/30 --> 203.0.113.200/54850;icmp, If: ge-0/0/0.0, Pkts: 1, Bytes: 84



Out: 192.168.1.200/54850 --> 203.0.113.219/30;icmp, If: ge-0/0/1.0, Pkts: 1, Bytes: 84

Session ID: 26420, Policy name: server-access/11, Timeout: 2, Valid
In: 203.0.113.219/31 --> 203.0.113.200/54850;icmp, If: ge-0/0/0.0, Pkts: 1, Bytes: 84
Out: 192.168.1.200/54850 --> 203.0.113.219/31;icmp, If: ge-0/0/1.0, Pkts: 1, Bytes: 84

Session ID: 26425, Policy name: server-access/11, Timeout: 4, Valid
In: 203.0.113.219/32 --> 203.0.113.200/54850;icmp, If: ge-0/0/0.0, Pkts: 1, Bytes: 84
Out: 192.168.1.200/54850 --> 203.0.113.219/32;icmp, If: ge-0/0/1.0, Pkts: 1, Bytes: 84

Session ID: 26431, Policy name: server-access/11, Timeout: 4, Valid

In: 203.0.113.219/33 --> 203.0.113.200/54850
;icmp, If: ge-0/0/0.0, Pkts: 1, Bytes: 84

Out: 192.168.1.200/54850 --> 203.0.113.219/33;icmp, If: ge-0/0/1.0, Pkts: 1, Bytes: 84
Total sessions: 9

Meaning

The show security flow session command displays active sessions on the device and each session’s
associated security policy. The output shows traffic entering the device destined to a public host at
203.0.113.200 that gets translated to private destination IP address 192.168.1.200.

e Session ID—Number that identifies the session. Use this ID to get more information about the
session such as policy name or number of packets in and out.

e server-access—Policy name that permitted the traffic from the untrust zone to the translated
destination IP address in the trust zone.

¢ In—Incoming flow (source and destination IP addresses with their respective source and destination
port numbers, the session is ICMP, and the source interface for this session is ge-0/0/0.0).

e Out—Reverse flow (source and destination IP addresses with their respective source and destination
port numbers, the session is ICMP, and the destination interface for this session is ge-0/0/1.0).



Example: Configuring Destination NAT for IP Address and Port
Translation
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This example describes how to configure destination NAT mappings of a public address to private
addresses, depending on the port number.

Requirements
Before you begin:
1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 11 on page 166, devices in the untrust zone access servers in the
trust zone by way of public address 203.0.113.200 on port 80 or 8000. Packets entering the Juniper
Networks security device from the untrust zone are mapped to the private addresses of the servers as
follows:

e The destination IP address 203.0.113.200 and port 80 is translated to the private address
192.168.1.200 and port 80.

e The destination IP address 203.0.113.200 and port 8000 is translated to the private address
192.168.1.220 and port 8000.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

Figure 11: Destination NAT Address and Port Translation
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This example describes the following configurations:
e Destination NAT pool dst-nat-pool-1 that contains the IP address 192.168.1.200 port 80.
e Destination NAT pool dst-nat-pool-2 that contains the IP address 192.168.1.220 and port 8000.

e Destination NAT rule set rs1 with rule r1 to match packets received from the untrust zone with the
destination IP address 203.0.113.200 and destination port 80. For matching packets, the destination
address is translated to the address in the dst-nat-pool-1 pool.

e Destination NAT rule set rs1 with rule r2 to match packets received from the untrust zone with the
destination IP address 203.0.113.200 and destination port 8000. For matching packets, the
destination IP address and port are translated to the address and port in the dst-nat-pool-2 pool.

e Proxy ARP for the address 203.0.113.200/32. This allows the Juniper Networks security device to
respond to ARP requests received on the interface for that address.

e Security policies to permit traffic from the untrust zone to the translated destination IP addresses in
the trust zone.

Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter comnit from configuration mode.

set security nat destination pool dst-nat-pool-1 address 192.168.1.200/32

set security nat destination pool dst-nat-pool-1 address port 80

set security nat destination pool dst-nat-pool-2 address 192.168.1.220/32

set security nat destination pool dst-nat-pool-2 address port 8000

set security nat destination rule-set rs1 from zone untrust

set security nat destination rule-set rs1 rule r1 match destination-address 203.0.113.200/32
set security nat destination rule-set rs1 rule r1 match destination-port 80



set security nat destination rule-set rs1 rule r1 then destination-nat pool dst-nat-pool-1

set security nat destination rule-set rs1 rule r2 match destination-address 203.0.113.200/32
set security nat destination rule-set rs1 rule r2 match destination-port 8000

set security nat destination rule-set rs1 rule r2 then destination-nat pool dst-nat-pool-2

set security nat proxy-arp interface ge-0/0/0.0 address 203.0.113.200/32

set security address-book global address server-2 192.168.1.220/32

set security address-book global address server-1 192.168.1.200/32

set security policies from-zone untrust to-zone trust policy server-access match source-address
any

set security policies from-zone untrust to-zone trust policy server-access match destination-
address server-1

set security policies from-zone untrust to-zone trust policy server-access match destination-
address server-2

set security policies from-zone untrust to-zone trust policy server-access match application any

set security policies from-zone untrust to-zone trust policy server-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure a destination NAT mapping from a public address to a private address:

1. Create destination NAT pools.

[edit security nat destination]
user@host# set pool dst-nat-pool-1 address 192.168.1.200 port 80
user@host# set pool dst-nat-pool-2 address 192.168.1.220 port 8000

2. Create a destination NAT rule set.

[edit security nat destination]

user@host# set rule-set rs1 from zone untrust

3. Configure a rule that matches packets and translates the destination address to the address in the
pool.

[edit security nat destination]

user@host# set rule-set rs1 rule r1 match destination-address 203.0.113.200



user@host# set rule-set rs1 rule r1 match destination-port 80
user@host# set rule-set rs1 rule r1 then destination-nat pool dst-nat-pool-1

4. Configure a rule that matches packets and translates the destination address to the address in the

pool.

[edit security nat destination]

user@host# set rule-set rs1 rule r2 match destination-address 203.0.113.200
user@host# set rule-set rs1 rule r2 match destination-port 8000

user@host# set rule-set rs1 rule r2 then destination-nat pool dst-nat-pool-2

5. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.200/32

6. Configure addresses in the global address book.

[edit security address-book globall
user@host# set address server-2 192.168.1.220/32
user@host# set address server-1 192.168.1.200/32

7. Configure a security policy that allows traffic from the untrust zone to the servers in the trust zone.

[edit security policies from-zone untrust to-zone trust]
user@host# set policy server-access match source-address any destination-address [server-1

server-2] application any
user@host# set policy server-access then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration

instructions in this example to correct it.

[edit]
user@host# show security nat



destination {
pool dst-nat-pool-1 {
address 192.168.1.200/32 port 80;
}
pool dst-nat-pool-2 {
address 192.168.1.220/32 port 8000;
}
rule-set rsi1 {
from zone untrust;
rule r1 {
match {
destination-address 203.0.113.200/32;
destination-port 80;

}
then {
destination-nat pool dst-nat-pool-1;
}
}
rule r2 {
match {
destination-address 203.0.113.200/32;
destination-port 8000;
}
then {
destination-nat pool dst-nat-pool-2;
}
}
}
}
proxy-arp {
interface ge-0/0/0.0 {
address {
203.0.113.200/32;
}
}
}

user@host# show security policies
from-zone untrust to-zone trust {
policy server-access {
match {
source-address any;
destination-address [ server-1 server-2 1;

application any;



then {

permit;

If you are done configuring the device, enter conmit from configuration mode.

Verification
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Verifying Destination NAT Rule Usage | 171

Verifying NAT Application to Traffic | 172

To confirm that the configuration is working properly, perform these tasks:

Verifying Destination NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the destination NAT pool.

Action

From operational mode, enter the show security nat destination pool all command. View the Translation
hits field to check for traffic using IP addresses from the pool.

Verifying Destination NAT Rule Usage

Purpose

Verify that there is traffic matching the destination NAT rule.



Action

From operational mode, enter the show security nat destination rule all command. View the Translation
hits field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

Example: Configuring Destination NAT for Subnet Translation
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This example describes how to configure a destination NAT mapping of a public subnet address to a
private subnet address.

Mapping addresses from one subnet to another can also be accomplished with static NAT. Static NAT
mapping allows connections to be established from either side of the gateway device, whereas
destination NAT allows connections to be established from only one side. However, static NAT only
allows translations between blocks of addresses of the same size.

Requirements
Before you begin:

1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

2. Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 12 on page 174, devices in the untrust zone access devices in the
trust zone by way of public subnet address 203.0.113.0/24. For packets that enter the Juniper
Networks security device from the untrust zone with a destination IP address in the 203.0.113.0/24
subnet, the destination IP address is translated to a private address on the 192.168.1.0/24 subnet.



Figure 12: Destination NAT Subnet Translation
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This example describes the following configurations:
e Destination NAT pool dst-nat-pool-1 that contains the IP address 192.168.1.0/24.

e Destination NAT rule set rs1 with rule r1 to match packets received from the ge-0/0/0.0 interface
with the destination IP address on the 203.0.113.0/24 subnet. For matching packets, the destination
address is translated to the address in the dst-nat-pool-1 pool.

o Proxy ARP for the addresses 203.0.113.1/32 through 203.0.113.62/32 on the interface ge-0/0/0.0;
these are the IP addresses of the hosts that should be translated from the 203.0.113.0/24 subnet.
This allows the Juniper Networks security device to respond to ARP requests received on the
interface for those addresses. The address 203.0.113.0/24 is assigned to the interface itself, so this
address is not included in the proxy ARP configuration. The addresses that are not in the
203.0.113.1/32 through 203.0.113.62/32 range are not expected to be present on the network and
would not be translated.

e Security policies to permit traffic from the untrust zone to the translated destination IP addresses in
the trust zone.

Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat destination pool dst-nat-pool-1 address 192.168.1.0/24

set security nat destination rule-set rs1 from interface ge-0/0/0.0

set security nat destination rule-set rs1 rule r1 match destination-address 203.0.113.0/24
set security nat destination rule-set rs1 rule r1 then destination-nat pool dst-nat-pool-1
set security nat proxy-arp interface ge-0/0/0.0 address 203.0.113.1/32 to 203.0.113.62/32
set security address-book global address internal-net 192.168.1.0/24

set security policies from-zone untrust to-zone trust policy internal-access match source-



address any

set security policies from-zone untrust to-zone trust policy internal-access match destination-
address internal-net

set security policies from-zone untrust to-zone trust policy internal-access match application
any

set security policies from-zone untrust to-zone trust policy internal-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CL/ Editor in Configuration Mode.

To configure a destination NAT mapping from a public subnet address to a private subnet address:

1. Create the destination NAT pool.

[edit security nat destination]
user@host# set pool dst-nat-pool-1 address 192.168.1.0/24

2. Create a destination NAT rule set.

[edit security nat destination]

user@host# set rule-set rs1 from interface ge-0/0/0.0

3. Configure a rule that matches packets and translates the destination address to an address in the
pool.

[edit security nat destination]
user@host# set rule-set rs1 rule r1 match destination-address 203.0.113.0/24

user@host# set rule-set rs1 rule r1 then destination-nat pool dst-nat-pool-1

4. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.1/32 to 203.0.113.62/32



5. Configure an address in the global address book.

[edit security address-book global]
user@host# set address internal-net 192.168.1.0/24

6. Configure a security policy that allows traffic from the untrust zone to the devices in the trust zone.

[edit security policies from-zone untrust to-zone trust]

user@host# set policy internal-access match source-address any destination-address internal-
net application any

user@host# set policy internal-access then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration

instructions in this example to correct it.

[edit]
user@host# show security nat
destination {
pool dst-nat-pool-1 {
address 192.168.1.0/24;
}
rule-set rsi {
from interface ge-0/0/0.0;

rule r1 {
match {
destination-address 203.0.113.0/24;
}
then {
destination-nat pool dst-nat-pool-1;
}
}
}
}
proxy-arp {

interface ge-0/0/0.0 {
address {



203.0.113.1/32 to 203.0.113.62/32;

}
user@host# show security policies
from-zone untrust to-zone trust {
policy internal-access {
match {
source-address any;
destination-address internal-net;

application any;

}

then {
permit;

}

If you are done configuring the device, enter commit from configuration mode.

Verification
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To confirm that the configuration is working properly, perform these tasks:

Verifying Destination NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the destination NAT pool.



Action

From operational mode, enter the show security nat destination pool all command. View the Translation
hits field to check for traffic using IP addresses from the pool.

Verifying Destination NAT Rule Usage

Purpose

Verify that there is traffic matching the destination NAT rule.

Action

From operational mode, enter the show security nat destination rule all command. View the Translation
hits field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

Monitoring Destination NAT Information

IN THIS SECTION
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Purpose

View the destination Network Address Translation (NAT) summary table and the details of the specified
NAT destination address pool information.

Action

Select Monitor>NAT> Destination NAT in the J-Web user interface, or enter the following CLI
commands:

® show security nat destination summary
e show security nat destination pool pool-name

Table 12 on page 180 summarizes key output fields in the destination NAT display.

Table 12: Summary of Key Destination NAT Output Fields

Field Values Action

Rules

Rule-set Name of the rule set. Select all rule sets or a specific rule set to display
Name from the list.
Total Number of rules configured. -

rules

ID Rule ID number. -

Name Name of the rule . -

Ruleset Name of the rule set. -

Name

From Name of the routing instance/zone/interface -

from which the packet flows.



Table 12: Summary of Key Destination NAT Output Fields (Continued))

Field Values Action
Source Source IP address range in the source pool. -
address

range

Destinati  Destination IP address range in the source pool. -
on

address

range

Destinati  Destination port in the destination pool. -

on port

IP IP protocol. -
protocol

Action Action taken for a packet that matches a rule. -
Alarm Utilization alarm threshold. -
threshold

Sessions Successful, failed, and current sessions. -

(Succ/
Failed/ e Succ-Number of successful session
Current) installations after the NAT rule is matched.

e Failed-Number of unsuccessful session
installations after the NAT rule is matched.

e Current-Number of sessions that reference
the specified rule.

Translatio  Number of times a translation in the translation -
n hits table is used for a destination NAT rule.

Pools



Table 12: Summary of Key Destination NAT Output Fields (Continued))

Field Values Action
Pool The names of the pools. Select all pools or a specific pool to display from
Name the list.
Total Total pools added. -

Pools

ID ID of the pool. -
Name Name of the destination pool. -
Address IP address range in the destination pool. -
range

Port Destination port number in the pool. -
Routing Name of the routing instance. -
instance

Total Total IP address, IP address set, or address book -

addresses  entry.

Translatio  Number of times a translation in the translation -
n hits table is used for destination NAT.

Top 10 Translation Hits

Graph Displays the graph of top 10 translation hits.



Static NAT
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Static NAT maps network traffic from a static external IP address to an internal IP address or network. It
creates a static translation of real addresses to mapped addresses. Static NAT provides internet
connectivity to networking devices through a private LAN with an unregistered private IP address.

Understanding Static NAT

Static NAT defines a one-to-one mapping from one IP subnet to another IP subnet. The mapping
includes destination IP address translation in one direction and source IP address translation in the
reverse direction. From the NAT device, the original destination address is the virtual host IP address
while the mapped-to address is the real host IP address.

Static NAT allows connections to be originated from either side of the network, but translation is limited
to one-to-one or between blocks of addresses of the same size. For each private address, a public
address must be allocated. No address pools are necessary.

Static NAT also supports the following types of translation:

e To map multiple IP addresses and specified ranges of ports to a same IP address and different range
of ports

e To map a specific IP address and port to a different IP address and port



The port address translation (PAT) is also supported by giving static mapping between destination-port
(range) and mapped-port (range).

The original destination address, along with other addresses in source and destination NAT pools, must
not overlap within the same routing instance.

In NAT rule lookup, static NAT rules take precedence over destination NAT rules and reverse mapping
of static NAT rules take precedence over source NAT rules.

Understanding Static NAT Rules

Static Network Address Translation (NAT) rules specify two layers of match conditions:
o Traffic direction—Allows you to specify from interface, from zone, or from routing-instance.
e Packet information—Can be source addresses and ports, and destination addresses and ports.

For all ALG traffic, except FTP, we recommend that you not use the static NAT rule options source-address
or source-port. Data session creation can fail if these options are used because the IP address and the
source port value, which is a random value, might not match the static NAT rule. For FTP ALG traffic, the
source-address option can be used because an IP address can be provided to match the source address of
a static NAT rule.

When both source and destination addresses are configured as match conditions for a rule, traffic is
matched to both the source address and destination address. Because static NAT is bidirectional, traffic
in the opposite direction reverse matches the rule, and the destination address of the traffic is matched
to the configured source address.

If multiple static NAT rules overlap in the match conditions, the most specific rule is chosen. For
example, if rules A and B specify the same source and destination IP addresses, but rule A specifies
traffic from zone 1 and rule B specifies traffic from interface ge-0/0/0, rule B is used to perform static
NAT. An interface match is considered to be more specific than a zone match, which is more specific
than a routing instance match.

Because static NAT rules do not support overlapping addresses and ports, they should not be used to
map one external IP address to multiple internal IP addresses for ALG traffic. For example, if different
sites want to access two different FTP servers, the internal FTP servers should be mapped to two
different external IP addresses.

For the static NAT rule action, specify the translated address and (optionally) the routing instance.

In NAT lookup, static NAT rules take precedence over destination NAT rules and reverse mapping of
static NAT rules takes precedence over source NAT rules.



Static NAT Configuration Overview

The main configuration tasks for static NAT are as follows:

1. Configure static NAT rules that align with your network and security requirements.

2. Configure NAT proxy ARP entries for IP addresses in the same subnet of the ingress interface.

Example: Configuring Static NAT for Single Address Translation

IN THIS SECTION

Requirements | 185
Overview | 185
Configuration | 187
Verification | 190

This example describes how to configure a static NAT mapping of a single private address to a public
address.

Requirements
Before you begin:
1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space.

In Figure 13 on page 186, devices in the untrust zone access a server in the trust zone by way of public
address 203.0.113.200/32. For packets that enter the Juniper Networks security device from the
untrust zone with the destination IP address 203.0.113.200/32, the destination IP address is translated
to the private address 192.168.1.200/32. For a new session originating from the server, the source IP
address in the outgoing packet is translated to the public address 203.0.113.200/32.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html
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Figure 13: Static NAT Single Address Translation
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This example describes the following configurations:

e Static NAT rule set rs1 with rule r1 to match packets from the untrust zone with the destination
address 203.0.113.200/32. For matching packets, the destination IP address is translated to the
private address 192.168.1.200/32.

e Proxy ARP for the address 203.0.113.200 on interface ge-0/0/0.0. This allows the Juniper Networks
security device to respond to ARP requests received on the interface for that address.

e Security policies to permit traffic to and from the 192.168.1.200 server.

Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat static rule-set rsl1 from zone untrust

set security nat static rule-set rsi1 rule r1 match destination-address 203.0.113.200/32

set security nat static rule-set rsi1 rule r1 then static-nat prefix 192.168.1.200/32

set security nat proxy-arp interface ge-0/0/0.0 address 203.0.113.200/32

set security address-book global address server-1 192.168.1.200/32

set security policies from-zone trust to-zone untrust policy permit-all match source-address
server-1

set security policies from-zone trust to-zone untrust policy permit-all match destination-
address any

set security policies from-zone trust to-zone untrust policy permit-all match application any
set security policies from-zone trust to-zone untrust policy permit-all then permit

set security policies from-zone untrust to-zone trust policy server-access match source-address
any

set security policies from-zone untrust to-zone trust policy server-access match destination-
address server-1



set security policies from-zone untrust to-zone trust policy server-access match application any
set security policies from-zone untrust to-zone trust policy server-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CL/ Editor in Configuration Mode.

To configure a static NAT mapping from a private address to a public address:

1. Create a static NAT rule set.

[edit security nat static]

user@host# set rule-set rs1 from zone untrust

2. Configure a rule that matches packets and translates the destination address in the packets to a
private address.

[edit security nat static]
user@host# set rule-set rs1 rule r1 match destination-address 203.0.113.200/32
user@host# set rule-set rs1 rule r1 then static-nat prefix 192.168.1.200/32

3. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.200

4. Configure an address in the global address book.

[edit security address-book global]
user@host# set address server-1 192.168.1.200/32

5. Configure a security policy that allows traffic from the untrust zone to the server in the trust zone.

[edit security policies from-zone untrust to-zone trust]

user@host# set policy server-access match source-address any destination-address server-1



application any
user@host# set policy server-access then permit

6. Configure a security policy that allows all traffic from the server in the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]

user@host# set policy permit-all match source-address server-1 destination-address any
application any

user@host# set policy permit-all then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration

instructions in this example to correct it.

[edit]
user@host# show security nat
static {
rule-set rsi1 {
from zone untrust;

rule r1 {
match {
destination-address 203.0.113.200/32;
}
then {
static-nat prefix 192.168.1.200/32;
}
}
}
}
proxy-arp {
interface ge-0/0/0.0 {
address {
203.0.113.200/32;
}
}
}

user@host# show security policies

from-zone trust to-zone untrust {



policy permit-all {
match {
source-address server-1;
destination-address any;

application any;

}

then {
permit;

}

}
from-zone untrust to-zone trust {
policy server-access {
match {
source-address any;
destination-address server-1;

application any;

}

then {
permit;

}

If you are done configuring the device, enter commit from configuration mode.

Verification

IN THIS SECTION
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Verifying NAT Application to Traffic | 191

To confirm that the configuration is working properly, perform these tasks:



Verifying Static NAT Configuration

Purpose

Verify that there is traffic matching the static NAT rule set.

Action

From operational mode, enter the show security nat static rule command. View the Translation hits field
to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

Example: Configuring Static NAT for Subnet Translation

IN THIS SECTION

Requirements | 192
Overview | 192
Configuration | 194

Verification | 197

This example describes how to configure a static NAT mapping of a private subnet address to a public
subnet address.

Address blocks for static NAT mapping must be of the same size.



Requirements
Before you begin:

1. Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

2. Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. In Figure 14 on page 193, devices in the untrust zone access devices in the
trust zone by way of public subnet address 203.0.113.0/24. For packets that enter the Juniper
Networks security device from the untrust zone with a destination IP address in the 203.0.113.0/24
subnet, the destination IP address is translated to a private address on the 192.168.1.0/24 subnet. For
new sessions originating from the 192.168.1.0/24 subnet, the source IP address in outgoing packets is
translated to an address on the public 203.0.113.0/24 subnet.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html
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This example describes the following configurations:

e Static NAT rule set rs1 with rule r1 to match packets received on interface ge-0/0/0.0 with a
destination IP address in the 203.0.113.0/24 subnet. For matching packets, the destination address
is translated to an address on the 192.168.1.0/24 subnet.

o Proxy ARP for the address ranges 203.0.113.1/32 through 203.0.113.249/32 on interface
ge-0/0/0.0. This allows the Juniper Networks security device to respond to ARP requests received
on the interface for those addresses. The address 203.0.113.250/32 is assigned to the interface
itself, so this address is not included in the proxy ARP configuration.

e Security policies to permit traffic to and from the 192.168.1.0/24 subnet.

Configuration

IN THIS SECTION

Procedure | 194

Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat static rule-set rs1 from interface ge-0/0/0.0

set security nat static rule-set rs1 rule r1 match destination-address 203.0.113.0/24

set security nat static rule-set rs1 rule r1 then static-nat prefix 192.168.1.0/24

set security nat proxy-arp interface ge-0/0/0.0 address 203.0.113.1/32 to 203.0.113.249/32
set security address-book global address server-group 192.168.1.0/24

set security policies from-zone trust to-zone untrust policy permit-all match source-address
server-group

set security policies from-zone trust to-zone untrust policy permit-all match destination-
address any

set security policies from-zone trust to-zone untrust policy permit-all match application any
set security policies from-zone trust to-zone untrust policy permit-all then permit

set security policies from-zone untrust to-zone trust policy server-access match source-address
any



set security policies from-zone untrust to-zone trust policy server-access match destination-
address server-group
set security policies from-zone untrust to-zone trust policy server-access match application any

set security policies from-zone untrust to-zone trust policy server-access then permit

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.

For instructions on how to do that, see Using the CL/ Editor in Configuration Mode.
To configure a static NAT mapping from a private subnet address to a public subnet address:

1. Create a static NAT rule set.

[edit security nat static]

user@host# set rule-set rs1 from interface ge-0/0/0.0

2. Configure a rule that matches packets and translates the destination address in the packets to an
address in a private subnet.

[edit security nat static]
user@host# set rule-set rs1 rule r1 match destination-address 203.0.113.0/24

user@host# set rule-set rs1 rule r1 then static-nat prefix 192.168.1.0/24

3. Configure proxy ARP.

[edit security nat]
user@host# set proxy-arp interface ge-0/0/0.0 address 203.0.113.1/32 to 203.0.113.249/32

4. Configure an address in the global address book.

[edit security address-book global]
user@host# set address server-group 192.168.1.0/24

5. Configure a security policy that allows traffic from the untrust zone to the subnet in the trust zone.

[edit security policies from-zone untrust to-zone trust]

user@host# set policy server-access match source-address any destination-address server-group



application any
user@host# set policy server-access then permit

6. Configure a security policy that allows all traffic from the subnet in the trust zone to the untrust

zone.

[edit security policies from-zone trust to-zone untrust]

user@host# set policy permit-all match source-address server-group destination-address any
application any

user@host# set policy permit-all then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration

instructions in this example to correct it.

[edit]
user@host# show security nat
static {
rule-set rsi1 {
from interface ge-0/0/0.0;

rule r1 {
match {
destination-address 203.0.113.0/24;
}
then {
static-nat prefix 192.168.1.0/24;
}
}
}
}
proxy-arp {
interface ge-0/0/0.0 {
address {
203.0.113.1/32 to 203.0.113.249/32;
}
}
}

user@host# show security policies



from-zone trust to-zone untrust {
policy permit-all {
match {
source-address server-group;
destination-address any;

application any;

}

then {
permit;

}

}
from-zone untrust to-zone trust {
policy server-access {
match {
source-address any;
destination-address server-group;

application any;

}

then {
permit;

}

If you are done configuring the device, enter conmit from configuration mode.

Verification

IN THIS SECTION

Verifying Static NAT Configuration | 198
Verifying NAT Application to Traffic | 198

To confirm that the configuration is working properly, perform these tasks:



Verifying Static NAT Configuration

Purpose

Verify that there is traffic matching the static NAT rule set.

Action

From operational mode, enter the show security nat static rule command. View the Translation hits field
to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

Example: Configuring Static NAT64 for Subnet Translation
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Appendix 1: Set Commands on All

Devices | 205
Appendix 2: Show Configuration Output on
DUT | 206
TIP:
Table 13: Readability Score and Time Estimates
Readability Score e Flesch reading ease: 34

e Flesch-Kincaid reading grade level: 11.9

Reading Time Less than 15 minutes.

Configuration Time Less than an hour.

Example Prerequisites

Use this configuration example to configure and verify Static NAT64 on your device. Static NAT64
enables seamless communication between IPvé6-only clients and IPv4 servers by translating IPvé
addresses into IPv4 using a well-known NAT64 prefix (64:ff9b::/96). This feature is particularly useful in
environments transitioning from IPv4 to IPvé, as it eliminates the need for dual-stack configurations
while ensuring reliable cross-IP version communication.

Hardware requirements VSRX Virtual Firewall
Software requirements Junos OS Release 24.1R1 or later
Licensing requirements Activate a security license to enable Network Address Translation

(NAT) and security features.

Before You Begin



Benefits

Useful resources:

Know more

Hands-on experience

Learn more

Functional Overview

e Seamless Communication: Enables IPvé-only clients to access IPv4 servers by
translating IPvé6 addresses into IPv4 seamlessly.

e Simplified Network Design: Reduces the need for dual-stack configurations,
simplifying network architecture and operations.

e Enhanced Scalability: Supports environments with a growing number of IPvé
devices while maintaining IPv4 compatibility.

Static NAT

vLab Sandbox: NAT - Source & Destination

NAT64 with DNS64 on SRX Series - Part 1

Table 14: Static NAT64 Functional Overview

Profiles

Translation profile

Prefix profile

Address Mapping

Policies

Inbound policy

The NAT64 configuration includes a translation profile to define
the mapping between IPv6 and IPv4.

Specifies the NAT64 well-known prefix (64:ff9b::/96) for IPv6-
to-IPv4 address translation.

Maps specific IPvé6 addresses or subnets to corressponding IPv4
addresses to facilitate translation.

Allows IPvé6-only clients to initite traffic toward IPv4 servers by
matching the NAT64 translation rules.


https://www.juniper.net/documentation/us/en/software/junos/nat/topics/topic-map/security-nat-static.html
https://jlabs.juniper.net/vlabs/portal/nat-src-dest/
https://learningportal.juniper.net/juniper/user_activity_info.aspx?id=9652

Outbound policy

Security zones

trust

untrust

NAT64 zone

Topology Overview

Permits the return traffic from IPv4 servers back to IPvé clients

based on NAT64 rules.

Network segment for IPv6-only clients initiating connections.

Network segment where IPv4 servers reside, responding to

client requests.

A dedicated zone for NAT64 processing, ensuring efficient
translation and traffic management.

In this Static NAT64 topology, an IPvé6-only client communicates with an IPv4 server through the SRX

Series Firewall. The firewall translates IPv6é addresses to IPv4 using Static NAT64 mappings, while a
DNS64 server synthesizes IPv6 DNS responses for seamless address resolution. This setup ensures
smooth communication between IPvé6-only clients and IPv4 servers without requiring dual-stack

configurations.

Topology Components

Client

SRX Series Firewall

DNS64 server

Role

IPv6-only device

NAT64 gateway

DNS translator

Function

Initiates requests from an IPv6-only
environment to communicate with
IPv4 servers.

Translates IPv6 addresses to IPv4
addresses using the configured
Static NAT64 mapping, ensuring
seamless communication across IP
versions.

Converts IPv4 DNS responses for
the client, enabling address
resolution.



(Continued)
Topology Components Role Function
IPv4 server Destination server Responds to client requests using
its IPv4 address, allowing
interaction with IPvé-only clients
through NAT64.
Topology lllustration

Figure 15: Static NAT64 Subnet Translation
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Configure Static NAT64 on Device-Under-Test (DUT)

For complete sample configurations on the DUT, see:

202



e " Appendix 1: Set Commands on All Devices" on page 205

o "Appendix 2: Show Configuration Output on DUT" on page 206

1. Define the rule set for static NAT and specify the zone from which traffic originates.

[edit security
user@host# set

nat static]
rule-set static_rs1 from zone trust

2. Configure the rule to match the destination address within the NAT64 prefix and set the destination
address to translate into an IPv4 address.

[edit security
user@host# set

user@host# set

nat static]
rule-set static_rs1 rule static_rule match destination-address 64:ff9b::/96

rule-set static_rs1 rule static_rule then static-nat inet

3. Set up a source NAT pool to support IPvé address translations into IPv4 addresses.

[edit security
user@host# set
user@host# set
user@host# set
user@host# set
user@host# set
user@host# set

nat source]

pool p1 address 10.6.32.0/24

rule-set src_rs1 from zone trust

rule-set src_rs1 to zone untrust

rule-set src_rs1 rule source_rule match source-address 2001:db8::/96
rule-set src_rs1 rule source_rule match destination-address 0.0.0.0/0

rule-set src_rs1 rule source_rule then source-nat pool p1

4. Enable proxy Address Resolution Protocol (ARP) to respond to ARP requests for NAT pool addresses.

[edit security
user@host# set

nat]
proxy-arp interface ge-0/0/2.0 address 10.6.32.1/32 to 10.6.32.249/32

5. Configure security policies to allow traffic from the trust zone to the untrust zone

[edit security
user@host# set
user@host# set
user@host# set

user@host# set

policies from-zone trust to-zone untrust]
policy p1 match source-address any

policy p1 match destination-address any
policy p1 match application any

policy p1 then permit



[edit security
user@host# set
user@host# set
user@host# set
user@host# set
user@host# set
user@host# set

zones]]

security-zone
security-zone
security-zone
security-zone
security-zone

security-zone

6. Assign the interfaces to the respective zones and permit inbound traffic.

trust host-inbound-traffic system-services all
trust host-inbound-traffic protocols all

trust interfaces ge-0/0/2.0

untrust host-inbound-traffic system-services all
untrust host-inbound-traffic protocols all
untrust interfaces ge-0/0/1.0

7. Configure IP addresses for each interface.

user@host# set interfaces ge-0/0/1 unit 0 family inet address 20.20.20.1/24
user@host# set interfaces ge-0/0/2 unit 0 family inet6 address 2001:db8::1/96

Verification

IN THIS SECTION

Verify Static NAT64 Configuration | 204

Verify NAT64 Application to Traffic | 205

Verify Static NAT64 Configuration

Purpose

Verify that there is traffic matching the static NAT64 rule set.

Action

From operational mode, enter the show security nat static rule command. View the Translation hits field
to check for traffic that matches the rule.

Meaning



Verify NAT64 Application to Traffic

Purpose

Verify that NAT64 is applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.

Meaning

Appendix 1: Set Commands on All Devices

The following example requires navigating through various levels of the Junos OS configuration
hierarchy. For detailed guidance on navigating the CLI, see Use the CLI Editor in Configuration Mode.

set security nat source pool pl1 address 10.6.32.0/24

set security nat source rule-set src_rsl1 from zone trust

set security nat source rule-set src_rs1 to zone untrust

set security nat source rule-set src_rs1 rule source_rule match source-address 2001:db8::/96
set security nat source rule-set src_rs1 rule source_rule match destination-address 0.0.0.0/0
set security nat source rule-set src_rs1 rule source_rule then source-nat pool p1

set security nat static rule-set static_rs1 from zone trust

set security nat static rule-set static_rs1 rule static_rule match destination-address
64:ff9b::/96

set security nat static rule-set static_rs1 rule static_rule then static-nat inet

set security nat proxy-arp interface ge-0/0/2.0 address 10.6.32.1/32 to 10.6.32.249/32

set security policies from-zone trust to-zone untrust policy p1 match source-address any

set security policies from-zone trust to-zone untrust policy p1 match destination-address any
set security policies from-zone trust to-zone untrust policy p1 match application any

set security policies from-zone trust to-zone untrust policy pl1 then permit

set security zones security-zone trust host-inbound-traffic system-services all

set security zones security-zone trust host-inbound-traffic protocols all

set security zones security-zone trust interfaces ge-0/0/2.0

set security zones security-zone untrust host-inbound-traffic system-services all

set security zones security-zone untrust host-inbound-traffic protocols all

set security zones security-zone untrust interfaces ge-0/0/1.0

set interfaces ge-0/0/1 unit @ family inet address 20.20.20.1/24

set interfaces ge-0/0/2 unit @ family inet6 address 2001:db8::1/96


https://www.juniper.net/documentation/us/en/software/junos/routing-policy/topics/concept/cli-editor-configuration-mode-quick-reference-using.html

Appendix 2: Show Configuration Output on DUT
Show command output on the DUT.

From operational mode, verify your configuration using the following commands. If the output

user@host# show interfaces
ge-0/0/1 {
unit @ {
family inet {
address 20.20.20.1/24;

}
}
}
ge-0/0/2 {
unit 0 {
family inet6 {
address 2001:db8::1/96;
}
}
}

user@host# show security zones
security-zone trust {
host-inbound-traffic {
system-services {

all;
}
protocols {
all;
}
}
interfaces {
ge-0/0/2.0;
}

}
security-zone untrust {
host-inbound-traffic {
system-services {
all;



protocols {

all;
}
}
interfaces {
ge-0/0/1.0;
}

user@host# show security policies
from-zone trust to-zone untrust {
policy p1 {
match {
source-address any;
destination-address any;

application any;

}

then {
permit;

}

user@host# show security nat
source {
pool p1 {
address {
10.6.32.0/24;

}
rule-set src_rs1 {
from zone trust;
to zone untrust;
rule source_rule {
match {
source-address 2001:db8::/96;
destination-address 0.0.0.0/0;
}
then {
source-nat {



pool {

p1;
}
}
}
}
}
}
static {
rule-set static_rs1 {
from zone trust;
rule static_rule {
match {
destination-address 64:ff9b::/96;
}
then {
static-nat {
inet;
}
}
}
}
}
proxy-arp {
interface ge-0/0/2.0 {
address {
10.6.32.1/32 to 10.6.32.249/32;
}
}
}

Example: Configuring Static NAT for Port Mapping

IN THIS SECTION

Requirements | 209
Overview | 209



Configuration | 211
Verification | 215
Troubleshooting | 216

This example describes how to configure static NAT mappings of a public address to private addresses
on a specified range of ports.

This topic includes the following sections:

Requirements
Before you begin:
e Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

e Create security zones and assign interfaces to them. See Understanding Security Zones.

Overview

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space.

In Figure 16 on page 210, devices in the untrust zone access a server in the trust zone by way of public
addresses 203.0.113.1/32, 203.0.113.1/32, and 203.0.113.3/32. For packets that enter the Juniper
Networks security device from the untrust zone with the destination IP addresses 203.0.113.1/32,
203.0.113.1/32, and 203.0.113.3/32, the destination IP address is translated to the private addresses
10.1.1.1/32,10.1.1.2/32, and 10.1.1.2/32.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

Figure 16: Static NAT for Port Mapping
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To configure the destination port, you must use an IP address for the destination address field
instead of an IP address prefix.

You must configure the destination port to configure the mapped port and vice versa.

Use the same number range for the ports while configuring the destination port and the mapped
port.

If you do not configure the destination port and the mapped port, the IP mapping will be the one-to-
one mapping.

Any address overlapping or any address and port overlapping is not allowed.

This example describes the following configurations:

Static NAT rule set rs1 with rule r1 to match packets from the untrust zone with the destination
address 203.0.113.1/32 and destination port 100 to 200. For matching packets, the destination IP
address is translated to the private address 10.1.1.1/32 and mapped to port 300 to 400.

Static NAT rule set rs1 with rule r2 to match packets from the untrust zone with the destination
address 203.0.113.1/32 and destination port 300 to 400. For matching packets, the destination IP
address is translated to the private address 10.1.1.2/32 and mapped to port 300 to 400.

Static NAT rule set rs1 with rule r3 to match packets from the untrust zone with the destination
address 203.0.113.3/32 and destination port 300. For matching packets, the destination IP address
is translated to the private address 10.1.1.2/32 and mapped to port 200.

Configuration
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Procedure | 212
Results | 213



CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat static rule-set rs from zone untrust

set security nat static rule-set rs rule r1 match destination-address 203.0.113.1/32

set security nat static rule-set rs rule r1 match destination-port 100 to 200

set security nat static rule-set rs rule r1 then static-nat prefix 10.1.1.1/32

set security nat static rule-set rs rule r1 then static-nat prefix mapped-port 300 to 400
set security nat static rule-set rs rule r2 match destination-address 203.0.113.1/32

set security nat static rule-set rs rule r2 match destination-port 300 to 400

set security nat static rule-set rs rule r2 then static-nat prefix 10.1.1.2/32

set security nat static rule-set rs rule r2 then static-nat prefix mapped-port 300 to 400
set security nat static rule-set rs rule r3 match destination-address 203.0.113.3/32

set security nat static rule-set rs rule r3 match destination-port 300

set security nat static rule-set rs rule r3 then static-nat prefix 10.1.1.2/32

set security nat static rule-set rs rule r3 then static-nat prefix mapped-port 200

Procedure

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure a static NAT mapping from a private subnet address to a public subnet address:

1. Create a static NAT rule set.

[edit security nat static]

user@host# set rule-set rs from zone untrust

2. Configure a rule that matches packets and translates the destination address in the packets to a
private address.

[edit security nat static]
user@host# set rule-set rs rule r1 match destination-address 203.0.113.1/32
user@host# set rule-set rs rule r1 match destination-port 100 to 200



user@host# set rule-set rs rule r1 then static-nat prefix 10.1.1.1/32
user@host# set rule-set rs rule r1 then static-nat prefix mapped-port 300 to 400

3. Configure a rule that matches packets and translates the destination address in the packets to a
private address.

[edit security nat static]

user@host# set rule-set rs rule r2 match destination-address 203.0.113.1/32
user@host# set rule-set rs rule r2 match destination-port 300 to 400

user@host# set rule-set rs rule r2 then static-nat prefix 10.1.1.2/32

user@host# set rule-set rs rule r2 then static-nat prefix mapped-port 300 to 400

4. Configure a rule that matches packets and translates the destination address in the packets to a
private address.

[edit security nat static]

user@host# set rule-set rs rule r3 match destination-address 203.0.113.3/32
user@host# set rule-set rs rule r3 match destination-port 300

user@host# set rule-set rs rule r3 then static-nat prefix 10.1.1.2/32

user@host# set rule-set rs rule r3 then static-nat prefix mapped-port 200

Results

From configuration mode, confirm your configuration by entering the show security nat command. If the
output does not display the intended configuration, repeat the configuration instructions in this example
to correct it.

[edit]

user@host# show security nat

security {
nat {
static {
rule-set rs {
from zone untrust;
rule r1 {
match {
destination-address 203.0.113.1/32;
destination-port 100 to 200;



}
then {
static-nat {

prefix {
10.1.1.1/32;
mapped-port 300 to 400;
}
}
}
}
rule r2 {
match {
destination-address 203.0.113.1/32;
destination-port 300 to 400;
}
then {
static-nat {
prefix {
10.1.1.2/32;
mapped-port 300 to 400;
}
}
}
}
rule r3 {
match {
destination-address 203.0.113.3/32;
destination-port 300;
}
then {
static-nat {
prefix {
10.1.1.2/32;
mapped-port 200;
}
}
}



If you are done configuring the device, enter commit from configuration mode.

Verification
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Verifying Static NAT Configuration

Purpose

Verify that there is traffic matching the static NAT rule set.

Action

From operational mode, enter the show security nat static rule command. View the Translation hits field
to check for traffic that matches the rule.

user@host> show security nat static rule all

Total static-nat rules: 3

Static NAT rule: r2 Rule-set: rs
Rule-Id 0 3
Rule position )
From zone : untrust
Destination addresses 1 203.0.113.1
Destination ports 1 300 - 400
Host addresses :10.1.1.2
Host ports : 300 - 400
Netmask 1 32
Host routing-instance : N/A
Translation hits 10
Static NAT rule: r3 Rule-set: rs
Rule-Id 1 4
Rule position 03
From zone : untrust

Destination addresses : 203.0.113.3



Destination ports : 300 - 300

Host addresses :10.1.1.2
Host ports 1 200 - 200
Netmask 1 32
Host routing-instance : N/A
Translation hits : 0

Static NAT rule: r1 Rule-set: rs
Rule-Id 09
Rule position 21
From zone : untrust
Destination addresses 1 203.0.113.1
Destination ports : 100 - 200
Host addresses :10.1.1.1
Host ports : 300 - 400
Netmask 1 32
Host routing-instance : N/A
Translation hits : 0

Troubleshooting
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Troubleshooting Static NAT Port Configuration

Problem

Static NAT port mapping configuration failures occur during a commit.
Invalid configurations with overlapped IP addresses and ports result in commit failure.
The following example shows invalid configurations with overlapped addresses and ports:
e set security nat static rule-set rs rule r1 match destination-address 203.0.113.1

set security nat static rule-set rs rule r1 then static-nat prefix 10.1.1.1

e set security nat static rule-set rs rule r2 match destination-address 203.0.113.1



set security nat static rule-set rs rule r2 match destination-port 300 to 400

set security nat static rule-set rs rule r2 then static-nat prefix 10.1.1.2

set security nat static rule-set rs rule r2 then static-nat prefix mapped-port 300 to 400
e set security nat static rule-set rs rule r1 match destination-address 203.0.113.1

set security nat static rule-set rs rule r1 match destination-port 100 to 200

set security nat static rule-set rs rule rl then static-nat prefix 10.1.1.1

set security nat static rule-set rs rule rl then static-nat prefix mapped-port 300 to 400
¢ set security nat static rule-set rs rule r2 match destination-address 203.0.113.2

set security nat static rule-set rs rule r2 match destination-port 300 to 400

set security nat static rule-set rs rule r2 then static-nat prefix 10.1.1.1

set security nat static rule-set rs rule r2 then static-nat prefix mapped-port 390 to 490

The following error message was displayed when the aforementioned configuration was submitted for
commit:

error: 'prefix/mapped-port' of static nat rule r2 overlaps with 'prefix/mapped-port' of static
nat rule ri

error: configuration check-out failed

Solution

To configure the destination port, you must avoid any address overlapping or any address and port
overlapping. For an example of valid configuration, see "Configuration" on page 211

Configure Static NAT and PAT for QFX5120

Static NAT maps network traffic from a static external IP address to an internal IP address or network.
NAPT allows multiple private network hosts to share a single external IP address by translating both the
IP address and the transport layer port numbers (such as TCP or UDP ports).

For destination NAT and destination NAT PAT:

e Enable proxy ARP on public interfaces if the translated public IP address is in same subnet as address
assigned to the public interface.



Add a static route for the translated public IP address with next hop as local private IP address.

. Enable proxy ARP.

user@host# set groups nat interfaces xe-0/0/40 unit @ proxy-arp

. Configure Static route.

user@host# set groups nat routing-options static route 10.100.0.10/32 next-hop 10.0.0.10
user@host# set groups nat routing-options static route 10.210.0.11/32 next-hop 10.210.0.11

. Enable NAT for public interfaces.

user@host# set groups nat interfaces xe-0/0/25 unit @ family inet nat-outside-interface

user@host# set groups nat interfaces xe-0/0/40 unit @ family inet nat-outside-interface

. Configure static NAT or destination NAT based on your requirement.

a. Configure static NAT to private interface.

user@host# set groups nat interfaces xe-0/0/24 unit @ family inet filter input f1-snat
user@host# set groups nat firewall filter f1-snat term t1 from source-address 10.0.0.10/32
user@host# set groups nat firewall filter fl1-snat term t1 from destination-address
10.200.0.0/24

user@host# set groups nat firewall filter f1-snat term t1 then count c1

user@host# set groups nat firewall filter fl1-snat term t1 then nat-translated-sip
10.100.0.10/32

user@host# set groups nat firewall filter f1-snat term t2 from source-address 10.0.0.11/32
user@host# set groups nat firewall filter fl1-snat term t2 from destination-address
10.210.0.11/32

user@host# set groups nat firewall filter f1-snat term t2 then count c2

user@host# set groups nat firewall filter fl1-snat term t2 then nat-translated-sip
10.210.0.11

user@host# set groups nat firewall filter fl1-snat term t3 then count other

b. Configure destination NAT to private interface.

user@host# set groups nat firewall filter f2-dnat term t1 from destination-address
10.0.0.10/32

user@host# set groups nat firewall filter f2-dnat term t1 then count c1



user@host# set groups
user@host# set groups
10.210.0.11/32

user@host# set groups
user@host# set groups

user@host# set groups

nat firewall
nat firewall

nat firewall
nat firewall
nat firewall

filter f2-dnat term
filter f2-dnat term

filter f2-dnat term
filter f2-dnat term
filter f2-dnat term

t1 then nat-translated-dip 10.0.0.10
t2 from destination-address

t2 then count c2
t2 then nat-translated-dip 10.0.0.11
t3 then count other

5. Configure static NAT PAT or destination NAT PAT based on your requirement.

a. Configure static NAT PAT.

user@host# set groups
user@host# set groups
user@host# set groups
user@host# set groups
10.0.0.10

user@host# set groups

user@host# set groups

nat firewall
nat firewall
nat firewall
nat firewall

nat firewall

nat firewall

b. Configure destination NAT PAT.

user@host# set groups
10.0.0.10

user@host# set groups
user@host# set groups
10.0.0.10

user@host# set groups
user@host# set groups

user@host# set groups

nat firewall

nat firewall

nat firewall

nat firewall
nat firewall

nat firewall

filter
filter
filter
filter

filter
filter

filter

filter
filter

filter
filter
filter

Monitoring Static NAT Information
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f3-snapt
f3-snapt
f3-snapt
f3-snapt

f3-snapt
f3-snapt

f4-dnapt

f4-dnapt
f4-dnapt

f4-dnapt
f4-dnapt
f4-dnapt

term
term
term

term

term

term

term

term

term

term
term

term

t1
t1
t1
t1

t1
t2

t1

t1
t1

t1
t1
t2

from
from
then
then

then
then

from

from
then

then
then
then

source-address 10.0.0.10/32
source-port 1100
count cl

nat-translated-sip

nat-translated-srcport 2200

count other

destination-address

destination-port 2200
nat-translated-dip

nat-translated-dstport 1100
count c1

count other



Purpose

View static NAT rule information.

Action

Select Monitor>NAT>Static NAT in the J-Web user interface, or enter the following CLI command:

show security nat static rule

Table 15 on page 220 summarizes key output fields in the static NAT display.

Table 15: Summary of Key Static NAT Output Fields

Field

Rule-set
Name

Total rules

Position

Name

Ruleset Name

From

Source
addresses

Source ports

Values

Name of the rule set.

Number of rules configured.

Rule ID number.

Position of the rule that indicates the order in which
it applies to traffic.

Name of the rule.

Name of the rule set.

Name of the routing instance/interface/zone from
which the packet comes

Source IP addresses.

Source port numbers.

Action

Select all rule sets or a specific rule set to
display from the list.



Table 15: Summary of Key Static NAT Output Fields (Continued))

Field

Destination
addresses

Destination
ports

Host
addresses

Host ports

Netmask

Host routing
instance

Alarm
threshold

Sessions
(Succ/
Failed/
Current)

Translation
hits

Values Action

Destination IP address and subnet mask. -

Destination port numbers . -

Name of the host addresses. -

Host port numbers.

Subnet IP address. -

Name of the routing instance from which the -
packet comes.

Utilization alarm threshold. -

Successful, failed, and current sessions. -

e Succ-Number of successful session installations
after the NAT rule is matched.

e Failed-Number of unsuccessful session
installations after the NAT rule is matched.

e Current-Number of sessions that reference the
specified rule.

Number of times a translation in the translation -
table is used for a static NAT rule.



Table 15: Summary of Key Static NAT Output Fields (Continued))

Field Values Action
Top 10 Displays the graph of top 10 translation hits. -
Translation

Hits Graph
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Persistent NAT and NAT64
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Network Address Translators (NATs) are well known to cause very significant problems with applications
that carry IP addresses in the payload. Applications that suffer from this problem include VolP and
Multimedia Over IP. Persistent NAT improves NATs behavior and defines a set of NAT requirement
behavior which is useful for VOIP applications working. NAT64 is a translating mechanism used to
translate IPvé packets to IPv4 packets and vice versa by translating the packet headers according to IP/
ICMP Translation Algorithm.

Understanding Persistent NAT and NATé64

Persistent NAT allows applications to use the Session Traversal Utilities for NAT (STUN) protocol when
passing through NAT firewalls. Persistent NAT ensures that all requests from the same internal transport
address (internal IP address and port) are mapped to the same reflexive transport address (the public IP
address and port created by the NAT device closest to the STUN server).



NAT64 is a mechanism for translating IPvé packets to IPv4 packets and vice versa that allows IPvé
clients to contact IPv4 servers using unicast UDP, TCP, or ICMP. It is an enhancement of Network
Address Translation-Protocol Translation (NAT-PT).

NAT64 supports the following:

e Endpoint-independent mappings

e Endpoint-independent filtering and address-dependent filtering

The mapping and filtering behaviors of NAT64 and persistent NAT are identical.

The following types of persistent NAT can be configured on the Juniper Networks device:

¢ Any remote host—All requests from a specific internal IP address and port are mapped to the same
reflexive transport address. Any external host can send a packet to the internal host by sending the
packet to the reflexive transport address.

o Target host—All requests from a specific internal IP address and port are mapped to the same
reflexive transport address. An external host can send a packet to an internal host by sending the
packet to the reflexive transport address. The internal host must have previously sent a packet to the
external host’s IP address.

e Target host port—All requests from a specific internal IP address and port are mapped to the same
reflexive transport address. An external host can send a packet to an internal host by sending the
packet to the reflexive transport address. The internal host must have previously sent a packet to the
external host’s IP address and port.

The target-host-port configuration is not supported for NAT64 when configured with IPvé address.

You configure any of the persistent NAT types with source NAT rules. The source NAT rule action can
use a source NAT pool (with or without port translation) or an egress interface. Persistent NAT is not
applicable for destination NAT, because persistent NAT bindings are based on outgoing sessions from
internal to external.

Port overloading is used in Junos OS only for normal interface NAT traffic. Persistent NAT does not
support port overloading, and you must explicitly disable port overloading with one of the following
options at the [edit security nat source] hierarchy level:

e port-overloading off
e port-overloading-factor 1

To configure security policies to permit or deny persistent NAT traffic, you can use two new predefined
services—junos-stun and junos-persistent-nat.

Persistent NAT is different from the persistent address feature (see "Understanding Persistent
Addresses for Source NAT Pools" on page 112). The persistent address feature applies to address



mappings for source NAT pools configured on the device. The persistent NAT feature applies to address
mappings on an external NAT device, and is configured for a specific source NAT pool or egress
interface. Also, persistent NAT is intended for use with STUN client/server applications.

Use Feature Explorer to confirm platform and release support for specific features.

Review the "Platform-Specific Persistent NAT Binding Support Behavior" on page 266 section for notes
related to your platform.

Understanding Session Traversal Utilities for NAT (STUN) Protocol

Many video and voice applications do not work properly in a NAT environment. For example, Session
Initiation Protocol (SIP), used with VolP, encodes IP addresses and port numbers within application data.
If a NAT firewall exists between the requestor and receiver, the translation of the IP address and port
number in the data invalidates the information.

Also, a NAT firewall does not maintain a pinhole for incoming SIP messages. This forces the SIP
application to either constantly refresh the pinhole with SIP messages or use an ALG to track
registration, a function that may or may not be supported by the gateway device.

The Session Traversal Utilities for NAT (STUN) protocol, first defined in RFC 3489, Simple Traversal of
User Datagram Protocol (UDP) Through Network Address Translators (NATs)and then later in RFC
5389, Session Traversal Utilities for NAT, is a simple client/server protocol. A STUN client sends
requests to a STUN server, which returns responses to the client. A STUN client is usually part of an
application that requires a public IP address and/or port. STUN clients can reside in an end system such
as a PC or in a network server whereas STUN servers are usually attached to the public Internet.

Both the STUN client and STUN server must be provided by the application. Juniper Networks does not
provide a STUN client or server.

The STUN protocol allows a client to:
e Discover whether the application is behind a NAT firewall.
o Determine the type of NAT binding being used.

e Learn the reflexive transport address, which is the IP address and port binding allocated by NAT
device closest to the STUN server. (There may be multiple levels of NAT between the STUN client
and the STUN server.)

The client application can use the IP address binding information within protocols such as SIP and
H.323.


https://apps.juniper.net/feature-explorer/

Understanding NAT64 IPvé6 Prefix to IPv4 Address-Persistent Translation

The NAT64 mechanism enables IPvé clients to contact IPv4 servers by translating IPvé addresses to
IPv4 addresses (and vice versa). However, some IPv4 applications and services cannot work correctly
over IPvé-only networks with standard NAT64 in a dual-translation scenario, such as 464XLAT. In those
scenarios, address-persistent translation is required.

Figure 17 on page 227 illustrates the 464XLAT architecture, whereby IPv4 packets are translated to
IPv6 packets on the customer-side translator (CLAT), then go across the IPvé-only network, and are
translated back to IPv4 packets on the provider-side translator (PLAT) to access global IPv4-only content
in the core network. This architecture uses a combination of stateless translation on the CLAT and
stateful translation on the PLAT.

Figure 17: 464XLAT Architecture
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When a device functions as a PLAT, it is responsible for keeping the sticky mapping relationship
between one specific IPvé prefix and one translated IPv4 address. The device treats the IPvé prefix as a
single user. This mapping is accomplished by configuring the specific IPvé prefix length in an IPv4 source
NAT pool using the address-persistent feature.

Figure 18 on page 228 illustrates a NAT rule configured in the CLAT, which translates an IPv4 address to
an IPvé address with an address-persistent prefix. With stateless NAT46 translation on the CLAT and
stateful NAT64 translation on the PLAT, the traffic from IPv4 host 192.168.1.2 reaches the global server
198.51.100.1 over an IPvé6-only network.



Figure 18: NAT64 Translation on the PLAT
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Table 16 on page 228 lists other NAT features and their compatibility with the address-persistent

feature.

Table 16: NAT Feature Compatibility with the Address Persistent Feature

Feature

PAT pools IPv4 NAT IPv4 to IPvé6

NAT IPvé to IPv4

IPvé NAT IPv4 to IPvé

NAT IPvé to IPv4

Non-PAT pools

Port-overloading

Persistent NAT in PAT pool

Port block allocation

Deterministic NAT

Address pooling paired

Compatible

No

Yes

No

No

No

Yes

Yes

Yes

No

No

2043105

228



Table 16: NAT Feature Compatibility with the Address Persistent Feature (Continued)

Feature Compatible

ALG Yes

(Existing ALG NAT translations , such as FTP/PPTP/RTSP/DNS/SIP from native IPvé
clients.)

Persistent NAT and NAT64 Configuration Overview

To configure persistent NAT, specify the following options with the source NAT rule action (for either a
source NAT pool or an egress interface):

The type of persistent NAT—One of the following: any remote host, target host, or target host port.

(Optional) Address mapping—This option allows requests from a specific internal IP address to be
mapped to the same reflexive IP address; internal and reflexive ports can be any ports. An external
host using any port can send a packet to the internal host by sending the packet to the reflexive IP
address (with a configured incoming policy that allows external to internal traffic). If this option is not
configured, the persistent NAT binding is for specific internal and reflexive transport addresses.

You can only specify the address-mapping option when the persistent NAT type is any remote host and
the source NAT rule action is one of the following actions:

e Source NAT pool with IP address shifting
e Source NAT pool with no port translation and no overflow pool

(Optional) Inactivity timeout—Time, in seconds, that the persistent NAT binding remains in the
device's memory when all the sessions of the binding entry have expired. When the configured
timeout is reached, the binding is removed from memory. The default value is 300 seconds.
Configure a value from 60 through 7200 seconds.

When all sessions of a persistent NAT binding have expired, the binding remains in a query state in
the device's memory for the specified inactivity timeout period. The query binding is automatically
removed from memory when the inactivity timeout period expires (the default is 300 seconds). You
can explicitly remove all or specific persistent NAT query bindings with the clear security nat source
persistent-nat-table command.

(Optional) Maximum session number—Maximum number of sessions with which a persistent NAT
binding can be associated. The default is 30 sessions. Configure a value from 8 through 100.



For interface NAT, you need to explicitly disable port overloading with one of the following options at
the [edit security nat source] hierarchy level:

e port-overloading off
e port-overloading-factor 1

Finally, there are two predefined services that you can use in security policies to permit or deny STUN
and persistent NAT traffic:

e junos-stun—STUN protocol traffic.

e junos-persistent-nat—Persistent NAT traffic.

@ NOTE: When setting up security policies, position the junos-persistent-nat policy at the
end of your security policy sequence. Alternatively, confirm that no subsequent policies
match persistent NAT traffic below the junos-persistent-nat policy.

For the any remote host or target host or target host port persistent NAT type, the direction of the
security policy is from internal to external.

Example: Configuring Address Persistent NAT64 Pools
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This example shows how to configure address persistent NAT64 pools to ensure a sticky mapping
relationship between one specific IPvé6 prefix, which is calculated by the configured IPv6 prefix length,
and one translated IPv4 address.

Requirements

Before you begin, be sure the existing NAT rules and pool configuration do not conflict with the new
one.



Overview

In this example, you configure an IPvé prefix length of /64 in an IPv4 source NAT pool for NAT IPvé to
IPv4 translations. Traffic matching the NAT rule and NAT pool perform address persistent translation
between the IPvé prefix and the IPv4 translated address. This configuration can be used on the
provider-side translator (PLAT) in a dual-translation scenario, 464XLAT, to enable IPv4 services to work
over IPvé-only networks.

Configuration
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CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat source pool NAT64 address 198.51.100.240/32 to 198.51.100.254/32

set security nat source pool NAT64 address-persistent subscriber ipv6-prefix-length 64
set security nat source rule-set RS1 from zone trust

set security nat source rule-set RS1 to zone untrust

set security nat source rule-set RS1 rule R1 match source-address 2001:db8::/32

set security nat source rule-set RS1 rule R1 match destination-address 198.51.100.198/32

set security nat source rule-set RS1 rule R1 then source-nat pool NAT64

Procedure

Step-by-Step Procedure

The following example requires you to navigate throughout various levels in the configuration hierarchy.
For instructions on how to do that, see Using the CLI Editor in Configuration Mode.



1. Create a source NAT pool.

[edit security
user@host# set

nat source]
pool NAT64 address 198.51.100.240/32 to 198.51.100.254/32

2. Specify the IPvé6 prefix length for the source NAT pool.

[edit security
user@host# set

3. Create arule set.

[edit security
user@host# set
user@host# set

4. Match the rule.

[edit security
user@host# set
user@host# set

nat source]
pool NAT64 address-persistent subscriber ipv6-prefix-length 64

nat source]
rule-set RS1 from zone trust
rule-set RS1 to zone untrust

nat source]
rule-set RS1 rule R1 match source-address 2001:db8::/32
rule-set RS1 rule R1 match destination-address 198.51.100.198/32

5. Provide the action to be performed when the rule matches.

[edit security
user@host# set

Results

nat source]
security nat source rule-set RS1 rule R1 then source-nat pool NAT64

From configuration mode, confirm your configuration by entering the show security nat command. If the
output does not display the intended configuration, repeat the configuration instructions in this example

to correct it.

[edit]

user@host# show security nat

source {
pool NAT64 {



address {
198.51.100.240/32 to 198.51.100.254/32;
}
address-persistent subscriber ipv6-prefix-length 64;
}
rule-set RS1 {
from zone trust;
to zone untrust;
rule R1 {
match {
source-address 2001:db8::/32;
destination-address 198.51.100.198/32;

}
then {
source-nat {
pool {
NAT64;
}
}
}

If you are done configuring the device, enter commit from configuration mode.

Verification
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Verifying NAT Application to Traffic

Purpose

Verify that the same IPvé prefix is translated to the persistent IPv4 address.



Action

From operational mode, enter the show security flow session command.

Example: Supporting Network Configuration By Configuring Persistent
NAT with Interface NAT
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You can configure any of the persistent NAT types with source NAT rules. This example illustrates how
to apply persistent NAT with an interface IP address and how to use an interface IP address as a NAT IP
address to perform persistent NAT for a specific internal host. It also shows how to maintain persistent
address port mapping behavior and persistent NAT filter behavior for the host. You must disable port
overloading for interface NAT.

Requirements

This example uses the following hardware and software components:
e 1 Firewall

e 4PCs

Before you begin:

o Understand the concepts of persistent NAT. See "Persistent NAT and NAT64 Configuration
Overview" on page 229.



Overview
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In a Carrier Grade NAT (CGN) network deployment, you can configure the interface IP address as a NAT
address to perform persistent network address translation. In this way, the internal host can create one
source NAT mapping relationship by the outgoing traffic initiated from internal to external. Then the
external host sends traffic back to this internal host by sending the traffic to this interface NAT address
through the shared NAT mapping relationship.

In this example, you first configure the interface NAT rule set int1 to match traffic from interface
ge-0/0/1 to interface ge-0/0/2, and then you configure the NAT rule in1 to match the specific source
and destination addresses to perform persistent NAT. You configure the any remote host persistent NAT
type when interface NAT is performed.

For packets with source address 192.0.2.0/24 (internal phones) and destination address
198.51.100.0/24 (including STUN server, S/P proxy server, and external phones), you configure interface
NAT with the any remote host persistent NAT type. Then you disable port overloading for interface NAT.

Next, you configure a security policy to allow persistent NAT traffic from the external network (external
zone) to the internal network (internal zone) for any of the remote host persistent NAT types.

Topology

Figure 19 on page 236 shows an interface persistent NAT topology.



Figure 19: Interface Persistent NAT Topology
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Table 17 on page 236 shows the parameters configured in this example.

Table 17: Interfaces, Zones, Servers, and IP Address Information

Parameter

External Zone

Internal Zone

External_phones2

Internal_phonel

SIP_proxy server

STUN server

Subnet 198.51.100.1/32

Description

External network

Internal network

Phone2 address of external network

Phone1l address of internal network

SIP proxy server address of external network

STUN server address of external network

Destination IP address



Table 17: Interfaces, Zones, Servers, and IP Address Information (Continued)

Parameter Description

Subnet 192.0.2.2/32 Source IP address

ge-0/0/1 and ge-0/0/2 NAT interfaces for traffic direction
Configuration
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat source rule-set intl1 from interface ge-0/0/1.0

set security nat source rule-set int1 to interface ge-0/0/2.0

set security nat source rule-set intl1 rule inl1 match source-address 192.0.2.0/24

set security nat source rule-set int1 rule in1 match destination-address 198.51.100.0/24

set security nat source rule-set intl1 rule inl1 then source-nat interface persistent-nat permit
any-remote-host

set security nat source interface port-overloading off

set security policies from-zone internal to-zone external policy stun_traffic match source-
address internal_phones destination-address stun_server application junos-stun

set security policies from-zone internal to-zone external policy sip_proxy_traffic match source-
address internal_phones destination-address sip_proxy_server application junos-sip

set security policies from-zone internal to-zone external policy sip_traffic match source-
address internal_phones destination-address external_phones application junos-persistent-nat

set security policies from-zone internal to-zone external policy sip_traffic then permit



set security policies from-zone internal to-zone external policy stun_traffic then permit

set security policies from-zone internal to-zone external policy sip_proxy_traffic then permit

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode in the CLI User Guide.

To configure an interface NAT rule set:

1. Create a persistent NAT rule for an interface NAT.

[edit security nat source rule-set int1]

user@host# set from interface ge-0/0/1.0

user@host# set to interface ge-0/0/2.0

user@host# set rule inl1 match source-address 192.0.2.0/24

user@host# set rule in1 match destination-address 198.51.100.0/24

user@host# set rule in1 then source-nat interface persistent-nat permit any-remote-host

2. Disable port overloading for interface NAT.

[edit security]
user@host# set nat source interface port-overloading off

3. Configure a security policy to allow STUN traffic from internal SIP phones to an external STUN
server.

[edit security policies]
user@host# set from-zone internal to-zone external policy stun_traffic match source-address

internal_phones destination-address stun_server application junos-stun

4. Configure a security policy to allow SIP proxy traffic from internal SIP phones to an external SIP
proxy server.

[edit security policies]
user@host# set from-zone internal to-zone external policy sip_proxy_traffic match source-

address internal_phones destination-address sip_proxy_server application junos-sip


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/junos-cli/junos-cli.html

5. Configure a security policy to allow SIP traffic from external SIP phones to internal SIP phones.

[edit security policies]

user@host# set from-zone internal to-zone external policy sip_traffic match source-address
internal_phones destination-address external_phones application junos-persistent-nat
user@host# set from-zone internal to-zone external policy sip_traffic then permit
user@hosti#set from-zone internal to-zone external policy stun_traffic then permit

user@hostitset from-zone internal to-zone external policy sip_proxy_traffic then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the instructions in
this example to correct the configuration.

[edit]
user@host# show security nat
source {
interface {
port-overloading off;
}
rule-set int1 {
from interface ge-0/0/1.0;
to interface ge-0/0/2.0;
rule in1 {
match {
source-address 192.0.2.0/24;
destination-address 198.51.100.0/24;

}
then {
source-nat {
interface {
persistent-nat {
permit any-remote-host;
}
}
}
}



}
[edit]
user@host# show security policies
from-zone internal to-zone external {
policy stun_traffic {
match {
source-address internal_phones;
destination-address stun_server;
application junos-stun;
}
then {

permit;

}
policy sip_proxy_traffic {
match {
source-address internal_phones;
destination-address sip_proxy_server;
application junos-sip;
}
then {

permit;

}
policy sip_traffic {
match {
source-address internal_phones;
destination-address external_phones;
application junos-persistent-nat;
}
then {

permit;

If you are done configuring the device, enter commit from configuration mode.



Verification
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Confirm that the configuration is working properly.

Verifying That Rules Are Matched and Used

Purpose

Verify that all the rules are matched and used.

Action

From operational mode, enter the show security nat source persistent-nat-table all command.

user@host>show security nat source persistent-nat-table all
Internal Reflective Source Type Left_time/Curr_Sess_Num/  Source
In_IP In_Port I_Proto Ref_IP Ref_Port R_Proto NAT Pool Conf_time Max_Sess_Num
NAT Rule
192.0.2.12 17012 udp 198.51.100.1 28153 udp  interface any-remote-host
3528/3600 =//= in1
192.0.2.12 7078 udp 198.51.100.1 6133 udp  interface any-remote-host -/
300 1/30 inl

Meaning

The output displays a summary of persistent NAT information.

Verifying That NAT Traffic Sessions Are Established

Purpose

Verify that the sessions are established on the device.



Action

From operational mode, enter the show security flow session command.

user@host>show security flow session

Session ID: 6992, Policy name: sip_proxy_traffic/5, Timeout: 16, Valid
In: 192.0.2.12/17012 --> 198.51.100.45/5060;udp, If: ge-0/0/1.0, Pkts: 4, Bytes: 1850
Out: 198.51.100.45/5060 --> 198.51.100.1/28153;udp, If: ge-0/0/2.0, Pkts: 5, Bytes: 2258

Session ID: 7382, Policy name: stun_traffic/4, Timeout: 16, Valid
In: 192.0.2.12/7078 --> 198.51.100.49/3478;udp, If: ge-0/0/1.0, Pkts: 20, Bytes: 1040
Out: 198.51.100.49/3478 --> 198.51.100.1/6133;udp, If: ge-0/0/2.0, Pkts: 0, Bytes: 0

Meaning

The show security flow session command displays active sessions on the device and each session’s
associated security policy. The output shows traffic entering the device using the private source address
192.0.2.12 destined to a public host at 198.51.100.45. The return traffic from this flow travels to the
translated public address 198.51.100.1.

e Session ID—Number that identifies the session. Use this ID to get more information about the
session such as policy name or number of packets in and out.

e sip_proxy_traffic— Policy name that permitted the SIP traffic from the internal SIP phones to the
external SIP proxy server.

¢ In—Incoming flow (source and destination IP addresses with their respective source and destination
port numbers. The session is UDP, and the source interface for this session is ge-0/0/1.0).

e Out—Reverse flow (source and destination IP addresses with their respective source and destination
port numbers. The session is UDP, and the destination interface for this session is ge-0/0/2.0).

e stun_traffic—Policy name that permitted the STUN traffic from the internal SIP phones to the
external STUN server.



Example: Configuring Address-Dependent Filtering for IPvé Clients
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This example shows how to configure address-dependent filtering for IPvé clients using NAT64.

Requirements
Before you begin:

e Ensure that IPvé6 is enabled on the device.

e Ensure that the existing NAT rule and pool configuration do not conflict with the new ones.

Overview

IN THIS SECTION

Topology | 243

In this example you use NAT64 to send packets from the IPvé6 internal host to the IPv4 external host
and from the IPv4 external host to the IPv4 internal host.

Topology



Configuration
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the

commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security
set security
set security
set security
set security
set security
set security
set security
set security

set security

nat
nat
nat
nat
nat
nat
nat
nat
nat
nat

static
static
static
source
source
source
source
source
source
source

permit target-host

Step-by-Step Procedure

rule-set test_rs from interface ge-0/0/1

rule-set test_rs rule test_rule match destination-address 2001:db8::/128

rule-set test_rs rule test_rule then static-nat prefix 10.2.2.15/32
pool myipv4 address 203.0.113.2

rule-set myipvé4_rs
rule-set myipv4_rs
rule-set myipvé4_rs
rule-set myipv4_rs
rule-set myipvé4_rs

rule-set myipv4_rs

from interface ge-0/0/1

to interface ge-0/0/2

rule ipv4_rule match source-address 2001:db8::/96
rule ipv4_rule match destination-address 10.2.2.15
rule ipv4_rule then source-nat pool myipv4

rule ipv4_rule then source-nat pool persistent-nat

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure address-dependent filtering for IPvé clients:

1. Create a set of rules for NAT64.

[edit security nat static]

user@host# set rule-set test_rs from interface ge-0/0/1



. Match the rule.

[edit security nat static]
user@host# set rule-set test_rs rule test_rule match destination-address 2001:db8::/128

. Provide the action to be performed when the rule matches.

[edit security nat static]
user@host# set rule-set test_rs rule test_rule then static-nat prefix 10.2.2.15/32

. Define a source address pool and add the address to the pool.

[edit security nat]
user@host# set source pool myipv4 address 203.0.113.2

. Create another set of rules for NAT64.

[edit security nat]
user@host# set source rule-set myipv4_rs from interface ge-0/0/1

. Match the rule with the source address.

[edit security nat]
user@host# set source rule-set myipv4_rs rule ipv4_rule match source-address 2001:db8::/96

. Match the rule with the destination address.

[edit security nat]
user@host# set source rule-set myipv4_rs rule ipv4_rule match destination-address 10.2.2.15

. Provide the action to be performed when the rules match.

[edit security nat]
user@host# set source rule-set myipv4_rs rule ipv4_rule then source-nat pool myipv4



9. Configure persistent NAT.

[edit security nat]
user@host# set source rule-set myipv4_rs rule ipv4_rule then source-nat pool persistent-nat

permit target-host

Results

From configuration mode, confirm your configuration by entering the show nat source command. If the
output does not display the intended configuration, repeat the configuration instructions in this example

to correct it.

[edit security]
user@host#show nat source
pool myipv4 {
address {
203.0.113.2/32;

}
rule-set test_rs {
rule test_rule {
match {
destination-address 2001:db8::/128;

}
rule-set myipv4_rs {
from interface ge-0/0/1.0;
to interface ge-0/0/2.0;
rule ipv4_rule {
match {
source-address 2001:db8::/96;
destination-address 10.2.2.15/32;

}
then {
source-nat {
pool {
myipv4;

persistent-nat {



permit target-host;

If you are done configuring the device, enter conmit from configuration mode.

Verification
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Confirm that the configuration is working properly:

Verifying That the Configuration Is Enabled and Working

Purpose

Verify that the configuration is enabled and working.

Action

From operational mode, enter the following commands:

e show security nat static rule test_rule
e show security nat source rule ipv4_rule

e show security nat source pool myipv4



Verifying That Rules Are Matched and Used

Purpose

Verify that all the rules are matched and used.
Action

From operational mode, enter the show security nat source persistent-nat-table all command.

Example: Configuring Endpoint-Independent Filtering for IPvé6 Clients

IN THIS SECTION

Requirements | 248
Overview | 248
Configuration | 249
Verification | 253

This example shows how to configure endpoint-independent filtering for IPvé clients using NAT64.

Requirements
Before you begin:
e Ensure that IPvé is enabled on the device

e Ensure that the existing NAT rules and pool configuration do not conflict with the new ones.

Overview

IN THIS SECTION

Topology | 249



In this example you use NAT64 to send packets from the IPvé internal host to the IPv4 external host
and from the IPv4 external host to the IPv4 internal host.

Topology

Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the

commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set
set
set
set
set
set
set
set
set
set

security
security
security
security
security
security
security
security
security

security

nat
nat
nat
nat
nat
nat
nat
nat
nat
nat

static
static
static
source
source
source
source
source
source
source

permit any-remote-host

Step-by-Step Procedure

rule-set test_rs from interface ge-0/0/1

rule-set test_rs rule test_rule match destination-address 2001:db8::/128
rule-set test_rs rule test_rule then static-nat prefix 10.2.2.15/32

pool myipv4 address 203.0.113.2

rule-set myipv4_rs from interface ge-0/0/1

rule-set myipv4_rs to interface ge-0/0/2

rule-set myipv4_rs rule ipv4_rule match source-address 2001:db8::/96
rule-set myipv4_rs rule ipv4_rule match destination-address 10.2.2.15
rule-set myipv4_rs rule ipv4_rule then source-nat pool myipv4

rule-set myipv4_rs rule ipv4_rule then source-nat pool persistent-nat

The following example requires you to navigate various levels in the configuration hierarchy. For

instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure endpoint-independent filtering for IPvé clients:



. Create a set of rules for NAT64.

[edit security nat static]
user@host# set rule-set test_rs from interface ge-0/0/1

. Match the rule.

[edit security nat static]
user@host# set rule-set test_rs rule test_rule match destination-address 2001:db8::/128

. Provide the action to be performed when the rule matches.

[edit security nat static]
user@host# set rule-set test_rs rule test_rule then static-nat prefix 10.2.2.15/32

. Define a source address pool and add the address to the pool.

[edit security nat]
user@host# set source pool myipv4 address 203.0.113.2

. Create another set of rules for NAT64.

[edit security nat]

user@host# set source rule-set myipv4_rs from interface ge-0/0/1

. Match the rule with the source address.

[edit security nat]

user@host# set source rule-set myipv4_rs rule ipv4_rule match source-address 2001:db8::/96

. Match the rule with the destination address.

[edit security nat]

user@host# set source rule-set myipv4_rs rule ipv4_rule match destination-address 10.2.2.15



8. Provide the action to be performed when the rules match.

[edit security nat]
user@host# set source rule-set myipv4_rs rule ipv4_rule then source-nat pool myipv4

9. Configure persistent NAT.

[edit security nat]
user@host# set source rule-set myipv4_rs rule ipv4_rule then source-nat pool persistent-nat

permit any-remote-host

Results

From configuration mode, confirm your configuration by entering the show security nat command. If the
output does not display the intended configuration, repeat the configuration instructions in this example
to correct it.

[edit security]
user@host#show security nat
source {
pool myipv6_prefix {
address {
2001:db8::/64;

}
pool myipv4 {
address {
203.0.113.2/32;

}
rule-set myipv6_rs {
from interface ge-0/0/1.0;
to interface ge-0/0/2.0;
rule ipv6_rule {
match {
source-address 10.1.1.0/30;
destination-address 2001:db8::2/96;
}
then {
source-nat {



pool {
myipv6_prefix;

}
rule-set myipv4_rs {
from interface ge-0/0/1.0;
to interface ge-0/0/2.0;
rule ipv4_rule {
match {
source-address 2001:db8::/96;
destination-address 10.2.2.15/32;

}
then {
source-nat {
pool {
myipv4;
persistent-nat {
permit target-host;
}
}
}
}
}
}
}
static {

rule-set test_rs {
from interface ge-0/0/1.0;
rule test_rule {
match {
destination-address 2001:db8::/128;

}
then {
static-nat {
prefix {
10.2.2.15/32;
}
}
}



If you are done configuring the device, enter conmit from configuration mode.

Verification
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Confirm that the configuration is working properly:

Verifying That the Configuration is Enabled and Working

Purpose

Verify that the configuration is enabled and working.

Action

From operational mode, enter the following commands.
e show security nat static rule test_rule
e show security nat source rule ipv4_rule

e show security nat source pool myipv4

Verifying That Rules Are Matched and Used

Purpose

Verify that all the rules are matched and used.

Action

From operational mode, enter the show security nat source persistent-nat-table all command.



Example: Setting Maximum Persistent NAT Bindings
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This example shows how to increase the persistent NAT capacity.

Requirements

Before you begin, see "Understanding Persistent NAT and NATé4" on page 224.

Overview

In this example, you enable the maximize persistent NAT capacity option. To enable this option, the
supported central point maximum binding capacity can be approximately increased to 1/8 of the central
point session capacity up to 2M and the supported SPU maximum binding capacity can be
approximately increased to 1/4 of each SPU session capacity. Accordingly, the flow session capacity will
decrease by 1/4 on both the CP and each of the SPU.

In this example, you enable the session capacity to maximum 20,000,000 on the central point and
maximum 1,100,000 on each of the SPUs with maximum session configuration. Use the maximize-
persistent-nat-capacity command.

Configuration

IN THIS SECTION

Procedure | 255



Procedure

Step-by-Step Procedure

To increase the persistent NAT capacity:

1. Set maximize persistent NAT capacity option.

[edit]
user@host# set security forwarding-process application-services maximize-persistent-nat-

capacity

2. If you are done configuring the device, commit the configuration.

[edit]
user@host# commit

3. Restart the system from operational mode.

[edit]
user@host# request system reboot

When switching to maximize persistent NAT capacity mode or back to regular mode, you must
restart the device.

4. If you want to switch the device back to regular mode, delete the maximize persistent NAT capacity
mode configuration.

[edit]
user@host# delete security forwarding-process application-services maximize-persistent-nat-

capacity

Verification

IN THIS SECTION
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Verifying Increased Persistent NAT Capacity

Purpose

Verify that you have increased the persistent NAT capacity.

Action

From operational mode, enter the show security forwarding-process application-services command.

Persistent NAT Hairpinning Overview

When traffic is sent between two hosts, the source host of the traffic may only know the destination
host by its public IP address. In reality, the destination host may be in the same private address space as
the source host. Hairpinning is the process of returning the traffic in the direction from where it came
from as a way to get it to its destination host in a private subnetwork.

Generally, a source host in a subnetwork may not recognize that the traffic is intended for a destination
host within the same subnetwork, because it identifies the destination host only by its public IP address.
The NAT analyzes the IP packets and routes the packet back to the correct host.

NAT hairpinning support is required if two hosts on the internal network want to communicate with
each other by using a binding on the NAT device. In this case, the NAT device receives a packet from the
internal network and forwards it back to the internal network. If hairpinning is not supported, forwarding
the packet will fail and it will be dropped.

Hairpinning enables two endpoints (Host 1 and Host 2) on the private network to communicate even if
they only use each other’s external IP addresses and ports. When Host 1 sends traffic to Host 3, a NAT
binding between Host 1’s internal source IP address and port is associated in the NAT table with its
external IP address and port. The same thing happens when Host 2 sends traffic to Host 3. In this way,
when Host 1 and Host 2 want to communicate, they can identify each other’s external IP addresses.

For example, if Host 1 communicates with Host 2, NAT (with hairpinning support) is used to route the
packets, which contain Host 2’s external address, back to Host 2's internal address.



Figure 20: Persistent NAT Hairpinning
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In Figure 20 on page 257, the following parameters are used:

e Host 1 IP address - 10.10.10.2/24

e Host 2 IP address - 10.10.10.10/24

o Intra-zone IP address - 10.10.10.254/24

e Host 3 IP address - 198.51.100.2/24

o Inter-zone IP address - 198.51.100.254/24

e Host 1 and Host 2 are in zone reht@z, and Host 3 is in reth1z zone

Table 18 on page 258 shows the binding table used in this example.

257



Table 18: Persistent NAT Binding Table

Original Source IP Address Translated Source IP Address

10.10.10.2/24 t0 10.10.10.11/24 192.0.2.1/32 t0 192.0.2.10/32

Persistent NAT hairpinning applies only to any remote host persistent NAT type. To allow hairpinning,
you must configure a security policy to allow traffic between endpoints in the same zone. Actually the
two endpoints can be located in two different zones as well as long as either of the two hosts can only
see the public address of the peer.NAT hairpinning behavior is not supported by target host persistent

NAT and target host port persistent NAT. Only any remote host persistent NAT supports hairpinning
behavior.

Example: Configuring Persistent NAT Hairpinning with Source NAT Pool
with Address Shifting
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This example shows how to configure persistent NAT hairpinning.

Requirements

Before you begin:

e Configure network interfaces on the device. See Interfaces User Guide for Security Devices.

o Create security zones and assign interfaces to them. See Understanding Security Zones.


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html

Overview

IN THIS SECTION

Topology | 259

Hairpinning allows packets from the private network to be translated and then looped back to the
private network rather than being passed through to the public network. Hairpinning feature enables
using a corresponding record in the NAT table to recognize that a packet is addressed to a host in the
local network. Then it translates the destination IP address and sends the packet back to the local
network (as well as in case of port mapping). This ensures that traffic between the two hosts work
properly.

Topology

Hairpinning enables two endpoints (Host 1 and Host 2) on the private network to communicate even if
they only use each other’s external IP addresses and ports. This is explained in Figure 21 on page 260.

When Host 1 sends traffic to Host 3, a NAT binding between Host 1's internal source IP address and
port is associated in the NAT table with its external IP address and port. The same thing happens when
Host 2 sends traffic to Host 3. In this way, when Host 1 and Host 2 want to communicate, they can
identify each other’s external IP addresses.

For example, if Host 1 communicates with Host 2, NAT (with hairpinning support) is used to route the
packets, which contain Host 2’s external address, back to Host 2’s internal address.



Figure 21: Persistent NAT Hairpinning
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In Figure 21 on page 260, the following parameters are used:

e Host 1 IP address - 10.10.10.2/24

e Host 2 IP address - 10.10.10.10/24

o Intra-zone IP address - 10.10.10.254/24

e Host 3 IP address - 198.51.100.2/24

o Inter-zone IP address - 198.51.100.254/24

e Host 1 and Host 2 are in zone reht@z, and Host 3 is in reth1z zone

Table 19 on page 261 shows the binding table used in this example.
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Table 19: Persistent NAT Binding Table

Original Source IP Address

10.10.10.2/24 t0 10.10.10.11/24

Configuration

IN THIS SECTION

Procedure | 261

Procedure

Step-by-Step Procedure

To configure persistent NAT hairpinning:

1. Configure interfaces.

[edit]

Translated Source IP Address

192.0.2.1/32 t0 192.0.2.10/32

user@host# set interfaces ge-11/0/0 unit 0 family inet address 10.10.10.254/24
user@host# set interfaces ge-11/0/1 unit 0 family inet address 198.51.100.254/24

2. Create zones (rethOz and reth1z).

[edit]

user@host# set
user@host# set
user@host# set
user@host# set
user@host# set
user@host# set

security
security
security
security
security

security

zones
zones
zones
zones
zones
zones

security-zone
security-zone
security-zone
security-zone
security-zone

security-zone

rethoz host-inbound-traffic system-services all
reth@z host-inbound-traffic protocols all
rethoz interfaces ge-11/0/0.0

reth1z host-inbound-traffic system-services all
reth1z host-inbound-traffic protocols all
rethlz interfaces ge-11/0/1.0



3. Create policies for zones rethOz and reth1z.

[edit]

user@host# set security address-book global address subnet10 10.10.10.0/24
user@host# set security address-book global address subnet20 198.51.100.0/24
user@host# set security policies from-zone reth@z to-zone rethlz policy p1 match source-

address subnet10

user@host# set security policies from-zone reth@z to-zone
address subnet20

user@host# set security policies from-zone reth@z to-zone
any

user@host# set security policies from-zone reth@z to-zone

user@host# set security policies default-policy deny-all

4. Add same zone policy to do persistent NAT hairpinning.

user@host# set security policies from-zone reth@z to-zone
address subnet10

user@host# set security policies from-zone reth@z to-zone
address subnet10

user@host# set security policies from-zone reth@z to-zone
any

user@host# set security policies from-zone reth@z to-zone

5. Create a source NAT pool for Host 1 and Host 2 (src1).

[edit]

reth1z policy p1

reth1z policy p1

reth1z policy p1

rethoz policy p2

reth@z policy p2

reth0z policy p2

reth@z policy p2

match destination-

match application

then permit

match source-

match destination-

match application

then permit

user@host# set security nat source pool srcl address 192.0.2.1/32 to 192.0.2.10/32

6. Specify the beginning of the original source IP address range for Host 1 and Host 2 (src1).

[edit]

user@host# set security nat source pool srcl host-address-base 10.10.10.2/24

7. Configure the source NAT rule set r1.

[edit]

user@host# set security nat source rule-set r1 from zone rethoz



user@host# set security nat source rule-set r1 to zone rethlz

user@host# set security nat source rule-set r1 to zone rethoz

user@host# set security nat source rule-set r1 rule rulel match source-address 10.10.10.0/24
user@host# set security nat source rule-set r1 rule rulel match destination-address
10.10.10.0/24

user@host# set security nat source rule-set r1 rule rulel match destination-address
198.51.100.0/24

user@host# set security nat source rule-set r1 rule rulel then source-nat pool srci
user@host# set security nat source rule-set r1 rule rulel then source-nat pool persistent-nat
permit any-remote-host

user@host# set security nat source rule-set r1 rule rulel then source-nat pool persistent-nat
inactivity-timeout 900

user@host# set security nat source rule-set r1 rule rulel then source-nat pool persistent-nat
max-session-number 20

Results

From configuration mode, enter the show security nat command to confirm your configuration. If the
output does not display the intended configuration, repeat the configuration instructions in this example
to correct it.

[edit]
user@host# show security nat
source {
pool srci1 {
address {
192.0.2.1/32 to 192.0.2.10/32;
}
host-address-base 10.10.10.2/24;
}
rule-set r1 {
from zone rethoz;
to zone [ reth@z rethlz 1;
rule rulel {
match {
source-address 10.10.10.0/24;
destination-address [10.10.10.0/24 198.51.100.0/241;
}
then {
source-nat {

pool {



srcl;

persistent-nat {
permit any-remote-host;
inactivity-timeout 900;

max-session-number 20;

If you are done configuring the device, enter conmit from configuration mode.

Verification
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Traffic Sent Between the Hosts Creating Binding 1 | 264
Traffic Sent Between the Hosts Creating Binding 2 | 265

Traffic Sent Between Two Hosts | 265

Traffic Sent Between the Hosts Creating Binding 1

Purpose

Verify traffic sent from between the hosts (Host 1 and Host 3) creating binding 1.

Action

sendip -d r28 -p ipv4 -iv 4 -is 10.10.10.2 -id 198.51.100.2 -p udp -us 69 -ud 69 198.51.100.2

Source-IP: 10.10.10.2
Source-port: 69
Dst-IP: 198.51.100.2
Dst-port: 69
Bindingl is below:



user@host>show security nat source persistent-nat-table all

Internal Reflective Source Type Left_time/ Curr_Sess_Num/ Source
In_IP In_Port Ref_IP  Ref_Port NAT Pool Conf_time  Max_Sess_Num NAT Rule
10.10.10.2 69 192.0.2.1 69 srcl any-remote-host -/900 1/20 rulel

Traffic Sent Between the Hosts Creating Binding 2

Purpose

Verify traffic sent from between the hosts (Host 2 and Host 3) creating binding 2.

Action

sendip -d r28 -p ipv4 -iv 4 -is 10.10.10.10 -id 198.51.100.2 -p udp -us 69 -ud 69 198.51.100.2
Source-IP: 10.10.10.10
Source-port: 69
Dst-IP: 198.51.100.2
Dst-port: 69
Binding2 is below:

user@host>show security nat source persistent-nat-table all

Internal Reflective Source Type Left_time/ Curr_Sess_Num/
Source
In_IP In_Port Ref_IP Ref_Port NAT Pool Conf_time  Max_Sess_Num  NAT
Rule
10.10.10.2 69 192.0.2.1 69 srcl any-remote-host  -/900 1/20
rulel
10.10.10.10 69 192.0.2.9 69 srcl any-remote-host  -/900 1/20
rulel

Traffic Sent Between Two Hosts

Purpose

Verify the traffic sent from Host 1 to Host 2:



Action

user@host>show security flow session

sendip -d r28 -p ipv4 -iv 4 -is 10.10.10.2 -id 192.0.2.9 -p udp -us 69 -ud 69 192.0.2.9

Session ID: 100007628, Policy name: default-policy/2, Timeout: 52, Valid
In: 10.10.10.2/69 --> 192.0.2.9/69;udp, If: ge-0/0/0.0, Pkts: 2, Bytes: 112
Out: 10.10.10.10/69 --> 192.0.2.1/69;udp, If: ge-0/0/0.0, Pkts: 0, Bytes: 0

Total sessions:

Platform-Specific Persistent NAT Binding Support Behavior

Use Feature Explorer to confirm platform and release support for specific features.

Use the following table to review platform-specific behaviors for your platform:

Platform

SRX Series

Difference

SRX4100 and vSRX with 64GB that support NAT
binding support 512K (524288) persistent NAT
binding.

SRX4200 that supports NAT binding supports 1M
(1048576) persistent NAT binding.

SRX4700 that supports NAT binding supports
2000000 persistent NAT binding.

SRX5400, SRX5600, or SRX5800 devices that
supports NAT binding supports 64,000 persistent
NAT binding

SRX5400, SRX5600, or SRX5800 devices with 4
GB of memory that supports NAT binding supports
2M persistent NAT bindings on the central point
and 275,000 bindings on each of the SPUs.


https://apps.juniper.net/feature-explorer/

NAT for Multicast Flows

IN THIS SECTION

Understanding NAT for Multicast Flows | 267

Example: Configuring NAT for Multicast Flows | 268

To implement multicast group address translation, either static NAT or destination NAT is used. With
the help of NAT, source addresses in IPv4 are translated to IPv4 multicast group destination addresses.

Understanding NAT for Multicast Flows

Network Address Translation (NAT) can be used to translate source addresses in IPv4 multicast flows
and to translate IPv4 multicast group destination addresses.

Either static NAT or destination NAT can be used to perform multicast group address translation. Static
NAT allows connections to be originated from either side of the network, but translation is limited to
one-to-one addresses or between blocks of addresses of the same size. No address pools are necessary.
Use the static configuration statement at the [edit security nat] hierarchy level to configure static NAT
rule sets for multicast traffic. Destination NAT allows connections to be initiated only for incoming
network connections—for example, from the Internet to a private network. Use the destination
configuration statement at the [edit security nat] hierarchy level to configure destination NAT pools and
rule sets.

Source NAT for multicast traffic is supported only by using IP address shifting to translate the original
source IP address to an IP address from a user-defined address pool. This type of translation is one-to-
one, static, and without port address translation. If the original source IP address range is larger than the
IP address range in the user-defined pool, untranslated packets are dropped. The mapping does not
provide bidirectional mapping, which static NAT provides. Use the source configuration statement at the
[edit security nat] hierarchy level to configure source NAT pools and rule sets. When you define the
source NAT pool for this type of source NAT, use the host-address-base option to specify the start of the
original source IP address range.



SEE ALSO

Source NAT | 32
Static NAT | 183
Destination NAT | 151

Example: Configuring NAT for Multicast Flows
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Configuration | 271
Verification | 279

This example shows how to configure a Juniper Networks device for address translation of multicast
flows.

Requirements

Before you begin:

1. Configure network interfaces on the device. See the Interfaces User Guide for Security Devices.
2. Create security zones and assign interfaces to them. See Understanding Security Zones.

3. Configure the device for multicast forwarding. See the Multicast Overview.

Overview

IN THIS SECTION

Topology | 271


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/security/interfaces-overview.html
https://www.juniper.net/documentation/us/en/software/junos/multicast/topics/concept/multicast-ip-overview.html

This example uses the trust security zone for the private address space and the untrust security zone for
the public address space. Figure 22 on page 270 depicts a typical deployment of the Juniper Networks
device for multicast forwarding. The source router R1 sends multicast packets with source addresses in
the range 203.0.113.100 through 203.0.113.110 and the group address 233.252.0.1/32 toward the
Juniper Networks device. The source router R1 is in the private network (trust zone) upstream of the
Juniper Networks device. There are several receivers in the public network (untrust zone) downstream
of the device.

The Juniper Networks device translates incoming multicast packets from R1 before forwarding them out
on the downstream interfaces. The following translations are applied:

e For the interface to R2, the source address is untranslated, and the group address is translated to
233.252.0.2/32.

e For the interface to R3, the source address is translated to an address in the range 198.51.100.200
through 198.51.100.210, and the group address is translated to 233.252.0.2/32.

e For the interface to R4, the source address is translated to an address in the range 10.10.10.100
through 10.10.10.110, and the group address is translated to 233.252.0.2/32.



Figure 22: NAT Translations for Multicast Flows
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This example describes the following configurations:

Destination NAT pool dst-nat-pool that contains the IP address 233.252.0.2/32.

Destination NAT rule set rs1 with rule r1 to match packets arriving on interface xe-2/0/1.0 with the
destination IP address 233.252.0.1/32. For matching packets, the destination address is translated to

the IP address in the dst-nat-pool pool.

Source NAT pool src-nat-shift-1 that contains the IP address range 198.51.100.200/32 through
198.51.100.210/32. For this pool, the beginning of the original source IP address range is

203.0.113.100/32 and is specified with the host-address-base option.
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Source NAT rule set rs-shift1 with rule r1 to match packets from the trust zone to interface
xe-1/0/1.0 with a source IP address in the 203.0.113.96/28 subnet. For matching packets that fall
within the source IP address range specified by the src-nat-shift-1 configuration, the source address is
translated to the IP address in the src-nat-shift-1 pool.

Source NAT pool src-nat-shift-2 that contains the IP address range 10.10.10.100/32 through
10.10.10.110/32. For this pool, the beginning of the original source IP address range is
203.0.113.100/32 and is specified with the host-address-base option.

Source NAT rule set rs-shift2 with rule r1 to match packets from the trust zone to interface
xe-2/0/0.0 with a source IP address in the 203.0.113.96/28 subnet. For matching packets that fall
within the source IP address range specified by the src-nat-shift-2 configuration, the source address is
translated to the IP address in the src-nat-shift-2 pool.

Proxy ARP for the addresses 203.0.113.100 through 203.0.113.110 on interface xe-1/0/0.0,
addresses 198.51.100.200 through 198.51.100.210 on interface xe-1/0/1.0, and addresses
10.10.10.100 through 10.10.10.110 on interface xe-2/0/0.0. This allows the Juniper Networks
security device to respond to ARP requests received on the interface for those addresses.

Security policy to permit traffic from the trust zone to the untrust zone.

Security policy to permit traffic from the untrust zone to the translated destination IP address in the
trust zone.

Topology

Configuration
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat source pool src-nat-shift-1 address 198.51.100.200/32 to 198.51.100.210/32
set security nat source pool src-nat-shift-1 host-address-base 203.0.113.100/32

set security nat source pool src-nat-shift-2 address 10.10.10.100/32 to 10.10.10.110/32

set security nat source pool src-nat-shift-2 host-address-base 203.0.113.100/32

set security nat source rule-set rs-shift1 from zone trust

set security nat source rule-set rs-shift1 to interface xe-1/0/1.0

set security nat source rule-set rs-shiftl rule r1 match source-address 203.0.113.96/28

set security nat source rule-set rs-shift1 rule r1 then source-nat pool src-nat-shifti

set security nat source rule-set rs-shift2 from zone trust

set security nat source rule-set rs-shift2 to interface xe-2/0/0.0

set security nat source rule-set rs-shift2 rule r2 match source-address 203.0.113.96/28

set security nat source rule-set rs-shift2 rule r2 then source-nat pool src-nat-shift2

set security nat destination pool dst-nat-pool address 233.252.0.2/32

set security nat destination rule-set rs1 from interface xe-2/0/1.0

set security nat destination rule-set rs1 rule r1 match destination-address 233.252.0.1/32
set security nat destination rule-set rs1 rule r1 then destination-nat pool dst-nat-pool

set security nat proxy-arp interface xe-1/0/0.0 address 203.0.113.100/32 to 203.0.113.110/32
set security nat proxy-arp interface xe-1/0/1.0 address 198.51.100.200/32 to 198.51.100.210/32
set security nat proxy-arp interface xe-2/0/0.0 address 10.10.10.100/32 to 10.10.10.110/32

set security policies from-zone trust to-zone untrust policy internet-access match source-
address any

set security policies from-zone trust to-zone untrust policy internet-access match destination-
address any

set security policies from-zone trust to-zone untrust policy internet-access match application
any

set security policies from-zone trust to-zone untrust policy internet-access then permit

set security policies from-zone untrust to-zone trust policy dst-nat-pool-access match source-
address any

set security policies from-zone untrust to-zone trust policy dst-nat-pool-access match
destination-address 233.252.0.1/21

set security policies from-zone untrust to-zone trust policy dst-nat-pool-access match
application any

set security policies from-zone untrust to-zone trust policy dst-nat-pool-access then permit



Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure the destination and source NAT translations for multicast flows:

1. Create a destination NAT pool.

[edit security nat destination]
user@host# set pool dst-nat-pool address 233.252.0.2/32

2. Create a destination NAT rule set.

[edit security nat destination]
user@host# set rule-set rs1 from interface xe-2/0/1.0

3. Configure a rule that matches packets and translates the destination address to the address in the
destination NAT pool.

[edit security nat destination]
user@host# set rule-set rs1 rule r1 match destination-address 233.252.0.1/32
user@host# set rule-set rs1 rule r1 then destination-nat pool dst-nat-pool

4. Create a source NAT pool.

[edit security nat source]
user@host# set pool src-nat-shift-1 address 198.51.100.200 to 198.51.100.210

5. Specify the beginning of the original source IP address range.

[edit security nat source]
user@host# set pool src-nat-shift-1 host-address-base 203.0.113.100



6. Create a source NAT rule set.

[edit security nat source]
user@host# set rule-set rs-shift1 from zone trust

user@host# set rule-set rs-shift1 to interface xe-1/0/1.0

7. Configure a rule that matches packets and translates the destination address to the address in the
source NAT pool.

[edit security nat source]
user@host# set rule-set rs-shift1 rule r1 match source-address 203.0.113.96/28
user@host# set rule-set rs-shift1 rule r1 then source-nat pool src-nat-shifti

8. Create a source NAT pool.

[edit security nat source]
user@host# set pool src-nat-shift-2 address 10.10.10.100 to 10.10.10.110

9. Specify the beginning of the original source IP address range.

[edit security nat source]
user@host# set pool src-nat-shift-2 host-address-base 203.0.113.100/32

10. Create a source NAT rule set.

[edit security nat source]
user@host# set rule-set rs-shift2 from zone trust
user@host# set rule-set rs-shift2 to interface xe-2/0/0.0

11. Configure a rule that matches packets and translates the destination address to the address in the
source NAT pool.

[edit security nat source]
user@host# set rule-set rs-shift2 rule r2 match source-address 203.0.113.96/28
user@host# set rule-set rs-shift2 rule r2 then source-nat pool src-nat-shift2



12. Configure proxy ARP.

[edit security nat]

user@host# set proxy-arp interface xe-1/0/0.0 address 203.0.113.100 to 203.0.113.110
user@host# set proxy-arp interface xe-1/0/1.0 address 198.51.100.200 to 198.51.100.210
user@host# set proxy-arp interface xe-2/0/0.0 address 10.10.10.100 to 10.10.10.110

13. Configure a security policy that allows traffic from the trust zone to the untrust zone.

[edit security policies from-zone trust to-zone untrust]

user@host# set policy internet-access match source-address any destination-address any
application any

user@host# set policy internet-access then permit

14. Configure a security policy that allows traffic from the untrust zone to the trust zone.

[edit security policies from-zone untrust to-zone trust]

user@host# set policy dst-nat-pool-access match source-address any destination-address
233.252.0.1/32 application any

user@host# set policy dst-nat-pool-access then permit

Results

From configuration mode, confirm your configuration by entering the show security nat and show security
policies commands. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

[edit]
user@host# show security nat
source {
pool src-nat-shift-1 {
address {
198.51.100.200/32 to 198.51.100.210/32;
}
host-address-base 203.0.113.100/32;
}
pool src-nat-shift-2 {
address {



10.10.10.100/32 to 10.10.10.110/32;
}
host-address-base 203.0.113.100/32;
}
rule-set trust-to-untrust {
from zone trust;
to zone untrust;
rule source-nat-rule {
match {

source-address 0.0.0.0/0;

}
then {
source-nat {
interface;
}
}

}
rule-set rs-shiftl {
from zone trust;
to interface xe-1/0/1.0;
rule r1 {
match {
source-address 203.0.113.96/28,;
}
then {
source-nat {
pool {
src-nat-shifti;

}
rule-set rs-shift2 {
from zone trust;
to interface xe-2/0/0.0;
rule r2 {
match {
source-address 203.0.113.96/28,;
}
then {
source-nat {



pool {
src-nat-shift2;

}
destination {
pool dst-nat-pool {
address 233.252.0.1/32;
}
rule-set rsi1 {

from interface xe-2/0/1.0;

rule r1 {
match {
destination-address 233.252.0.1/32;
}
then {
destination-nat pool dst-nat-pool;
}
}
}
}
proxy-arp {
interface xe-1/0/0.0 {
address {
203.0.113.100/32 to 203.0.113.110/32;
}
}
interface xe-1/0/1.0 {
address {
198.51.100.200/32 to 198.51.100.210/32;
}
}
interface xe-2/0/0.0 {
address {

10.10.10.100/32 to 10.10.10.110/32;



[edit]
user@host# show security policies
from-zone trust to-zone untrust {
policy trust-to-untrust {
match {
source-address any;
destination-address any;

application any;

}
then {
permit;
}
}
policy internet-access {
match {
source-address any;
destination-address any;
application any;
}
then {
permit;
}
}

from-zone untrust to-zone trust {
policy dst-nat-pool-access {
match {
source-address any;
destination-address 233.252.0.1/21;
application any;

}

then {
permit;

}

If you are done configuring the device, enter commit from configuration mode.



Verification
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To confirm that the configuration is working properly, perform these tasks:

Verifying Destination NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the destination NAT pool.

Action

From operational mode, enter the show security nat destination pool all command. View the Translation
hits field to check for traffic using IP addresses from the pool.

Verifying Destination NAT Rule Usage

Purpose

Verify that there is traffic matching the destination NAT rule.

Action

From operational mode, enter the show security nat destination rule all command. View the Translation
hits field to check for traffic that matches the rule.



Verifying Source NAT Pool Usage

Purpose

Verify that there is traffic using IP addresses from the source NAT pool.

Action

From operational mode, enter the show security nat source pool all command. View the Translation hits
field to check for traffic using IP addresses from the pool.

Verifying Source NAT Rule Usage

Purpose

Verify that there is traffic matching the source NAT rule.

Action

From operational mode, enter the show security nat source rule all command. View the Translation hits
field to check for traffic that matches the rule.

Verifying NAT Application to Traffic

Purpose

Verify that NAT is being applied to the specified traffic.

Action

From operational mode, enter the show security flow session command.



IPv6 NAT
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Example: Configuring an IPv4-Initiated Connection to an IPv6 Node Using Default Destination Address
Prefix Static Mapping | 286

Example: Configuring an IPv4-Initiated Connection to an IPvé Node Using Static Destination Address One-
to-One Mapping | 291

Example: Configuring an IPvé-Initiated Connection to an IPv4 Node Using Default Destination Address
Prefix Static Mapping | 296

Example: Configuring an IPvé-Initiated Connection to an IPv4 Node Using Static Destination Address One-
to-One Mapping | 302

IPv6 NAT helps to translate IPv4 addresses to IPvé6 addresses of network devices. IPvé NAT also helps
to translate the address between IPv6 hosts. IPv6 NAT supports source NAT, destination NAT, and
static NAT.

When performing NAT64 translations, to avoid IPvé fragmentation header issues, use the set security

nat natvév4 no-v6-frag-header command.

IPv6 NAT Overview
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IPvé6 has a vastly larger address space than the impending exhausted IPv4 address space. IPv4 has been
extended using techniques such as Network Address Translation (NAT), which allows for ranges of
private addresses to be represented by a single public address, and temporary address assignment.
There are a lot of technologies to provide the transition mechanism for the legacy IPv4 host to keep the
connection to the Internet. IPv6 NAT provides address translation between IPv4 and IPvé addressed
network devices. It also provides address translation between IPvé hosts. NAT between IPvé hosts is
done in a similar manner and for similar purposes as IPv4 NAT.

IPv6 NAT in Junos OS provides the following NAT types:
o Source NAT
e Destination NAT

e Static NAT

Source NAT Translations Supported by IPv6 NAT

Source NAT is the translation of the source IP address of a packet leaving the Juniper Networks device.
Source NAT is used to allow hosts with private IP addresses to access a public network.

IPv6 NAT in Junos OS supports the following source NAT translations:

e Translation of one IPv6 subnet to another IPvé6 subnet without port address translation
e Translation of IPv4 addresses to IPvé6 prefix + IPv4 addresses

e Translation of IPv6 hosts to IPvé hosts with or without port address translation

e Translation of IPv6 hosts to IPv4 hosts with or without port address translation

e Translation of IPv4 hosts to IPv6 hosts with or without port address translation

Destination NAT Mappings Supported by IPv6 NAT

Destination NAT is the translation of the destination IP address of a packet entering the Juniper
Networks device. Destination NAT is used to redirect traffic destined to a virtual host (identified by the
original destination IP address) to the real host (identified by the translated destination IP address).

IPv6 NAT in Junos OS supports the following destination NAT translations:

e Prefix translation between IPv4 and IPvé prefix
e Mapping of one IPv6 subnet to another IPv6 subnet
e Mapping of one IPv6 subnet to an IPv6 host

e Mapping of one IPvé6 subnet to one IPv4 subnet



e Mapping of one IPv4 subnet to one IPvé6 subnet

e Mapping of one IPvé host (and optional port number) to one special IPvé6 host (and optional port
number)

e Mapping of one IPv6 host (and optional port number) to one special IPv4 host (and optional port
number)

e Mapping of one IPv4 host (and optional port number) to one special IPv6 host (and optional port

number)

Static NAT Mappings Supported by IPv6 NAT

Static NAT defines a one-to-one mapping from one IP subnet to another IP subnet. The mapping
includes destination IP address translation in one direction and source IP address translation in the
reverse direction. From the NAT device, the original destination address is the virtual host IP address
while the mapped-to address is the real host IP address.

IPv6 NAT in Junos OS supports the following static NAT translations:

¢ Translation of one IPv6 subnet to another IPv6 subnet

¢ Translation of one IPv6 host to another IPvé host

e Translation of one IPv4 address a.b.c.d to IPvé6 address Prefix::a.b.c.d
e Translation of IPv4 hosts to IPv6 hosts

See "Example: Configuring an IPv4-Initiated Connection to an IPvé Node Using Default Destination
Address Prefix Static Mapping" on page 286.

e Translation of IPvé hosts to IPv4 hosts

See "Example: Configuring an IPvé-Initiated Connection to an IPv4 Node Using Default Destination
Address Prefix Static Mapping" on page 296.

e Mapping of one IPv6 prefix to one IPv4 prefix

See "Example: Configuring an IPvé-Initiated Connection to an IPv4 Node Using Static Destination
Address One-to-One Mapping" on page 302.

e Mapping of one IPv4 prefix to one IPvé prefix

See "Example: Configuring an IPv4-Initiated Connection to an IPvé Node Using Static Destination
Address One-to-One Mapping" on page 291.

283



IPv6 NAT PT Overview

IPv6 Network Address Translation-Protocol Translation (NAT-PT) provides address allocation and
protocol translation between IPv4 and IPvé addressed network devices. The translation process is based
on the Stateless IP/ICMP Translation (SIIT) method; however, the state and the context of each
communication are retained during the session lifetime. IPv6 NAT-PT supports Internet Control
Message Protocol (ICMP), TCP, and UDP packets.

IPv6 NAT-PT supports the following types of NAT-PT:

e Traditional NAT-PT—In traditional NAT-PT, the sessions are unidirectional and outbound from the
IPvé network . Traditional NAT-PT allows hosts within an IPvé network to access hosts in an IPv4
network. There are two variations to traditional NAT-PT: basic NAT-PT and NAPT-PT.

In basic NAT-PT, a block of IPv4 addresses at an IPv4 interface is set aside for translating addresses
as IPvé6 hosts as they initiate sessions to the IPv4 hosts. The basic NAT-PT translates the source IP
address and related fields such as IP, TCP, UDP, and ICMP header checksums for packets outbound
from the IPv6 domain . For inbound packets, it translates the the destination IP address and the
checksums.

Network Address Port Translation-Protocol Translation (NAPT-PT) can be combined with basic NAT-
PT so that a pool of external addresses is used in conjunction with port translation. NAPT-PT allows
a set of IPvé6 hosts to share a single IPv4 address. NAPT-PT translates the source IP address, source
transport identifier, and related fields such as IP, TCP, UDP, and ICMP header checksums, for packets
outbound from the IPvé network. The transport identifier can be a TCP/UDP port or an ICMP query
ID. For inbound packets, it translates the destination IP address, destination transport identifier, and
the IP and the transport header checksums.

¢ Bidirectional NAT-PT—In bidirectional NAT-PT, sessions can be initiated from hosts in the IPv4
network as well as the IPvé network. IPv6 network addresses are bound to IPv4 addresses, either
statically or dynamically as connections are established in either direction. The static configuration is
similar to static NAT translation. Hosts in IPv4 realm access hosts in the IPvé realm using DNS for
address resolution. A DNS ALG must be employed in conjunction with bidirectional NAT-PT to
facilitate name-to-address mapping. Specifically, the DNS ALG must be capable of translating IPvé
addresses in DNS queries and responses into their IPv4 address bindings, and vice versa, as DNS
packets traverse between IPv6 and IPv4 realms.

The devices partially support the bidirectional NAT-PT specification. It supports flow of bidirectional
traffic assuming that there are other ways to convey the mapping between the IPvé address and the
dynamically allocated IPv4 address. For example, a local DNS can be configured with the mapped
entries for IPv4 nodes to identify the addresses.

NAT- PT Operation—The devices support the traditional NAT-PT and allow static mapping for the user
to communicate from IPv4 to IPvé6 . The user needs to statically configure the DNS server with an IPv4



address for the hostname and then create a static NAT on the device for the IPv6-only node to
communicate from an IPv4-only node to an IPvé-only node based on the DNS.

SEE ALSO

‘ NAT46 Next Gen Services Configuration Examples

IPv6 NAT-PT Communication Overview

NAT-PT communication with static mapping— Network Address Translation-Protocol Translation (NAT-
PT) can be done in two directions, from IPvé6 to IPv4 and vice versa. For each direction, static NAT is
used to map the destination host to a local address and a source address NAT is used to translate the
source address. There are two types of static NAT and source NAT mapping: one-to-one mapping and
prefix-based mapping.

NAT- PT communication with DNS ALG—A DNS-based mechanism dynamically maps IPvé addresses to
IPv4-only servers. NAT-PT uses the DNS ALG to transparently do the translations. For example, a
company using an internal IPvé network needs to be able to communicate with external IPv4 servers
that do not yet have IPvé addresses.

To support the dynamic address binding, a DNS should be used for name resolution. The IPv4 host looks
up the name of the IPv6 node in its local configured IPv4 DNS server, which then passes the query to
the IPv6 DNS server through a device using NAT-PT.

The DNS ALG in NAT device :
e Translates the IPvé6 address resolution back to IPv4 address resolution.
o Allocates an IPv6 address for the mapping.

e Stores a mapping of the allocated IPv4 address to the IPvé address returned in the IPv6 address
resolution so that the session can be established from any-1Pv4 hosts to the IPvé6 host.

SEE ALSO

IPvé6 NAT PT Overview | 284
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Example: Configuring an IPv4-Initiated Connection to an IPv6 Node
Using Default Destination Address Prefix Static Mapping
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This example shows how to configure an IPv4-initiated connection to an IPvé node using default
destination address prefix static mapping.

Requirements

Before you begin, configure interfaces and assign them to security zones.

Overview

The following example describes how to configure an IPv4-initiated connection to an IPvé node that has
a static mapping 126-based IPvé address defined on its interface and static mapping /126 set up on the
device. This example assumes that the IPv6 addresses to be mapped to IPv4 addresses make the IPv4
addresses part of the IPv6 address space.

Configuring an IPv4-initiated connection to an IPvé node is useful when the devices on the IPv4
network must be interconnected to the devices on the IPvé network and during migration of an IPv4
network to an IPvé network. The mapping can be used for DNS ALG for reverse lookup of IPv4
addresses from IPv6 addresses, for the traffic initiated from the IPvé network. This process also provides
connectivity for sessions initiated from IPv4 nodes with IPv6 nodes on the other side of the NAT/PT
device.

Configuration

IN THIS SECTION

Procedure | 287



Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat static rule-set test_rs from interface ge-0/0/0.0

set security nat static rule-set test_rs rule test_rule match destination-address 10.1.1.0/30
set security nat static rule-set test_rs rule test_rule then static-nat prefix 2001:db8::/126
set security nat source pool myipv6_prefix address 2001:db8::/126

set security nat source rule-set myipv6_rs from interface ge-0/0/0.0

set security nat source rule-set myipv6_rs to interface ge-0/0/1.0

set security nat source rule-set myipv6_rs rule ipv6_rule match source-address 10.1.1.45/30
set security nat source rule-set myipv6_rs rule ipv6_rule match destination-address
2001:db8::/96

set security nat source rule-set myipv6_rs rule ipv6_rule then source-nat pool myipv6_prefix

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy.

To configure an IPv4-initiated connection to an IPvé6 node using static destination address one-to-one
mapping:

1. Configure the static NAT rule set for an interface.

[edit security nat static]

user@host# set rule-set test_rs from interface ge-0/0/0.0

2. Define the rule to match the destination address prefix.

The destination address number in the match rule must be a number equal to the static-nat prefix
range.

There is no limitation on the source address number in the match rule.

[edit security nat static rule-set test_rs]
user@host# set rule test_rule match destination-address 10.1.1.0/30



3. Define the static NAT prefix for the device.

[edit security nat static rule-set test_rs]
user@host# set rule test_rule then static-nat prefix 2001:db8::/126

4. Configure the source NAT pool with an IPvé address prefix.

[edit security nat sourcel]
user@host# set pool myipvé_prefix address 2001:db8::/126

5. Configure the source NAT rule set for the interface.

[edit security nat sourcel]
user@host# set rule-set myipv6_rs from interface ge-0/0/0.0
user@host# set rule-set myipv6_rs to interface ge-0/0/1.0

6. Configure the IPvé6 source NAT source address.

The source address number in the match rule must be an address number equal to the source pool
range. For example, 22(32 - 30) = 27(128 - 126) =>.

There is no limitation on the destination address number in the match rule.

[edit security nat source rule-set myipv6_rs]
user@host# set rule ipv6_rule match source-address 10.1.1.45/30

7. Configure the IPvé6 source NAT destination address.

[edit security nat source rule-set myipv6_rs]
user@host# set rule ipv6_rule match destination-address 2001:db8::/96

8. Define the configured source NAT IPvé pool in the rule.

[edit security nat source rule-set myipv6_rs]
user@host# set rule ipv6_rule then source-nat pool myipv6_prefix



Results

From configuration mode, confirm your configuration by entering the show security nat command. If the
output does not display the intended configuration, repeat the configuration instructions in this example

to correct it.

source {
pool myipv6_prefix {
address {
2001:db8::/126;

}
rule-set myipvé_rs {
from interface ge-0/0/0.0;
to interface ge-0/0/1.0;
rule ipv6_rule {
match {
source-address 10.1.1.45/30;
destination-address 2001:db8::/96;

}
then {
source-nat {
pool {
myipv6_prefix;
}
}
}
}
}
}
static {

rule-set test_rs {
from interface ge-0/0/0.0;
rule test_rule {
match {
destination-address 10.1.1.0/30;
}
then {
static-nat {
prefix {
2001:db8::/126;



If you are done configuring the device, enter commit from configuration mode.

Verification

IN THIS SECTION
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To confirm that the configuration is working properly, perform these tasks:

Verifying That Static NAT Is Configured

Purpose

Verify whether static NAT is configured with an interface, a destination address, and a prefix.

Action

From operational mode, enter the show security nat static command.

Verifying That Source NAT Is Configured

Purpose

Verify whether source NAT is configured.

Action

From operational mode, enter the show security nat source command.



Example: Configuring an IPv4-Initiated Connection to an IPv6 Node
Using Static Destination Address One-to-One Mapping
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This example shows how to configure an IPv4-initiated connection to an IPvé node using static
destination address one-to-one mapping.

Requirements

Before you begin, configure the interfaces and assign the interfaces to security zones.

Overview

The following example describes how to configure an IPv4 node to communicate with an IPvé node
using one-to-one static NAT on the device.

The communication of an IPv4 node with an IPvé6 node is useful for IPv4 hosts accessing an IPvé server,
for new servers that support IPv6 only and that need to be connected to the IPvé network, and for
migrating of old hosts to the new server when most of the machines have already moved to IPvé. For
example, you can use this feature to connect an IPv4-only node to an IPvé6-only printer. This mapping
can also be used for DNS ALG for reverse lookup of IPv4 addresses from IPvé addresses for traffic that
is initiated from the IPv6 network.

In this example, the source IPv4 address matching the prefix 10.10.10.1/30 is added with the IPv6 prefix
2001:db8::/96 to form the translated source IPvé6 address and the destination IPv4 address
10.1.1.25/32 is translated to IPvé6 address 2001:db8::25/128.



Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat static rule-set test_rs from interface ge-0/0/1

set security nat static rule-set test_rs rule test_rule match destination-address 10.1.1.25/32
set security nat static rule-set test_rs rule test_rule then static-nat prefix 2001:db8::25/128
set security nat source pool myipv6_prefix address 2001:db8::/96

set security nat source rule-set myipv6_rs from interface ge-0/0/1

set security nat source rule-set myipv6_rs to interface ge-0/0/2

set security nat source rule-set myipv6_rs rule ipv6_rule match source-address 10.10.10.1/30

set security nat source rule-set myipv6_rs rule ipv6_rule match destination-address 2001:db8::25
set security nat source rule-set myipv6_rs rule ipv6_rule then source-nat pool myipv6_prefix

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure an IPv4-initiated connection to an IPvé node using static destination address one-to-one
mapping:

1. Configure the static NAT rule set for an interface.

[edit security nat static]

user@host# set rule-set test_rs from interface ge-0/0/1



2. Define the rule and the destination address.

[edit security nat static rule-set test_rs]
user@host# set rule test_rule match destination-address 10.1.1.25/32

3. Define the static NAT prefix.

[edit security nat static rule-set test_rs]
user@host# set rule test_rule then static-nat prefix 2001:db8::25/128

4. Configure a source NAT pool with an IPvé prefix address.

[edit security]
user@host# set nat source pool myipv6_prefix address 2001:db8::/96

5. Configure the source NAT rule set.

[edit security nat sourcel]
user@host# set rule-set myipv6_rs from interface ge-0/0/1

user@host# set rule-set myipvé_rs to interface ge-0/0/2

6. Configure the source NAT source address.

[edit security nat source rule-set myipv6_rs]

user@host# set rule ipv6_rule match source-address 10.10.10.1/30

7. Configure the source NAT destination address.

[edit security nat source rule-set myipv6_rs]
user@host# set rule ipv6_rule match destination-address 2001:db8::25

8. Define a configured source NAT IPvé pool in the rule.

[edit security nat source rule-set myipv6_rs]

user@host# set rule ipv6_rule then source-nat pool myipvé_prefix



Results

From configuration mode, confirm your configuration by entering the show security nat command. If the
output does not display the intended configuration, repeat the configuration instructions in this example

to correct it.

[edit]
user@host# show security nat
source {
pool myipvé_prefix {
address {
2001:db8::/96;

}
rule-set myipvé_rs {
from interface ge-0/0/1.0;
to interface ge-0/0/2.0;
rule ipv6_rule {
match {
source-address 10.10.10.1/30;
destination-address 2001:db8::25;

}
then {
source-nat {
pool {
myipv6_prefix;
}
}
}
}
}
}
static {

rule-set test_rs {
from interface ge-0/0/1.0;
rule test_rule {
match {
destination-address 10.1.1.25/32;

}
then {
static-nat prefix 2001:db8::25/128,;



If you are done configuring the device, enter commit from configuration mode.

Verification

IN THIS SECTION
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To confirm that the configuration is working properly, perform these tasks:

Verifying That Static NAT Is Configured

Purpose

Verify whether static NAT is configured with an interface, a destination address, and a prefix.

Action

From operational mode, enter the show security nat static command.

Verifying That Source NAT Is Configured

Purpose

Verify whether source NAT is configured.

Action

From operational mode, enter the show security nat source command.



Example: Configuring an IPvé-Initiated Connection to an IPv4 Node
Using Default Destination Address Prefix Static Mapping
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This example shows how to configure an IPvé-initiated connection to an IPv4 node using default
destination address prefix static mapping. This example does not show how to configure the NAT
translation for the reverse direction.

Requirements

Before you begin, configure the interfaces and assign the interfaces to security zones.

Overview

The following example describes the communication of an IPvé node with an IPv4 node that has prefix-
based static NAT defined on the device. The static NAT assumes that the IPv4 network is a special IPvé
network (that is, an IPv4-mapped IPvé network), and hides the entire IPv4 network behind an IPvé
prefix.

The communication of an IPvé node with an IPv4 node is useful when IPvé6 is used in the network and
must be connected to the IPv4 network, or when both IPv4 and IPvé are used in the network and a
mechanism is required to interconnect the two networks during migration. This also provides
connectivity for sessions initiated from IPv6 nodes with IPv4 nodes on the other side of the NAT/PT
device.

Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat static rule-set test_rs from interface ge-0/0/1

set security nat static rule-set test_rs rule test_rule match destination-address 2001:db8::1/96
set security nat static rule-set test_rs rule test_rule then static-nat inet

set security nat source pool myipv4 address 203.0.113.2 to 203.0.113.5

set security nat source rule-set myipv4_rs from interface ge-0/0/1

set security nat source rule-set myipv4_rs to interface ge-0/0/2

set security nat source rule-set myipv4_rs rule ipv4_rule match destination-address 10.1.1.15/30
set security nat source rule-set myipv4_rs rule ipv4_rule match source-address 2001:db8::2/96

set security nat source rule-set myipv4_rs rule ipv4_rule then source-nat pool myipv4

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure an IPvé-initiated connection to an IPv4 node using default destination address prefix static
mapping:

1. Configure the static NAT for an interface.

[edit security nat static]

user@host# set rule test_rs from interface ge-0/0/1

2. Define the rule and destination address with the prefix for the static NAT translation defined on the
device.

[edit security nat static rule-set test_rs]
user@host# set rule test_rule match destination-address 2001:db8::1/96



3. Define the static NAT as inet to translate to an IPv4 address.

[edit security nat static rule-set test_rs]
user@host# set rule test_rule then static-nat inet

4. Configure the IPv4 source NAT pool address.

[edit security nat sourcel
user@host# set pool myipv4 address 203.0.113.2 to 203.0.113.5

5. Configure the source NAT rule set.

[edit security nat source ]
user@host# set rule-set myipv4_rs from interface ge-0/0/1

user@host# set rule-set myipv4_rs to interface ge-0/0/2

6. Configure the IPv4 source NAT destination address.

[edit security nat source rule-set myipv4_rs]

user@host# set rule ipv4_rule match destination-address 10.1.1.15/30

7. Define the source address with the prefix for the source NAT defined on the device.

[edit security nat source rule-set myipv4_rs]
user@host# set rule ipv4_rule match source-address 2001:db8::2/96

8. Define a configured source NAT IPv4 pool in the rule.

[edit security nat source rule-set myipv4_rs]

user@host# set rule ipv4_rule then source-nat pool myipv4



Results

From configuration mode, confirm your configuration by entering the show security nat command. If the
output does not display the intended configuration, repeat the configuration instructions in this example

to correct it.

[edit]
user@host# show security nat
source {
pool myipv4 {
address {
203.0.113.2/32 to 203.0.113.5/32;

}
rule-set myipv4_rs {
from interface ge-0/0/1.0;
to interface ge-0/0/2.0;
rule ipv4_rule {
match {
source-address 2001:db8::/96;
destination-address 10.1.1.15/30;

}
then {
source-nat {
pool {
myipv4;
}
}
}
}
}
}
static {

rule-set test_rs {
from interface ge-0/0/1.0;
rule test_rule {
match {
destination-address 2001:db8::1/96;
}
then {
static-nat inet;



If you are done configuring the device, enter commit from configuration mode.

Verification

IN THIS SECTION
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To confirm that the configuration is working properly, perform these tasks:

Verifying That Static NAT Is Configured

Purpose

Verify whether static NAT is configured with an interface, a destination address, and a prefix.

Action

From operational mode, enter the show security nat static rule command.

user@host> show security nat static rule test_rule

Static NAT rule: test_rule Rule-set: test_rs
Rule-Id 12
Rule position 12
From interface : ge-0/0/1.0
Destination addresses : 2001:db8::1
Host addresses :0.0.0.0
Netmask : 96
Host routing-instance : N/A

Translation hits
Successful sessions
Failed sessions

S O ©

Number of sessions



Verifying That Source NAT Is Configured

Purpose

Verify whether source NAT is configured.

Action

From operational mode, enter the show security nat source rule command.

user@host> show security nat source rule ipv4_rule

source NAT rule: ipv4_rule Rule-set: myipv4_rs
Rule-Id 12
Rule position 12
From interface : ge-0/0/1.0
To interface 1 ge-0/0/2.0
Match
Source addresses : 2001:db8:: - 2001:db8:: ffff.ffff
Destination addresses :10.1.1.15 - 10.1.1.15
Action : myipv4
Persistent NAT type : N/A
Persistent NAT mapping type : address-port-mapping
Inactivity timeout 10
Max session number 10

Translation hits
Successful sessions
Failed sessions

oS © ©

Number of sessions

From operational mode, enter the show security nat source pool command.

user@host> show security nat source pool myipv4

Pool name : myipv4

Pool id : 5

Routing instance : default

Host address base : 0.0.0.0

Port : [1024, 63487]
Twin port : [63488, 65535]
Port overloading : 1

Address assignment : no-paired
Total addresses : 4



Translation hits : @
Address range Single Ports  Twin Ports
203.0.113.2 - 203.0.113.5 0 0

Example: Configuring an IPvé-Initiated Connection to an IPv4 Node
Using Static Destination Address One-to-One Mapping
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This example shows how to configure an IPvé-initiated connection to an IPv4 node using static
destination address one-to-one mapping.

Requirements

Before you begin, configure the interfaces and assign the interfaces to security zones.

Overview

The following example describes the communication of an IPvé node with an IPv4 node that has a one-
to-one static NAT address defined on the device. The communication of an IPvé node with an IPv4
node allows IPv6 hosts to access an IPv4 server when neither of the devices has a dual stack and must
depend on the NAT/PT device to communicate. This enables some IPv4 legacy server applications to
work even after the network has migrated to IPvé.

Configuration

IN THIS SECTION
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security nat static rule test_rs from interface ge-0/0/1

set security nat static rule test_rs rule test_rule match destination-address 2001:db8::15/128
set security nat static rule test_rs rule test_rule then static-nat prefix 10.2.2.15/32

set security nat source pool myipv4 address 203.0.113.2 to 203.0.113.3

set security nat source rule myipv4_rs from interface ge-0/0/1

set security nat source rule myipv4_rs to interface ge-0/0/2

set security nat source rule myipv4_rs rule ipv4_rule match source-address 2001:db8::/96

set security nat source rule myipv4_rs rule ipv4_rule match destination-address 10.2.2.15

set security nat source rule myipv4_rs rule ipv4_rule then source-nat pool myipv4

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode.

To configure an IPvé-initiated connection to an IPv4 node using static destination address one-to-one
mapping:

1. Configure the static NAT rule set for an interface.

[edit security nat static]

user@host# set rule-set test_rs from interface ge-0/0/1

2. Define a rule to match the destination address.

[edit security nat static rule-set test_rs]
user@host# set rule test_rule match destination-address 2001:db8::15/128



. Define the static NAT prefix to the rule.

[edit security nat static rule-set test_rs]
user@host# set rule test_rule then static-nat prefix 10.2.2.15/32

. Configure a source NAT pool with an IPv4 addresses.

[edit security nat]
user@host# set source pool myipv4 address 203.0.113.2 203.0.113.3

. Configure the IPv4 address for the interface.

[edit security nat source ]
user@host# set rule-set myipv4_rs from interface ge-0/0/1

. Configure the source address to the IPv4 source NAT address.

[edit security nat source rule-set myipv4_rs]
user@host# set rule ipv4_rule match source-address 2001:db8::/96

. Configure the destination address to IPv4 source NAT address.

[edit security nat source rule-set myipv4_rs]
user@host# set rule ipv4_rule match destination-address 10.2.2.15

. Define the configured source NAT IPv4 pool in the rule.

[edit security nat source rule-set myipv4_rs]
user@host# set rule ipv4_rule then source-nat pool myipvé4



Results

From configuration mode, confirm your configuration by entering the show security nat command. If the
output does not display the intended configuration, repeat the configuration instructions in this example

to correct it.

[edit]
user@host# show security nat
source {
pool myipv4 {
address {
203.0.113.2/32 to 203.0.113.3/32;

}
rule-set myipv4_rs {
from interface ge-0/0/1.0;
to interface ge-0/0/2.0;
rule ipv4_rule {
match {
source-address 2001:db8::/96;
destination-address 10.2.2.15/32;

}
then {
source-nat {
pool {
myipv4;
}
}
}
}
}
}
static {

rule-set test_rs {
from interface ge-0/0/1.0;
rule test_rule {
match {
destination-address 2001:db8::15/128;
}
then {
static-nat prefix 10.2.2.15/32;



If you are done configuring the device, enter commit from configuration mode.

Verification

IN THIS SECTION
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To confirm that the configuration is working properly, perform these tasks:

Verifying That Static NAT Is Configured

Purpose

Verify whether static NAT is configured with an interface, a destination address, and a prefix.

Action

From operational mode, enter the show security nat static command.

Verifying That Source NAT Is Configured

Purpose

Verify whether source NAT is configured.

Action

From operational mode, enter the show security nat source command.

Change History Table



Feature support is determined by the platform and release you are using. Use Feature Explorer to
determine if a feature is supported on your platform.

Release = Description

20.2R1 Starting in Junos OS Release 20.2R1 you can run IPvé6 NAT-PT Next Gen Services on MX240, MX480,
and MX960 routers.

Source NAT | 32
Destination NAT | 151
Static NAT | 183

IPv6 Dual-Stack Lite

IN THIS SECTION

Understanding IPvé Dual-Stack Lite | 307
Example: Configuring IPvé Dual-Stack Lite | 310
Platform-Specific NAT Softwire Initiator Capacity Behavior | 313

IPvé6 Dual-Stack Lite (DS-Lite) is a technology to help Internet service providers to migrate to an IPvé
access network without changing end-user software. IPv4 users continue to access IPv4 internet
content with minimum disruption to their home networks while enabling IPvé6 users to access IPvé
content.

Understanding IPv6 Dual-Stack Lite

IPvé6 dual-stack lite (DS-Lite) is a technology that enables Internet service providers to move to an IPvé
network while simultaneously handling IPv4 address depletion.


https://apps.juniper.net/feature-explorer/

IPv4 addresses are becoming depleted; therefore, broadband service providers (DSL, cable, and mobile)
need new addresses to support new users. Providing IPvé6 addresses alone is often not workable
because most of the systems that make up the public Internet are still enabled and support only IPv4,
and many users’ systems do not yet fully support IPvé.

DS-Lite allows service providers to migrate to an IPvé access network without changing end-user
software. The device that accesses the Internet remains the same, thus allowing IPv4 users to continue
accessing IPv4 internet content with minimum disruption to their home networks, while enabling IPvé
users to access IPvé content.

Figure 23 on page 308 illustrates the DS-Lite architecture which uses IPv6-only links between the
provider and the user while maintaining the IPv4 (or dual-stack) hosts in the user network.

Figure 23: DS-Lite NAT (IPv4-in-IPvé)
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The DS-Lite deployment model consists of the following components:

e Softwire initiator for the DS-Lite home router--Encapsulates the IPv4 packet and transmits it across
an IPvé tunnel.

e Softwire concentrator for DS-Lite carrier-grade Network Address Translation (NAT)-Decapsulates
the IPv4-in-1Pvé6 packet and also performs IPv4-IPv4 NAT translations.

When a user’s device sends an IPv4 packet to an external destination, DS-Lite encapsulates the IPv4
packet in an IPv6 packet for transport into the provider network. These IPv4-in-IPvé tunnels are called
softwires. Tunneling IPv4 over IPvé6 is simpler than translation and eliminates performance and
redundancy concerns.

The softwires terminate in a softwire concentrator at some point in the service provider network, which
decapsulates the IPv4 packets and sends them through a carrier-grade Network Address Translation
(NAT) device. There, the packets undergo source NAT processing to hide the original source address.

IPvé6 packets originated by hosts in the subscriber’'s home network are transported natively over the
access network.



The DS-Lite carrier-grade NAT translates IPv4-to-IPv4 addresses to multiple subscribers through a
single global IPv4 address. Overlapping address spaces used by subscribers are disambiguated through
the identification of tunnel endpoints. One concentrator can be the endpoint of multiple softwires.

The IPv4 packets originated by the end hosts have private (and possibly overlapping) IP addresses.
Therefore, NAT must be applied to these packets. If end hosts have overlapping addresses, Network
Address Port Translation (NAPT) is needed.

Using NAPT, the system adds the source address of the encapsulating IPvé packet in the subscriber
network to the inside IPv4 source address and port. Because each user’s IPvé address is unique, the
combination of the IPvé6 source address with the IPv4 source address and port creates an unambiguous
mapping.

The system takes the following actions when it receives a responding IPv4 packet from outside the
subscriber network:

e Encapsulates the IPv4 packet in an IPvé packet using the mapped IPvé6 address as the IPvé
destination address.

e Forwards the packet to the user.

The maximum number of softwire initiators and softwire concentrators per device depends on the
platform and Junos OS release in your installation.

Use Feature Explorer to confirm platform and release support for specific features.

Review the "Platform-Specific NAT Softwire Initiator Capacity Behavior" on page 313 section for notes
related to your platform.

Firewalls support 32 softwire concentrator.

The most recent IETF draft documentation for DS-Lite uses new terminology:
e The term softwire initiator has been replaced by B4.

e The term softwire concentrator has been replaced by AFTR.

Junos OS documentation generally uses the original terms when discussing configuration in order to be
consistent with the CLI statements used to configure DS-Lite.

For more information, see the following documents:

o draft-ietf-softwire-dual-stack-lite-06, Dual-Stack Lite Broadband Deployments Following IPv4
Exhaustion, August 2010.

o RFC 2473, Generic Packet Tunneling in IPvé Specification, December 1998.

e RFC 2663, IP Network Address Translator (NAT) Terminology and Considerations, August 1999.


https://apps.juniper.net/feature-explorer/

e RFC 4787, Network Address Translation (NAT) Behavioral Requirements for Unicast UDP,. BCP 127,
January 2007.

e RFC 4925, Softwire Problem Statement, July 2007.

e RFC 5382, NAT Behavioral Requirements for TCP, BCP 142, October 2008.
e RFC 5508, NAT Behavioral Requirements for ICMP, BCP 148, April 2009.

e http:/www.potaroo.net/tools/ipv4/index.html

e http:/www.iana.org/assignments/ipv4-address-space/ipv4-address-space.xhtmi

Example: Configuring IPvé Dual-Stack Lite
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When an ISP begins to allocate IPvé6 addresses and IPvé-capable equipment to new subscriber homes,
dual-stack lite (DS-Lite) provides a method for the private IPv4 addresses behind the IPvé6 CE WAN
equipment to reach the IPv4 network. DS-Lite enables IPv4 customers to continue to access the
Internet using their current hardware by using a softwire initiator at the customer edge to encapsulate
IPv4 packets into IPvé packets with minimum disruption to their home network, while enabling IPvé
customers to access IPvé content. The softwire concentrator decapsulates the IPv4-in-IPvé packets and
also performs IPv4-IPv4 NAT translations.

This example shows you how to configure a softwire concentrator for IPv4-in-IPvé addresses.

Requirements
Before you begin:
e Review the overview section on DS-Lite. See"Understanding IPvé Dual-Stack Lite" on page 307.

e Review how ICMPvé6 packets are handled by the Firewalls. See Understanding How Firewall Devices
Handle ICMPvé6 Packets.


http://www.potaroo.net/tools/ipv4/index.html
http://www.iana.org/assignments/ipv4-address-space/ipv4-address-space.xhtml
https://www.juniper.net/documentation/en_US/junos/topics/concept/ipv6-flow-icmp-junos-handling.html
https://www.juniper.net/documentation/en_US/junos/topics/concept/ipv6-flow-icmp-junos-handling.html

Overview

This configuration example shows how to configure a softwire concentrator, the softwire name, the
concentrator address, and the softwire type.

The softwire concentrator IPvé address can match an IPvé address configured on a physical interface or
an IPvé address configured on a loopback interface.

Configuration

IN THIS SECTION

Procedure | 311

Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, and then copy and paste
the commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security softwires softwire-name my_sc1l softwire-concentrator 2001:db8::1 softwire-type IPv4-
in-IPv6

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy. For
instructions on how to do that, see Using the CLI Editor in Configuration Mode in theCLI User Guide.

To configure a DS-Lite softwire concentrator to convert IPv4 packets into IPvé packets:

1. Assign a name for the softwire concentrator.

[edit security]
user@host# edit softwires softwire-name my_sc1


https://www.juniper.net/documentation/en_US/junos/information-products/pathway-pages/junos-cli/junos-cli.html

2. Specify the address of the softwire concentrator.

[edit security softwires softwire-name my_sc1]
user@host# set softwire-concentrator 2001:db8::1

3. Specify the softwire type for IPv4 to IPvé.

[edit security softwires softwire-name my_sc1 softwire-concentrator 2001:db8::1
user@host# set softwire-type IPv4-in-IPv6

Results

From configuration mode, confirm your configuration by entering the show command. If the output does
not display the intended configuration, repeat the instructions in this example to correct the
configuration.

[edit security softwires softwire-name my_sc1]
user@host# show
softwire-concentrator 2001:db8::1;

softwire-type ipv4-in-ipve6;

If you are done configuring the device, enter commit from configuration mode.

Verification

From operational mode, enter the show security softwires command. If a softwire is not connected, the
operational output looks like the following sample:

user@host# show security softwires
Softwire Name SC Address Status  Number of SI connected
my-scl 2001:db8: : 1 Active 0

If a softwire is connected, the operational output looks like the following sample:

user@host# show security softwires



Softwire Name SC Address Status  Number of SI connected
my-scil 2001:db8: : 1 Connected 1

Platform-Specific NAT Softwire Initiator Capacity Behavior

Use Feature Explorer to confirm platform and release support for specific features.

Use the following table to review platform-specific behaviors for your platform:

Platform Difference

SRX Series

SRX1500 that supports softwire initiators supports
a maximum of 300 softwire initiators

e SRX4100, SRX4200, and SRX4600 that support
softwire initiators support a maximum of 200,000
softwire initiators

e SRX5400, SRX5600, and SRX5800 that support
softwire initiators support a maximum of 100,000
softwire initiators

e SRX4700 support a maximum of 100,000 softwire
initiators

Understanding IPv6 Address Space, Addressing, Address Format, and Address Types
Understanding How Firewall Devices Handle ICMPvé Packets
About the IPvé6 Basic Packet Header


https://apps.juniper.net/feature-explorer/
https://www.juniper.net/documentation/en_US/junos/topics/topic-map/security-interface-ipv4-ipv6-protocol.html
https://www.juniper.net/documentation/en_US/junos/topics/topic-map/security-ipv6-packets.html
https://www.juniper.net/documentation/en_US/junos/topics/concept/ipv6-flow-basic-header-oveview.html

NAT for VRF Routing Instance
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NAT Overview | 314

Example: Configuring Source NAT to convert the private IP address of a VRF instance to the private IP
address of another VRF instance | 315

Example: Configuring Destination NAT to Convert Public IP Address to VRF’s Single Private IP Address of a
VRF instance | 322

Example: Configuring Static NAT to Convert the Private IP Address of a VRF Instance to Public IP
Address | 329

NAT Overview

Network Address Translation (NAT) is a method for modifying or translating network address
information in packet headers. NAT was described in RFC 1631 to solve IPv4 address depletion
problems. NAT is a useful tool for firewalls, traffic redirect, load sharing, and network migrations.

In an SD-WAN deployment, firewalls are deployed in the hub and spoke locations. Different sites are
connected to the spoke firewall. Packets are sent from these sites to public Internet servers or remote
sites. At the hub, after the security processing is complete, the packet is examined to determine whether
the destination is a public Internet server or an MPLS next-hop device. If the destination is a public
Internet server, NAT converts the virtual routing and forwarding (VRF) private IP address to a public IP
address and establishes a session. Similarly, NAT is required for traffic from public Internet servers to
reach a VRF private network.

The following types of NAT are supported on Juniper Networks devices:
e Static NAT
e Destination NAT

e Source NAT



Example: Configuring Source NAT to convert the private IP address of a
VRF instance to the private IP address of another VRF instance
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This example describes how to configure a source NAT between two MPLS networks.

Requirements

Before you Begin

e Understand how firewalls work in an SD-WAN deployment for NAT. See "NAT Overview" on page
314.

e Understand Virtual Routing and Forwarding Instances. See Virtual Routing and Forwarding Instances

in SD-WAN Deployments.

Example Prerequisites

o Software requirements: Any supported Junos release.

e Hardware requirements: On supported devices.

Overview

Source NAT is the translation of the source IP address of a packet leaving the Juniper Networks device.
Source NAT is used to allow hosts with private IP addresses to access a public network.

In this example, the firewall connects two MPLS private networks to convert the private IP address from
one VRF's private IP address to another VRF's private IP address. In Figure 24 on page 316, the spoke
firewall is configured with VRF-a and VRF-b routing instances, which are connected to the hub firewall.
Site C and site D are connected to another spoke firewall. In the hub firewall, the source IP addresses
192.168.1.200 and 192.168.1.201 from VRF-a and VRF-b routing instances are translated to
203.0.113.200 and 203.0.113.201.


https://www.juniper.net/documentation/en_US/junos/topics/topic-map/flow-management-vrf-routing-instances.html
https://www.juniper.net/documentation/en_US/junos/topics/topic-map/flow-management-vrf-routing-instances.html

Figure 24: Source NAT conversion
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any

I
SRX Series Device
(Spoke)

e
[0

300124

line breaks, change any details necessary to match your network configuration, copy and paste the

commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set
set
set
set
set
set
set
set
set
set
set
set

routing-instances
routing-instances
routing-instances
routing-instances
routing-instances
routing-instances
routing-instances
routing-instances
routing-instances
routing-instances
routing-instances

routing-instances

VRF-a instance-type vrf

VRF-a route-distinguisher 30:200
VRF-a vrf-target target:100:100
VRF-a vrf-table-label

VRF-b instance-type vrf

VRF-b route-distinguisher 40:200
VRF-b vrf-target target:200:100
VRF-b vrf-table-label

VRF-al instance-type vrf

VRF-al route-distinguisher 60:200
VRF-al vrf-target target:300:100
VRF-al vrf-table-label

316



set routing-instances VRF-b1 instance-type vrf

set routing-instances VRF-b1 route-distinguisher 50:200

set routing-instances VRF-b1 vrf-target target:400:100

set routing-instances VRF-b1 vrf-table-label

set security nat source pool vrf-a_p address 203.0.113.200

set security nat source rule-set vrf-a_rs from routing-instance VRF-a

set security nat source rule-set vrf-a_rs to routing-instance VRF-al

set security nat source rule-set vrf-a_rs rule rulel match source-address 192.168.1.200
set security nat source rule-set vrf-a_rs rule rulel then source-nat pool vrf-a_p

set security nat source pool vrf-b_p address 203.0.113.201

set security nat source rule-set vrf-b_rs from routing-instance VRF-b

set security nat source rule-set vrf-b_rs to routing-instance VRF-b1

set security nat source rule-set vrf-b_rs rule rule2 match source-address 192.168.1.201

set security nat source rule-set vrf-b_rs rule rule2 then source-nat pool vrf-b_p

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy.
To configure source NAT mapping:

1. Layer 3 VPNs require a VRF table for distributing routes within the networks. Create a VRF instance
and specify the value vrf.

[edit routing-instances]

user@host#set VRF-a instance-type vrf
user@hosti#set VRF-b instance-type vrf
user@hostiset VRF-al instance-type vrf
user@hosti#set VRF-b1 instance-type vrf

2. Assign a route distinguisher to the routing instance.

[edit routing-instances]

user@hosti#set VRF-a route-distinguisher 30:200
user@hostiset VRF-b route-distinguisher 40:200
user@host#set VRF-al route-distinguisher 60:200
user@hosti#set VRF-b1 route-distinguisher 50:200



3. Create a community policy to import or export all routes.

[edit routing-instances]

user@host#set VRF-a vrf-target target:100:100
user@hosti#set VRF-b vrf-target target:200:100
user@hosti#set VRF-al vrf-target target:300:100
user@host#set VRF-b1 vrf-target target:400:100

4. Assign a single VPN label for all the routes in the VRF.

[edit routing-instances]

user@hostitset VRF-a vrf-table-label
user@host#set VRF-al vrf-table-label
user@hostitset VRF-b vrf-table-label
user@host#set VRF-b1 vrf-table-label

5. Create a source NAT pool.

[edit security nat sourcel]
user@hosti#tset vrf-a_p address 203.0.113.200
user@hosti#set vrf-b_p address 203.0.113.201

6. Create a source NAT rule set.

[edit security nat source]

user@hosti#set rule-set vrf-a_rs from routing-instance VRF-a
user@hosti#set rule-set vrf-a_rs to routing-instance VRF-al
user@hosti#set rule-set vrf-b_rs from routing-instance VRF-b

user@hosti#set rule-set vrf-b_rs to routing-instance VRF-b1

7. Configure a rule that matches packets and translates the source IP address to an IP address in the
source NAT pool.

[edit security nat source]
user@host# set rule-set vrf-a_rs rule rulel match source-address 192.168.1.200
user@host# set rule-set vrf-a_rs rule rulel then source-nat pool vrf-a_p



user@host# set rule-set vrf-b_rs rule rule2 match source-address 192.168.1.201

user@host# set rule-set vrf-b_rs rule rule2 then source-nat pool vrf-b_p

Results

From configuration mode, confirm your configuration by entering the show security nat and show routing-
instances commands. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

[edit]
user@host# show security nat
source {
pool vrf-a_p {
address {
203.0.113.200/32;

}
pool vrf-b_p {
address {
203.0.113.201/32;

}
rule-set vrf-a_rs {
from routing-instance VRF-a;
to routing-instance VRF-al;
rule rulel {
match {
source-address 192.168.1.200/32;

}
then {
source-nat {
pool {
vrf-a_p;
}
}
}

}
rule-set vrf-b_rs {
from routing-instance VRF-b;

to routing-instance VRF-b1;



rule rule2 {
match {
source-address 192.168.1.201/32;

}
then {
source-nat {
pool {
vrf-b_p;
}
}
}
}
}
}
[edit]
user@host# show routing-instances
VRF-a {
instance-type vrf;
route-distinguisher 30:200;
vrf-target target:100:100;
vrf-table-label;
}
VRF-al {
instance-type vrf;
route-distinguisher 60:200;
vrf-target target:300:100;
vrf-table-label;
}
VRF-b {
instance-type vrf;
route-distinguisher 40:200;
vrf-target target:200:100;
vrf-table-label;
}
VRF-b1 {

instance-type vrf;
route-distinguisher 50:200;
vrf-target target:400:100;
vrf-table-label;



If you are done configuring the device, enter commit from configuration mode.

Verification

IN THIS SECTION
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Verifying Source NAT Rule Usage

Purpose

Verify that there is traffic matching the source NAT rule.

Action

From operational mode, enter the show security nat source rule all command. In the Translation hits field,
verify whether there is traffic that matches the source NAT rule.

user@host>show security nat source rule all
Total rules: 2
Total referenced IPv4/IPv6 ip-prefixes: 2/0

source NAT rule: rulel Rule-set: vrf-a_rs
Rule-Id 21
Rule position 21
From routing instance : VRF-a
To routing instance : VRF-al
Match
Source addresses : 192.168.1.200 - 192.168.1.200
Action : vrf-a_p
Persistent NAT type : N/A
Persistent NAT mapping type : address-port-mapping
Inactivity timeout : 0
Max session number 10

Translation hits
Successful sessions
Failed sessions

oS © ©

Number of sessions



source NAT rule: rule2 Rule-set: vrf-b_rs

Rule-Id 12
Rule position 12
From routing instance : VRF-b
To routing instance : VRF-Db1
Match
Source addresses : 192.168.1.201 - 192.168.1.201
Action : vrf-b_p
Persistent NAT type : N/A
Persistent NAT mapping type : address-port-mapping
Inactivity timeout 1 0
Max session number 10

Translation hits
Successful sessions

Failed sessions

S © O

Number of sessions

Example: Configuring Destination NAT to Convert Public IP Address to
VRF'’s Single Private IP Address of a VRF instance
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This example describes how to configure the destination NAT mapping of a public IP address to the
single VRF'’s private address for directing the packets to the correct VRF instance.

Requirements

e Understand how firewalls work in an SD-WAN deployment for NAT. See "NAT Overview" on page
314.



e Understand Virtual Routing and Forwarding Instances. See Virtual Routing and Forwarding Instances
in SD-WAN Deployments.

Overview

Destination NAT is the translation of the destination IP address of a packet entering the Juniper
Networks device. Destination NAT is used to redirect traffic destined to a virtual host (identified by the
original destination IP address) to the real host (identified by the translated destination IP address).

In this example, an firewall is configured with destination NAT to convert a public IP address to the VRF
private IP address of a VRF instance. The public IP address can be configured per VRF instance. In Figure
25 on page 323, the firewall is configured with two VRF instances, VRF-a and VRF-b. The firewall
coverts the public IP address to private IP address of a VRF instance.

Figure 25: Destination NAT

Public Public
Address  Address

ge-0/0/0 ge-0/0/1

SRX Series Device
(Hub)

GRE+MPLS
Tunnel

SRX Series Device
lfﬂzﬁm (Spoke)

. Private
Site B Address

Site A

Original Destination IP Translated Destination IP
203.0.113.200 192.168.1.200
203.0.113.201 192.168.1.201

2300125

323


https://www.juniper.net/documentation/en_US/junos/topics/topic-map/flow-management-vrf-routing-instances.html
https://www.juniper.net/documentation/en_US/junos/topics/topic-map/flow-management-vrf-routing-instances.html

Configuration
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set routing-instances VRF-a instance-type vrf

set routing-instances VRF-a route-distinguisher 30:200

set routing-instances VRF-a vrf-target target:100:100

set routing-instances VRF-a vrf-table-label

set routing-instances VRF-b instance-type vrf

set routing-instances VRF-b route-distinguisher 40:200

set routing-instances VRF-b vrf-target target:200:100

set routing-instances VRF-b vrf-table-label

set security nat destination pool vrf-a_p routing-instance VRF-a

set security nat destination pool vrf-a_p address 192.168.1.200

set security nat destination rule-set rs from interface ge-0/0/0

set security nat destination rule-set rs rule vrf-a_r match destination-address 203.0.113.200
set security nat destination rule-set rs rule vrf-a_r then destination-nat pool vrf-a_p

set security nat destination pool vrf-b_p routing-instance VRF-b

set security nat destination pool vrf-b_p address 192.168.1.201

set security nat destination rule-set rs from interface ge-0/0/1

set security nat destination rule-set rs rule vrf-b_r match destination-address 203.0.113.201
set security nat destination rule-set rs rule vrf-b_r then destination-nat pool vrf-b_p

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy.



To configure destination NAT mapping for a single VRF:

1. Layer 3 VPNs require a VRF table for distributing routes within the networks. Create a VRF instance
and specify the value vrf.

[edit routing-instances]
user@hosti#set VRF-a instance-type vrf
user@host#set VRF-b instance-type vrf

2. Assign a route distinguisher to the routing instance.

[edit routing-instances]
user@hostiset VRF-a route-distinguisher 30:200
user@host#set VRF-b route-distinguisher 40:200

3. Create a community policy to import or export all routes.

[edit routing-instances]
user@host#set VRF-a vrf-target target:100:100
user@host#set VRF-b vrf-target target:200:100

4. Assign a single VPN label for all the routes in the VRF.

[edit routing-instances]
user@host#set VRF-a vrf-table-label
user@host#set VRF-b vrf-table-label

5. Specify a destination NAT IP address pool.

[edit security nat destination]
user@host# set pool vrf-a_p address 192.168.1.200
user@host# set pool vrf-b_p address 192.168.1.201



6. Assign the routing instance to the destination pool.

[edit security nat destination]
user@host# set pool vrf-a_p routing-instance VRF-a
user@host# set pool vrf-b_p routing-instance VRF-b

7. Create a destination NAT rule set.

[edit security nat destination]
user@host# set rule-set rs from interface ge-0/0/0
user@host# set rule-set rs from interface ge-0/0/1

8. Configure a rule that matches packets and translates the destination IP address to an IP address in
the destination NAT IP address pool.

[edit security nat destination]

user@host# set rule-set rs rule vrf-a_r match destination-address 203.0.113.200
user@host# set rule-set rs rule vrf-a_r then destination-nat pool vrf-a_p
user@host# set rule-set rs rule vrf-b_r match destination-address 203.0.113.201
user@host# set rule-set rs rule vrf-b_r then destination-nat pool vrf-b_p

Results

From configuration mode, confirm your configuration by entering the show security nat and show routing-
instances commands. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

[edit]
user@host# show security nat
destination {
pool vrf-a_p {
routing-instance {
VRF-a;
}
address 192.168.1.200/32;
}
pool vrf-b_p {
routing-instance {
VRF-b;



}
address 192.168.1.201/32;
}
rule-set rs {
from interface [ ge-0/0/0.0 ge-0/0/1.0 1;
rule vrf-a_r {
match {
destination-address 203.0.113.200/32;

}
then {
destination-nat {
pool {
vrf-a_p;
}
}
}
}
rule vrf-b_r {
match {
destination-address 203.0.113.201/32;
}
then {
destination-nat {
pool {
vrf-b_p;
}
}
}
}
}
}
[edit]
user@host# show routing-instances
VRF-a {
instance-type vrf;
route-distinguisher 30:200;
vrf-target target:100:100;
vrf-table-label;
}

VRF-b {



instance-type vrf;
route-distinguisher 40:200;
vrf-target target:200:100;
vrf-table-label;

If you are done configuring the device, enter commit from configuration mode.

Verification
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Verifying Destination NAT Rule Usage

Purpose

Verify that there is traffic matching the destination NAT rule.

Action

From operational mode, enter the show security nat destination rule all command. In the Translation hits
field, verify whether there is traffic that matches the destination NAT rule.

user@host> show security nat destination rule all
Total destination-nat rules: 2
Total referenced IPv4/IPv6 ip-prefixes: 2/0

Destination NAT rule: vrf-a_r Rule-set: rs
Rule-Id 21
Rule position 21
From interface : ge-0/0/0.0
: ge-0/0/1.0
Destination addresses : 203.0.113.200 - 203.0.113.200
Action : vrf-a_p
Translation hits 1 0

Successful sessions 0
Failed sessions 1 0
Number of sessions 0



Destination NAT rule: vrf-b_r Rule-set: rs

Rule-Id 12
Rule position 12
From interface 1 ge-0/0/0.0
: ge-0/0/1.0
Destination addresses : 203.0.113.201 - 203.0.113.201
Action : vrf-b_p
Translation hits : 0

Successful sessions 0
Failed sessions 1 0
0

Number of sessions

Example: Configuring Static NAT to Convert the Private IP Address of a
VRF Instance to Public IP Address
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This example describes how to configure a static NAT mapping of VRF single private IP address to a
public IP address.

Requirements

Understand how firewalls work in an SD-WAN deployment for NAT. See "NAT Overview" on page 314.

Overview

In this example, an firewall is configured with static NAT to convert the VRF private IP address of a VRF
instance to a public IP address of a VRF instance. Static NAT can be applied on the source NAT and
destination NAT. In Figure 26 on page 330, the firewall is configured with two VRF instances, VRF-a and
VFR-b. The firewall converts the private IP address of a VRF instance to a public IP address.
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Figure 26: Static NAT
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set routing-instances VRF-a instance-type vrf

set routing-instances VRF-a route-distinguisher 30:200

set routing-instances VRF-a vrf-target target:100:100

set routing-instances VRF-a vrf-table-label

set routing-instances VRF-b instance-type vrf

set routing-instances VRF-b route-distinguisher 40:200

set routing-instances VRF-b vrf-target target:200:100

set routing-instances VRF-b vrf-table-label

set security nat static rule-set rs from interface ge-0/0/0

set security nat static rule-set rs rule vrf-a_r match static-address 203.0.113.200
set security nat static rule-set rs rule vrf-a_r then static-nat prefix 192.168.1.200
set security nat static rule-set rs rule vrf-a_r then static-nat prefix routing-instance VRF-a
set security nat static rule-set rs from interface ge-0/0/1

set security nat static rule-set rs rule vrf-b_r match static-address 203.0.113.201
set security nat static rule-set rs rule vrf-b_r then static-nat prefix 192.168.1.201

set security nat static rule-set rs rule vrf-b_r then static-nat prefix routing-instance VRF-b

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy.
To configure static NAT mapping for the IP address of a single VRF:

1. Layer 3 VPNs require a VRF table for distributing routes within the networks. Create a VRF instance
and specify the value vrf.

[edit routing-instances]
user@hosti#set VRF-a instance-type vrf
user@host#set VRF-b instance-type vrf



2. Assign a route distinguisher to the routing instance.

[edit routing-instances]

user@hosti#set VRF-a route-distinguisher 30:200
user@host#set VRF-b route-distinguisher 40:200

3. Create a community policy to import or export all routes.

[edit routing-instances]
user@hosti#set VRF-a vrf-target target:100:100
user@hosti#set VRF-b vrf-target target:200:100

4. Assign a single VPN label for all the routes in the VRF.

[edit routing-instances]
user@host#set VRF-a vrf-table-label
user@host#set VRF-b vrf-table-label

5. Create a static NAT rule set.

[edit security

nat static]

user@host# set rule-set rs from interface ge-0/0/0

user@host# set rule-set rs from interface ge-0/0/1

6. Configure a rule that matches packets and translates the destination address in the packets to a
private IP address.

[edit security
user@host# set
user@host# set
user@host# set
user@host# set
user@host# set
user@host# set

nat static]
rule-set rs
rule-set rs
rule-set rs
rule-set rs
rule-set rs

rule-set rs

rule
rule
rule
rule
rule

rule

vrf-a_r match static-address 203.0.113.200

vrf-a_r then static-nat prefix 192.168.1.200

vrf-a_r then static-nat prefix routing-instance VRF-a
vrf-b_r match static-address 203.0.113.201

vrf-b_r then static-nat prefix 192.168.1.201

vrf-b_r then static-nat prefix routing-instance VRF-b



Results

From configuration mode, confirm your configuration by entering the show security nat and show routing-
instances commands. If the output does not display the intended configuration, repeat the configuration
instructions in this example to correct it.

[edit]
user@host# show security nat
static {
rule-set rs {
from interface [ ge-0/0/0.0 ge-0/0/1.0 1;
rule vrf-a_r {
match {
destination-address 203.0.113.200/32;

}
then {
static-nat {
prefix {
192.168.1.200/32;
routing-instance VRF-a;
}
}
}
}
rule vrf-b_r {
match {
destination-address 203.0.113.201/32;
}
then {
static-nat {
prefix {
192.168.1.201/32;
routing-instance VRF-b;
}
}
}



}
[edit]
user@host# show routing-instances
VRF-a {
instance-type vrf;
route-distinguisher 30:200;
vrf-target target:100:100;
vrf-table-label;
}
VRF-b {
instance-type vrf;
route-distinguisher 40:200;
vrf-target target:200:100;
vrf-table-label;
}

If you are done configuring the device, enter commit from configuration mode.

Verification
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Verifying Static NAT Rule Usage

Purpose

Verify that there is traffic matching the static NAT rule.



Action

From operational mode, enter the show security nat static rule command. In the Translation hits field,

verify whether there is traffic that matches the static NAT rule.

user@host> show security nat static rule all

Total static-nat rules: 2

Total referenced IPv4/IPv6 ip-prefixes: 4/0

Static NAT rule: vrf-a_r
Rule-Id
Rule position
From interface

Destination addresses

Host addresses

Netmask

Host routing-instance

Translation hits
Successful sessions
Failed sessions

Number of sessions

Static NAT rule: vrf-b_r
Rule-Id
Rule position

From interface

Destination addresses

Host addresses

Netmask

Host routing-instance

Translation hits
Successful sessions
Failed sessions

Number of sessions

Flow Management in SRX Series Devices Using VRF Routing Instance

Rule-set: rs

21

21

1 ge-0/0/0.0

: ge-0/0/1.0

1 203.0.113.200
: 192.168.1.200
1 32

: VRF-a

1 0

0
: 0
0

Rule-set: rs

1 2

12

1 ge-0/0/0.0

1 ge-0/0/1.0

1 203.0.113.201
1 192.168.1.201
1 32

: VRF-b

1 0

0
: 0
0

Understanding ALG Support for VRF Routing Instance

Configuring Security Policies for a VRF Routing Instance


https://www.juniper.net/documentation/en_US/junos/topics/topic-map/flow-management-vrf-routing-instances.html

NAT for VRF Group
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Example: Configuring Source NAT to convert the private IP address of a VRF Group to the private IP address
of different VRF instance | 336

Example: Configuring Destination NAT to Convert Public IP Address of a VRF Group to the private IP
address of different VRF instance | 342

Overview

In SD-WAN network, NAT is used when you convert the private IP to global IP pool in a VRF group. A
Firewall can be configured using the following VRF group NAT to translate the given IPs belonging to a
given VRF group to different IPs belonging to different VRF instances:

e VRF group destination NAT
e VRF group source NAT

e VRF group static NAT

Example: Configuring Source NAT to convert the private IP address of a
VRF Group to the private IP address of different VRF instance

IN THIS SECTION
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Configuration | 337
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This example describes how to configure a source NAT between two MPLS networks.

Requirements
e Understand how Firewalls work in an SD-WAN deployment for NAT.

e Understand Virtual-Group in NAT, Virtual Routing and Forwarding Instances. See Virtual Routing and
Forwarding Instances in SD-WAN Deployments.

Overview

Source NAT is the translation of the source IP address of a packet leaving the Juniper Networks device.
Source NAT is used to allow hosts with private IP addresses to access a public network.

In Figure 27 on page 337, Firewall is configured with VRF group vpn-A and vpn-B, which are connected
to the interfaces ge-0/0/1.0 and ge-0/0/1.1 on Firewall. In the hub Firewall, the source IP addresses
192.168.1.200 and 192.168.1.201 from VRF group vpn-A and vpn-B are translated to 203.0.113.200
and 203.0.113.201.

Figure 27: Source NAT using VRF group
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security 13vpn vrf-group vpn-A vrf VRF-A1l

set security 13vpn vrf-group vpn-A vrf VRF-A2

set security 13vpn vrf-group vpn-B vrf VRF-B1

set security 13vpn vrf-group vpn-B vrf VRF-B2

set security nat source pool vrf-a_p address 203.0.113.200

set security nat source rule-set vrf-a_rs from routing-group vpn-A

set security nat source rule-set vrf-a_rs to interface ge-0/0/1.0

set security nat source rule-set vrf-a_rs rule rulel match source-address 192.168.1.200
set security nat source rule-set vrf-a_rs rule rulel then source-nat pool vrf-a_p

set security nat source pool vrf-b_p address 203.0.113.201

set security nat source rule-set vrf-b_rs from routing-group vpn-B

set security nat source rule-set vrf-b_rs to interface ge-0/0/1.1

set security nat source rule-set vrf-b_rs rule rule2 match source-address 192.168.1.201
set security nat source rule-set vrf-b_rs rule rule2 then source-nat pool vrf-b_p

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy.
To configure source NAT mapping:

1. In Layer 3 VPNs create a VRF group vpn-A with VRF instances Al and A2.

[edit security]
user@hostitset 13vpn vrf-group vpn-A vrf VRF-A1
user@hostitset 13vpn vrf-group vpn-A vrf VRF-A2



2. Create another VRF group vpn-B with VRF instances B1 and B2.

[edit security]
user@hostiset 13vpn vrf-group vpn-B vrf VRF-B1
user@hosti#set 13vpn vrf-group vpn-B vrf VRF-B2

3. Create a source NAT pool.

[edit security nat source pool]
user@hosti#set vrf-a_p address 203.0.113.200
user@hosti#set vrf-b_p address 203.0.113.201

4. Create a source NAT rule set.

[edit security nat sourcel]

user@hosti#set rule-set vrf-a_rs from routing-group vpn-A
user@hosti#set rule-set vrf-a_rs to interface ge-0/0/1.0
user@hosti#set rule-set vrf-b_rs from routing-group vpn-B

user@hosti#set rule-set vrf-b_rs to interface ge-0/0/1.1

5. Configure a rule that matches packets and translates the source IP address to an IP address in the
source NAT pool.

[edit security nat sourcel]

user@host# set rule-set vrf-a_rs rule rulel match source-address 192.168.1.200
user@host# set rule-set vrf-a_rs rule rulel then source-nat pool vrf-a_p
user@host# set rule-set vrf-b_rs rule rule2 match source-address 192.168.1.201

user@host# set rule-set vrf-b_rs rule rule2 then source-nat pool vrf-b_p



Results

From configuration mode, confirm your configuration by entering the show security nat command. If the
output does not display the intended configuration, repeat the configuration instructions in this example
to correct it.

[edit]
user@host# show security nat
source {
pool vrf-a_p {
address {
203.0.113.200/32;

}
pool vrf-b_p {
address {
203.0.113.201/32;

}
rule-set vrf-a_rs {
from routing-group vpn-A;
to interface ge-0/0/1.0;
rule rulel {
match {
source-address 192.168.1.200/32;

}
then {
source-nat {
pool {
vrf-a_p;
}
}
}

}
rule-set vrf-b_rs {
from routing-group vpn-B;
to interface ge-0/0/1.1;
rule rule2 {
match {



source-address 192.168.1.201/32;

}
then {
source-nat {
pool {
vrf-b_p;
}
}
}

If you are done configuring the device, enter conmit from configuration mode.

Verification
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Verifying Source NAT Rule Usage

Purpose

Verify that there is traffic matching the source NAT rule.

Action

From operational mode, enter the show security nat source rule all command. In the Translation hits field,
verify whether there is traffic that matches the source NAT rule.

user@host>show security nat source rule all
Total rules: 2
Total referenced IPv4/IPv6 ip-prefixes: 2/0
rule: rulel Rule-set: vrf-a_rs
Rule-Id : 1
Rule position 1



From routing-Group : vpn-A

To interface : ge-0/0/1.0
Match
Source addresses : 192.168.1.200 - 192.168.1.200
Action : vrf-a_p
Persistent NAT type : N/A
Persistent NAT mapping type : address-port-mapping
Inactivity timeout 1 0
Max session number 10
Translation hits : 0
Successful sessions 0
Failed sessions : 0
Number of sessions 1 0
rule: rule2 Rule-set: vrf-b_rs
Rule-Id 1 2
Rule position 12
From routing-Group : vpn-B
To interface : ge-0/0/1.1
Match
Source addresses : 192.168.1.201 - 192.168.1.201
Action : vrf-b_p
Persistent NAT type : N/A
Persistent NAT mapping type : address-port-mapping
Inactivity timeout 1 0
Max session number 10

Translation hits
Successful sessions
Failed sessions

S O ©

Number of sessions

Example: Configuring Destination NAT to Convert Public IP Address of a
VRF Group to the private IP address of different VRF instance
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This example describes how to configure the destination NAT mapping of a public IP address of a VRF
group to the single VRF's private address for directing the packets to the correct VRF instance.

Requirements
e Understand how Firewalls work in an SD-WAN deployment for NAT.

e Understand Virtual Routing and Forwarding Instances. See Virtual Routing and Forwarding Instances
in SD-WAN Deployments.

Overview

Destination NAT is the translation of the destination IP address of a packet entering the Juniper
Networks device. Destination NAT is used to redirect traffic destined to a virtual host (identified by the
original destination IP address) to the real host (identified by the translated destination IP address).

In Figure 28 on page 343, the Firewall is configured destination NAT to convert from IP’s that belong to
different VRF groups, to different set of IP’s with routing instance pointing to different VRF. After the
destination NAT rule search, NAT updates the destination routing table to point to right VRF instance
for flow to do destination route look-up in right table.

Figure 28: Destination NAT using VRF Group
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Procedure

CLI Quick Configuration

To quickly configure this example, copy the following commands, paste them into a text file, remove any
line breaks, change any details necessary to match your network configuration, copy and paste the
commands into the CLI at the [edit] hierarchy level, and then enter commit from configuration mode.

set security 13vpn vrf-group vpn-A vrf VRF-A1l

set security 13vpn vrf-group vpn-A vrf VRF-A2

set security 13vpn vrf-group vpn-B vrf VRF-B1

set security 13vpn vrf-group vpn-B vrf VRF-B2

set security nat destination pool vrf-a_p routing-instance VRF-a

set security nat destination pool vrf-a_p address 192.168.1.200

set security nat destination rule-set rs from routing-group vpn-A

set security nat destination rule-set rs rule vrf-a_r match destination-address 203.0.113.200
set security nat destination rule-set rs rule vrf-a_r then destination-nat pool vrf-a_p

set security nat destination pool vrf-b_p routing-instance VRF-b

set security nat destination pool vrf-b_p address 192.168.1.201

set security nat destination rule-set rs from routing-group vpn-B

set security nat destination rule-set rs rule vrf-b_r match destination-address 203.0.113.201

set security nat destination rule-set rs rule vrf-b_r then destination-nat pool vrf-b_p

Step-by-Step Procedure

The following example requires you to navigate various levels in the configuration hierarchy.

To configure destination NAT mapping for a single VRF:



1. In Layer 3 VPNs create a VRF group vpn-A with VRF instances Al and A2.

[edit security]
user@hostitset 13vpn vrf-group vpn-A vrf VRF-A1
user@hosti#set 13vpn vrf-group vpn-A vrf VRF-A2

2. Create another VRF group vpn-B with VRF instances B1 and B2.

[edit security]
user@host#set 13vpn vrf-group vpn-B vrf VRF-B1
user@hostitset 13vpn vrf-group vpn-B vrf VRF-B2

3. Specify a destination NAT IP address pool.

[edit security nat destination]
user@host# set pool vrf-a_p address 192.168.1.200
user@host# set pool vrf-b_p address 192.168.1.201

4. Assign the routing instance to the destination pool.

[edit security nat destination]
user@host# set pool vrf-a_p routing-instance VRF-a
user@host# set pool vrf-b_p routing-instance VRF-b

5. Create a destination NAT rule set.

[edit security nat destination]
user@host# set rule-set rs from routing-group vpn-A

user@host# set rule-set rs from routing-group vpn-B

6. Configure a rule that matches packets and translates the destination IP address to an IP address in
the destination NAT IP address pool.

[edit security nat destination]
user@host# set rule-set rs rule vrf-a_r match destination-address 203.0.113.200
user@host# set rule-set rs rule vrf-a_r then destination-nat pool vrf-a_p



user@host# set rule-set rs rule vrf-b_r match destination-address 203.0.113.201
user@host# set rule-set rs rule vrf-b_r then destination-nat pool vrf-b_p

Results

From configuration mode, confirm your configuration by entering the show security nat command. If the
output does not display the intended configuration, repeat the configuration instructions in this example

to correct it.

[edit]
user@host# show security nat
destination {
pool vrf-a_p {
routing-instance {
VRF-a;
}
address 192.168.1.200/32;
}
pool vrf-b_p {
routing-instance {
VRF-b;
}
address 192.168.1.201/32;
}
rule-set rs {
from routing-group [ vpn-A vpn-B 1;
rule vrf-a_r {
match {
destination-address 203.0.113.200/32;

}
then {
destination-nat {
pool {
vrf-a_p;
}
}
}
}
rule vrf-b_r {
match {

destination-address 203.0.113.201/32;



}
then {
destination-nat {
pool {
vrf-b_p;

If you are done configuring the device, enter commit from configuration mode.

Verification
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Verifying Destination NAT Rule Usage

Purpose

Verify that there is traffic matching the destination NAT rule.

Action

From operational mode, enter the show security nat destination rule all command. In the Translation hits
field, verify whether there is traffic that matches the destination NAT rule.

user@host> show security nat destination rule all
Total destination-nat rules: 2
Total referenced IPv4/IPv6 ip-prefixes: 2/0

Destination NAT rule: vrf-a_r Rule-set: rs
Rule-Id 21
Rule position 21
From routing-group : vpn-A

Destination addresses :203.0.113.200 - 203.0.113.200
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Action : vrf-a_p
Translation hits : 0
Successful sessions 0
Failed sessions : 0
Number of sessions 1 0
Destination NAT rule: vrf-b_r Rule-set: rs
Rule-Id 1 2
Rule position 12
From routing-group 1 vpn-A
Destination addresses : 203.0.113.201 - 203.0.113.201
Action : vrf-b_p
Translation hits : 0
Successful sessions 0
Failed sessions : 0
Number of sessions 0
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Junos CLI Reference Overview

We've consolidated all Junos CLI commands and configuration statements in one place. Read this guide
to learn about the syntax and options that make up the statements and commands. Also understand the
contexts in which you'll use these CLI elements in your network configurations and operations.

e Junos CLI Reference

Click the links to access Junos OS and Junos OS Evolved configuration statement and command
summary topics.

e Configuration Statements

e Operational Commands


https://www.juniper.net/documentation/us/en/software/junos/cli-reference/index.html
https://www.juniper.net/documentation/us/en/software/junos/cli-reference/topics/topic-map/configuration-statements.html
https://www.juniper.net/documentation/us/en/software/junos/cli-reference/topics/topic-map/operational-commands.html
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