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About This Guide

This guide walks you through the setup and deployment of Apstra ConnectorOps. ConnectorOps pulls
topology metadata and routing details from Apstra, then pushes configurations to your SRXs.
ConnectorOps is a service that runs in a VM/host/server with access to both Apstra and the Juniper
SRXs. The service continuously monitors Apstra Blueprints containing Generic Systems with the tag
"srx" for CRUD events. When an event occurs, ConnectorOps automatically pushes the latest
configurations to the SRXs. This ensures that your SRXs always immediately enforce the latest routing
configurations.
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Introduction

Apstra ConnectorOps leverages Juniper Apstra’s intent-based networking (IBN) features to automate
the configuration of Juniper SRX firewalls. The service continuously monitors Apstra blueprints for any
CRUD operations—from initial deployment to ongoing device changes—and automatically translates
these updates into SRX configurations using Netconf over SSH.

ConnectorOps pulls topology metadata, routing instances, and BGP peering details from Apstra, then
renders corresponding SRX Junos configurations. You provide SRX device credentials, VRF details, and
high-availability (HA) loopback information through Property Sets. With this input, ConnectorOps
automatically generates and pushes routing configurations to the SRX. Changes to your fabric are
immediately reflected in the appropriate firewall configuration.
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Prerequisites

There are many ways to set up a topology to work with Apstra ConnectorOps. For a step-by-step guide
on how to set up the exact topology used in this guide, see "Set Up the Example ConnectorOps
Topology" on page 29.

If you are using your own topology, the following prerequisites are required for Apstra ConnectorOps to
identify SRX attached blueprints in Apstra and generate configurations.

NOTE: Currently, for MNHA topologies, ConnectorOps supports up to two SRXs. The
SRXs can be physical SRXs, or vSRXs.

Blueprint prerequisites:

• DC fabric with border leaf connected to SRX in Multinode High Availability (MNHA) mode is
onboarded to Apstra as Blueprint.

• Loopback IP and ASN’s assigned to both the SRX devices

• Device Profile created, and assigned Interface Map to SRX’s. For more information, see "Create a
Device Profile and Assign an Interface Map to the SRX" on page 41.

• Connectivity Template created between SRX and borderleaf with appropriate IPLink, BGP Peer, and
Routing Policy details. For more information, see "To Create and Assign a Connectivity Template
Between the SRXs and Border Leaves" on page 30.

• Create DCI/Over the Top or External Gateway between SRX and border leaf. For more information,
see "To Create External (Over the Top) Gateways in Apstra, and Designate them as Firewalls for Each
SRX" on page 33.

• User-created Routing Zones, assigned to appropriate nodes

• Virtual Networks created with associated routing zones, and assigned to hosts. For more information,
see "To Create VNs and Assign Routing Zones to Nodes" on page 34.

Apstra ConnectorOps prerequisites:

• Both SRX’s onboarded to Apstra Blueprint as Generic Systems with tag “srx”

• Import Global Property Set with the following information: SRX credentials, VRF details, commitConfig
onto Blueprint. This will be used as input by ConnectorOps

• The VM/host/server where ConnectorOps is installed has access to both Apstra and the SRXs

• Netconf over SSH is enabled on SRXs
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Supported Topologies

Apstra ConnectorOps supports non-HA (single SRX hanging from border leaf) or Multinode High
Availability (MNHA) (two peer SRXs) mode topologies.

MNHA mode topology

This MNHA topology shows a dual border-leaf design with two SRX Firewalls for high-availability. Each
SRX connects to a both border leaves, to provide fabric redundancy.

Traffic from local hosts moves through leaf/spine layers to the border, then passes through either SRX
for inspection and policy enforcement. The redundant paths ensure that the fabric can keep routing and
enforcing security policies even if a border leaf or SRX fails.

Non-HA topology

In this topology, the EVPN-VXLAN fabric is designed for edge-routed bridging (ERB), with SRXs
functioning in an enhanced border leaf (EBL) position. EBL extends the traditional border leaf role to
provide traffic inspection for VXLAN tunnels at the network edge.
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VXLAN traffic originating at the LEAF-1 device traverses through the SRX Series Firewalls that function
as EBLs. In this use case, the SRX Series Firewall is placed at the border, that is, at the entry and exit
point of the campus or data centre, to provide stateful inspection to the VXLAN encapsulated packets
traversing through it.

Host-1 is mapped to VN-Blue with its own VRF, and Host-4 to VN-Green with an isolated VRF.

When pinging from Host-1 to Host-4 (or the reverse), the traffic is routed from Host-1 to LEAF-1, lands
on LEAF-3 via the spine layer, and establishes a VXLAN tunnel between LEAF-1 and LEAF-3. Upon
reaching LEAF-3, the traffic is automatically directed to the SRX for policy enforcement and inter-VRF
route-leak inspection. Following inspection, the traffic is returned through LEAF-3, forwarded to LEAF-2
via the spines, and ultimately lands Host-4.
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Deploy Apstra ConnectorOps and Verify
Connectivity

NOTE: In this example, we install ConnectorOps in a separate VM with access to both
Apstra and the SRXs. When installing ConnectorOps, ensure that the VM/host/server
where ConnectorOps is installed can ping the Apstra VM and the SRXs.

NOTE: ConnectorOps does not automatically create Security Policies on SRX devices.
For example Security Policies used in this exact topology, see "Configure Security
Policies" on page 37.

1. Create a directory for the ConnectorOps image.

mkdir ~/connectorops

2. Download the latest Apstra ConnectorOps image onto the VM/host/server.

Use the following download link under Application Tools: https://support.juniper.net/support/
downloads/?p=apstra.

3. Install Docker and Docker Compose.

4. Load the Docker image.

root@test-vm:~/connectorops$ docker load -i apstra-connectorops-x86_64-6.0.0.image.tgz 
f52af47487c7:
f52af47487c7: Loading layer [==================================================>]  327.7kB/
327.7kB
10e9b9e72178: Loading layer [==================================================>]  40.96kB/
40.96kB
9ed5d5f339b1: Loading layer [==================================================>]  2.396MB/
2.396MB
ff5700ec5418: Loading layer [==================================================>]  10.24kB/
10.24kB
d52f02c6501c: Loading layer [==================================================>]  10.24kB/
10.24kB
e624a5370eca: Loading layer [==================================================>]  10.24kB/
10.24kB
1a73b54f556b: Loading layer [==================================================>]  10.24kB/
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10.24kB
8f2b2d741d53: Loading layer [==================================================>]  10.24kB/
10.24kB
9959f8de3336: Loading layer [==================================================>]  245.8kB/
245.8kB
54a7f7f831d9: Loading layer [==================================================>]  13.06MB/
13.06MB
4abacc923ad4: Loading layer [==================================================>]  5.908MB/
5.908MB
d46a475bb22c: Loading layer [==================================================>]  17.85MB/
17.85MB
Loaded image: apstra-connectorops:6.0.0-1.0.19

5. Create the docker-compose.yml file.

The following is an example docker-compose.yml file. Note the line "<host-port>:8080". This is the host-side
port. When you run docker compose, the host port is exposed and any REST API calls listen to this port,
which is redirected to the ConnectorOps service port (8080).

services:
  connector-ops:
    image: <image-name>:<tag>
    container_name: connector-ops
    environment:
      - AOS_URL=<aos-url>
      - AOS_USER=<aos-username>
      - AOS_PASSWORD=<aos-password>
      - CONFIGURE_SRX=enable
    ports:
      - "<host-port>:8080"
    volumes:
      - <path-to-host-directory>:/app/data
    restart: always

6. Start ConnectorOps.

root@test-vm:~/connectorops$ docker-compose up -d

The service begins generating configs for your Blueprint.

After starting ConnectorOps, proceed to "Create and Import a Global Property Set" on page 12.
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Create and Import a Global Property Set

SUMMARY

Follow these steps to create and import a Global Property Set. Apstra ConnectorOps uses this
Property Set as input to render SRX configurations.

You must define a Property Set with input information for ConnectorOps to automate configuration
generation to the SRXs. ConnectorOps uses this Property Set as the data source for configuration
rendering and to establish connectivity between devices.

You must configure a Property Set with the "connector_ops_config" prefix. The property set must
include the following:

• "SRX_details": SRX device details

• "commitConfig": A Boolean flag (true, false). If set to “true”, ConnectorOps pushes the configuration
and commits it on the SRX. If set to “false”, ConnectorOps saves the config file on the SRX but
doesn’t commit, so that you can review the file before committing. The config file is saved in the
following path: /var/tmp/MNHA-<blueprint_name>-<device_name>_config_<timestamp>.txt.

The config files are located in /var/tmp.
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• "sharedLoopbackIP": Shared loopback IP address between peer SRX.

• "vrf": VRF assignment details for route leaking and policy configuration.

The following is an example Property Set:

{
  "SRX_details": [
    {
      "managementIP": "5d11s7.englab.juniper.net:38601",
      "name": "static-cops-03-0-srx1",
      "password": "admin@123",
      "username": "admin"
    },
    {
      "managementIP": "5d11s7.englab.juniper.net:30737",
      "name": "static-cops-03-0-srx2",
      "password": "admin@123",
      "username": "admin"
    }
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  ],
  "commitConfig": true,
  "sharedLoopbackIP": "172.27.1.0",
  "vrf": {
    "animals": [
      {
        "name": "cats"
      },
      {
        "name": "dogs"
      }
    ],
    "color": [
      {
        "advertise_routes": [
          "210.210.210.0/24"
        ],
        "name": "green"
      },
      {
        "advertise_routes": [
          "200.200.200.0/24"
        ],
        "name": "red"
      }
    ]
  }
}

For managementIP, specify the SRX management address as either an IP or hostname. If SSH access uses a
non-default port, specify it as host:port (for example, 192.0.2.1:2222). ConnectorOps uses port 22 by
default if no port is provided.

1. Navigate to Design > Property Sets > Create Property Set.
The Create Property Set window displays.

2. Enter a Name and define a Property Set configuration in Values.

Make sure to follow the proper naming convention.

3. From within your Blueprint, navigate to Staged > Catalog > Property Sets > Import Property Set.
The Import Property Set from Global Catalog window displays.

4. Select the Property Set you created from the dropdown, and click Import Property Set.
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This triggers an event, and ConnectorOps uses the Property Set as input to generate the
configuration.

5. Verify that ConnectorOps has generated a Global Configlet by navigating to Design > Configlets.

Configlets beginning with "configlet" prefixes are automatically generated by ConnectorOps during
its operational workflow.

6. (Optional) Log into your SRX and verify that the custom configs showing Group names that match
the generated configs are present.

The group names should match the name of the Global Configlet.

show configuration | display set
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7. If commitConfig="true", ConnectorOps pushes the configurations to the SRX and you must manually
reboot the SRX for the HA configs to take effect.

request system reboot
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Custom Configlets

You can apply custom configurations on top of base configurations generated by ConnectorOps using
Configlet objects. Configlet objects define custom configs.

Name configlets according to this naming convention:

• Per device: custom-<blueprintname>-<srx-device-name>-<optional-suffix>

You can have multiple configlets with different suffixes for a single device.

• Global level (all devices): custom-<blueprintname>

• If the SRX name is included at the end, the configlet targets only that specific SRX.

• If not, the configlet is applied to all SRX devices in the Blueprint.

ConnectorOps supports both Hierarchical and Set commands during creation.

NOTE: Custom configlets are only committed to the SRX if the commitConfig flag is "true".

If commitConfig=false, ConnectorOps does not save configurations to a file on the SRX. This is a "no action"
for ConnectorOps.

After you create a custom Configlet at the Global scope, you must import it into your Blueprint at Staged
> Catalog > Configlets > Import Configlet.

1. Select your custom Configlet from the dropdown.

2. Click the Role dropdown and select System Tags

3. Enter "srx" in the Tag name field.

4. Click Import Configlet.
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The following is an example custom Configlet:

policy-options {
    route-filter-list BL1-pref {
        <example-subnet> exact;
    }
    route-filter-list BL2-pref {
        <example-subnet> exact;
    }
    policy-statement BL1-in {
        term 10 {
            from {
                route-filter-list BL1-pref;
            }
            then {
                local-preference 200;
                accept;
            }
        }
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        term 20 {
            then {
                local-preference 100;
                accept;
            }
        }
    }
    policy-statement BL2-in {
        term 10 {
            from {
                route-filter-list BL2-pref;
            }
            then {
                local-preference 200;
                accept;
            }
        }
        term 20 {
            then {
                local-preference 100;
                accept;
            }
        }
    }
}
protocols {
    bgp {
        group EVPN-FABRIC {
            neighbor <example-IP> {
                import BL1-in;
            }
            neighbor <example-IP> {
                import BL2-in;
            }
        }
    }
}
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APIs

Apstra ConnectorOps exposes a REST API for pulling rendered SRX configurations and operational data.
The API is exposed on the ConnectorOps VM/host/server at http://<ConnectorOps-VM-IP:<VM-Port>/.
The VM port is the host-side port you specify in the docker-compose.yml. The following are the API
endpoints:

NOTE: You must provide the username and password of your Apstra setup to
authenticate ConnectorOps REST API calls.

• All Blueprints: http://<ConnectorOps-VM-IP>:<VM-Port>/api/renderconfig

• Per Blueprint: http://<ConnectorOps-VM-IP:<VM-Port>/api/renderconfig/<BluePrintID>

• Per device: http://<ConnectorOps-VM-IP>:<VM-Port>/api/renderconfig/<BluePrintID>/device/
<DeviceName>

Response codes:

• 200: OK

• 401: Invalid username or password

• 500: For Invalid SRX Device Names and BluePrint ID

22
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Troubleshooting

Check the following to help with troubleshooting:

• Ensure that the SRX Generic Device is tagged as "srx" so ConnectorOps can process the blueprint
and generate SRX configuration.

• Verify that all user-inputted Property Sets follow the correct naming conventions and are properly
imported into the relevant blueprints.

• Confirm that both Apstra and the SRX devices are reachable from the VM/host/server where
ConnectorOps is installed.

• Check that the ConnectorOps Docker process is up and running. Review logs for any errors using:

docker logs <container_name_or_id>

RELATED DOCUMENTATION

Apstra User Guide
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Compatibility

The following hardware and software versions are validated versions that Juniper has tested to work
with Apstra ConnectorOps.

• SRX JUNOS version 23.4 R2 and higher

• Midrange SRX devices: SRX1500, SRX1600, SRX2300, SRX4100, SRX4120, SRX4200, SRX4300,
SRX4600, and SRX4700

• High end SRX devices: SRX5000

• Juniper Apstra version 6.0 or later
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Set Up the Example ConnectorOps Topology

IN THIS SECTION

To Create a Routing Policy for Your Fabric  |  29

To Create and Assign a Connectivity Template Between the SRXs and Border Leaves  |  30

To Create External (Over the Top) Gateways in Apstra, and Designate them as Firewalls for Each SRX  |  33

To Create VNs and Assign Routing Zones to Nodes  |  34

To Configure Security Policies  |  37

Use the following steps to set up the exact topology used in this Apstra ConnectorOps Setup Guide.
There are many ways to configure the routing and design of your fabric, and this is just one example. All
the configurations done in this process are specific to this topology.

If you are using your own topology, see the "Prerequisites" on page 4 for everything ConnectorOps
needs to render SRX configurations in Apstra. High-level steps:

1. "Create a Routing Policy for Your Fabric" on page 29

2. "Create and Assign a Connectivity Template Between the SRXs and Border Leaves" on page 30

3. "Create External (Over the Top) Gateways in Apstra, and Designate them as Firewalls for Each SRX"
on page 33

4. "Create VNs and Assign Routing Zones to Nodes" on page 34

5. "Configure Security Policies" on page 37

To Create a Routing Policy for Your Fabric

1. 1. Navigate to Staged > Policies > Routing Policies > Create Routing Policy.
The Create Routing Policy window displays.

2. Configure your Routing Policy with the following parameters:

29



3. Click Create.

To Create and Assign a Connectivity Template Between the SRXs and
Border Leaves

1. 1. From your blueprint, navigate to Staged > Connectivity Templates > Add Template.
The Create Connectivity Template window displays.

2. Enter a name for your template, then select the Primitives tab.

3. Select IP Link, BGP Peering (Generic System), and Routing Policy.
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4. Select the Parameters tab and configure each primitive with the following parameters:

• IP Link

• BGP Peering (Generic System)

31



• Routing Policy: Your Routing Policy

5. Click Create.

6. Select your Connectivity Template and click the Assign button.

7. Assign the template to each interface of your border leaves.

This designates the desired BGP peers.

8. Click Assign.

You can verify the new BGP peers by navigating to Staged > Virtual > Routing Zones > select
default Routing Zone > Interfaces section.
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9. Click Assign.

10. Assign Link IPs to Generic Systems

You can verify in Staged > Virtual > Protocol Sessions.

11. Commit your changes.

To Create External (Over the Top) Gateways in Apstra, and Designate
them as Firewalls for Each SRX

1. Navigate to Staged > DCI > Over the Top or External Gateways > Create Over the Top or External
Gateway.

The Create Over the Top or External Gateway window displays.

2. 2. Configure an external gateway for each SRX, with the following parameters:
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3. Click Create.

4. Commit your changes.

To Create VNs and Assign Routing Zones to Nodes

1. Navigate to Staged > Virtual > Routing Zones > Create Routing Zone.
The Create Routing Zone window displays.

2. Enter a name and Virtual Network Interface (VNI) number for your Routing Zone (RZ), then click
Create.
A Route Target and VLAN ID are automatically assigned.

3. Repeat this process until A list of Routing Zones displays. The following is an example list of
Routing Zones.
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4. Select the Virtual Networks tab.

Let's create VNs to assign to each RZ we created.

5. Click Create Virtual Network.

The Create Virtual Networks window displays.

6. Enter the following information:

• Name: Name of the VN

• Routing Zone: Select an RZ to associate with the VN. In this example, green-1 is associated with
RZ green that we previously created.

• VNI(s):

• VLAN ID (on leafs):

7. Select the box for Reserve across blueprint.

8. Enter the following:

• IPv4 Subnet: The subnet the VN uses for addressing.

• Virtual Gateway IPv4: The IP address that is assigned to the Virtual Gateway.

9. Under Create Connectivity Templates for, select the box for Untagged.

10. In the Assigned To section, select each border leaf, and the rack containing the leaf pair.

11. Click Create.

12. Repeat this process until each RZ has an associated VN.

The list of VNs displays. Now, let’s designate a Loopback IP pool for the VNs.

13. Navigate to Virtual > Routing Zones.

14. Click the Assign button to assign an IP pool for Loopback IP addressing.

15. Select all of the RZs, then select an IP pool from the dropdown at the top.

16. Select Assign Selected, then click Update.
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17. Commit your changes.

Next, let’s assign the RZs to the appropriate nodes.

18. Navigate to Staged > Connectivity Templates.

19. Select the new VNs from the list, and select the Assign Selected Templates button at the top.

The Assign Selected Templates window displays. Note the columns for each VN at the top of the
table.

20. Assign each VN to a corresponding interface (endpoint).

The following example shows the designated VN assignments.
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21. Navigate to Staged > Fabric Settings > Fabric Policy > Modify Settings.

The Modify Fabric Policy Settings window displays.

22. Under Default IP Links to Generic Systems MTU, enter 9000.

23. Commit your changes.

To Configure Security Policies

The following are the exact Security Policies applied on the SRX devices in this example topology for
end-to-end routing.

set groups COMMON security address-book global address FW-1 172.16.1.6/32
set groups COMMON security address-book global address FW-2-lo 172.16.1.7/32
set groups COMMON security address-book global address FW-2-ge-0-0-0 192.168.0.19/32
set groups COMMON security address-book global address FW-2-ge-0-0-1 192.168.0.23/32
set groups COMMON security address-book global address BGP-0 172.16.0.4/32
set groups COMMON security address-book global address BGP-1 172.16.0.5/32
set groups COMMON security address-book global address green 210.210.0.0/16
set groups COMMON security address-book global address red 200.200.0.0/16
set groups COMMON security address-book global address cats 221.221.0.0/16
set groups COMMON security address-book global address dogs 220.220.0.0/16
set groups COMMON security address-book global address-set FW-2 address FW-2-lo
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set groups COMMON security address-book global address-set FW-2 address FW-2-ge-0-0-0
set groups COMMON security address-book global address-set FW-2 address FW-2-ge-0-0-1
set groups COMMON security policies from-zone evpn to-zone evpn policy HA-ICL match source-
address FW-2
set groups COMMON security policies from-zone evpn to-zone evpn policy HA-ICL match destination-
address FW-1
set groups COMMON security policies from-zone evpn to-zone evpn policy HA-ICL match application 
any
set groups COMMON security policies from-zone evpn to-zone evpn policy HA-ICL then permit
set groups COMMON security policies from-zone evpn to-zone evpn policy HA-ICL then log session-
init
set groups COMMON security policies from-zone evpn to-zone evpn policy HA-ICL then log session-
close
set groups COMMON security policies from-zone evpn to-zone evpn policy G2R match source-address 
green
set groups COMMON security policies from-zone evpn to-zone evpn policy G2R match destination-
address red
set groups COMMON security policies from-zone evpn to-zone evpn policy G2R match application 
junos-ping
set groups COMMON security policies from-zone evpn to-zone evpn policy G2R match application 
junos-ssh
set groups COMMON security policies from-zone evpn to-zone evpn policy G2R match source-l3vpn-
vrf-group GREEN
set groups COMMON security policies from-zone evpn to-zone evpn policy G2R match destination-
l3vpn-vrf-group RED
set groups COMMON security policies from-zone evpn to-zone evpn policy G2R then permit
set groups COMMON security policies from-zone evpn to-zone evpn policy G2R then log session-init
set groups COMMON security policies from-zone evpn to-zone evpn policy G2R then log session-close
set groups COMMON security policies from-zone evpn to-zone evpn policy R2G match source-address 
red
set groups COMMON security policies from-zone evpn to-zone evpn policy R2G match destination-
address green
set groups COMMON security policies from-zone evpn to-zone evpn policy R2G match application 
junos-http
set groups COMMON security policies from-zone evpn to-zone evpn policy R2G match application 
junos-ping
set groups COMMON security policies from-zone evpn to-zone evpn policy R2G match source-l3vpn-
vrf-group RED
set groups COMMON security policies from-zone evpn to-zone evpn policy R2G match destination-
l3vpn-vrf-group GREEN
set groups COMMON security policies from-zone evpn to-zone evpn policy R2G then permit
set groups COMMON security policies from-zone evpn to-zone evpn policy R2G then log session-init
set groups COMMON security policies from-zone evpn to-zone evpn policy R2G then log session-close
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set groups COMMON security policies from-zone evpn to-zone evpn policy D2C match source-address 
dogs
set groups COMMON security policies from-zone evpn to-zone evpn policy D2C match destination-
address cats
set groups COMMON security policies from-zone evpn to-zone evpn policy D2C match application any
set groups COMMON security policies from-zone evpn to-zone evpn policy D2C match source-l3vpn-
vrf-group DOGS
set groups COMMON security policies from-zone evpn to-zone evpn policy D2C match destination-
l3vpn-vrf-group CATS
set groups COMMON security policies from-zone evpn to-zone evpn policy D2C then permit
set groups COMMON security policies from-zone evpn to-zone evpn policy C2D match source-address 
cats
set groups COMMON security policies from-zone evpn to-zone evpn policy C2D match destination-
address dogs
set groups COMMON security policies from-zone evpn to-zone evpn policy C2D match application 
junos-ping
set groups COMMON security policies from-zone evpn to-zone evpn policy C2D match source-l3vpn-
vrf-group CATS
set groups COMMON security policies from-zone evpn to-zone evpn policy C2D match destination-
l3vpn-vrf-group DOGS
set groups COMMON security policies from-zone evpn to-zone evpn policy C2D then permit
set groups COMMON security policies from-zone evpn to-zone evpn policy FINAL-EVPN-DENY match 
source-address any
set groups COMMON security policies from-zone evpn to-zone evpn policy FINAL-EVPN-DENY match 
destination-address any
set groups COMMON security policies from-zone evpn to-zone evpn policy FINAL-EVPN-DENY match 
application junos-vxlan
set groups COMMON security policies from-zone evpn to-zone evpn policy FINAL-EVPN-DENY then deny
set groups COMMON security policies from-zone evpn to-zone evpn policy infra description 
"control plane permit"
set groups COMMON security policies from-zone evpn to-zone evpn policy infra match source-
address any
set groups COMMON security policies from-zone evpn to-zone evpn policy infra match destination-
address any
set groups COMMON security policies from-zone evpn to-zone evpn policy infra match application 
junos-bgp
set groups COMMON security policies from-zone evpn to-zone evpn policy infra match application 
junos-ping
set groups COMMON security policies from-zone evpn to-zone evpn policy infra match application 
bfd-mhop
set groups COMMON security policies from-zone evpn to-zone evpn policy infra then permit
set groups COMMON security policies from-zone evpn to-zone evpn policy infra then log session-
init
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set groups COMMON security policies from-zone evpn to-zone evpn policy infra then log session-
close
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT match source-
address cats
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT match 
destination-address any
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT match 
application junos-http
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT match 
application junos-http-ext
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT match 
application junos-https
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT match 
application junos-dns-udp
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT match 
application junos-dns-tcp
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT match 
application junos-ping
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT match source-
l3vpn-vrf-group CATS
set groups COMMON security policies from-zone evpn to-zone untrust policy C2EXT then permit
set groups COMMON security policies global policy infra-reject-log description "final touch"
set groups COMMON security policies global policy infra-reject-log match source-address any
set groups COMMON security policies global policy infra-reject-log match destination-address any
set groups COMMON security policies global policy infra-reject-log match application any
set groups COMMON security policies global policy infra-reject-log then reject
set groups COMMON security policies global policy infra-reject-log then log session-init
set groups COMMON security policies global policy infra-reject-log then log session-close
set groups COMMON security l3vpn vrf-group GREEN vrf GREEN
set groups COMMON security l3vpn vrf-group RED vrf RED
set groups COMMON security l3vpn vrf-group CATS vrf CATS
set groups COMMON security l3vpn vrf-group DOGS vrf DOGS
set security policies pre-id-default-policy then log session-close
set security zones security-zone trust tcp-rst
set security zones security-zone untrust screen untrust-screen
set security zones security-zone evpn host-inbound-traffic system-services all
set security zones security-zone evpn host-inbound-traffic protocols all
set security zones security-zone evpn interfaces ge-0/0/0.0
set security zones security-zone evpn interfaces ge-0/0/1.0
set security zones security-zone evpn interfaces lo0.0
set apply-groups COMMON

After setting up this topology, proceed to "Deploy ConnectorOps and Verify Connectivity" on page 9.
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Create a Device Profile and Assign an Interface Map
to the SRX

This step is a Blueprint prerequisite that you must complete to run ConnectorOps. For other
prerequisites, see "Prerequisites" on page 4.

You must create a Device Profile for the Juniper SRX because it is onboarded as a Generic System in
Apstra. A Device Profile specifies ports and hardware capabilities.

To create a Device Profile and Assign an Interface Map to the SRX:

1. Navigate to Devices > Device Profiles > Create Device Profile.

The Create Device Profile window displays.

2. For the Summary tab, choose a name for your SRX and mirror the settings in the following
screenshot.

3. For the Selector tab, mirror the settings in the following screenshot.
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4. For the Capabilities tab, mirror the settings in the following screenshots.
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5. For the Ports tab, mirror the settings in the following screenshots.

43



6. Navigate to Design > Interface Maps > Create Interface Map.
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The Create Interface Map window displays.

7. Select a Logical Device from the dropdown.

8. Select the SRX Device Profile from the dropdown.

9. Enter a name for the Interface Map.

10. Under the Map interfaces section, click Select interfaces in the Device Profile Interfaces column.

The interfaces of your Logical Device display.

11. Select each interface to map the port groups to their respective interfaces.

12. Click Create.

13. From your Blueprint, navigate to Staged > Catalog > Interface Maps > Import Interface Map.

The Import Interface Map from Global Catalog window displays.

14. Select the Logical Device and Interface Map from the dropdowns.

15. Ensure that the mapped interfaces are correct and click Import Selected Interface Map.
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16. From the Blueprint, navigate to Physical > Topology view.

17. In the Build view, select Device Profiles > Change interface map assignments for the logical device
you created.
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18. Select the SRXs, then select the Interface Map from the dropdown and click Assign Selected.

19. Click Update Assignments.

The SRX has an assigned Device Profile and Interface Map. You can view the links and interface
names in the Topology view.
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If you are setting up one of the Supported Topologies, ensure that the other Prerequisites are complete
and proceed to "Deploy Apstra ConnectorOps and Verify Connectivity" on page 9.

For information about how to set up the example topology used in this guide, see "Set Up the Example
ConnectorOps Topology" on page 29.
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