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About This Glossary

This glossary provides definitions of data center networking related terms. For definitions

of other networking terms, see the Juniper Networks Glossary.

Data Center Glossary

A

active flowmonitoring Flowmonitoring carried out on the same router that forwards the packets being monitored.

In contrast, a passive monitoring router does not forward the packets being monitored—it

receives mirrored packets from a router that performs the packet forwarding. See also flow

monitoring.

ADVPN Auto Discovery VPN. Protocol that enables dynamic establishment of spoke-to-spoke VPN

tunnels. When passing traffic from one spoke to another spoke, the hub can suggest that the

spokes establish a shortcut between each other. Shortcuts can be established and torn down

dynamically between spokes, resulting in better network resource utilization and less reliance

on a centrally located hub.

Auto Discovery VPN ADVPN. Protocol that enables dynamic establishment of spoke-to-spoke VPN tunnels.When

passing traffic fromone spoke toanother spoke, the hubcan suggest that the spokes establish

a shortcut between each other. Shortcuts can be established and torn down dynamically

between spokes, resulting in better network resource utilization and less reliance on a centrally

located hub.

autoinstallation Automatic installation and configuration of software on a device over the network from a

preexisting configuration file stored on a configuration server—typically a Trivial File Transfer

Protocol (TFTP) server. Autoinstallation occurs on a device that is powered onwithout a valid

configuration (boot) file or that is configured specifically for autoinstallation. Autoinstallation

is especially useful whenmultiple devices must be configured and deployed on a network.

automation A broad term that encompasses many levels of automating network functions. Automation

can refer to managing virtual resources and/or physical resources. Network automation

capabilities can include the configuration and provisioning of network devices, spinning up

and spinning down network services and applications as needed, managing network devices

and services, and enforcing service-level agreements. Automation reduces the operational

overhead of network configuration, provisioning, andmanagement.

B

BFD Bidirectional Forwarding Detection. Protocol that uses control packets and shorter detection

time limits (than the default failure detection mechanisms for Layer 3 protocols) to more

rapidly detect failures in a network.

BGP Border Gateway Protocol. BGP is used as a control plane protocol in IP fabrics to support the

DC overlay network. BGP provides L3 connectivity between every host in the network that

participates in the overlay network.
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Bidirectional

Forwarding Detection

BFD. Protocol that uses control packets and shorter detection time limits to more rapidly

detect failures in a network.

Blade server A thin server in a rack, generally dedicated to a single application.

Border Gateway

Protocol

BGP. BGP is used as a control plane protocol in IP fabrics to support the DC overlay network.

BGPprovidesL3connectivitybetweeneveryhost in thenetwork thatparticipates in theoverlay

network.

C

chassis cluster Physically connected and configured devices that provide redundancy and ensure service

continuity in the event of partial or complete device failure. Chassis clusters provide a resilient

system architecture, synchronizing session and kernel states across control and data planes

to prevent a single point of failure from disabling the network.

Clos network fabric Multistage switching network in which switch elements in the middle stages are connected

to all switch elements in the ingress and egress stages. Clos networks arewell-known for their

nonblocking properties—a connection can bemade from any available input port to any

available output port, regardless of the traffic load in the rest of the system.

cloud Internet�based environment of virtualized computing resources, including servers, software,

and applications that can be accessed by individuals or businesses with Internet connectivity.

Cloud types include public, private, and hybrid.

cloud computing Cloud computing provides on-demand access to a shared pool of configurable network

computing resources such as servers, storage, services, applications, and network devices.

Cloud computing offers fast resource provisioning and scaling, that enables cloud computing

customers to spin up services quickly, with minimal in-housemanagement and resources.

Cloud computing is the basis for Infrastructure as a Service (IaaS) and Software as a Service

(SaaS). See also IaaS and SaaS.

control plane Virtual network path used to set up,maintain, and terminate data plane connections. See also

data plane.

converged network

adapter (CNA)

Physical adapter that combines the functions of a Fibre Channel host bus adapter (HBA) to

process FCoE frames and a lossless Ethernet network interface card (NIC) to process non-FCoE

Ethernet frames. CNAs have one or more Ethernet ports. CNAs encapsulate Fibre Channel

frames in Ethernet for FCoE transport and de-encapsulate Fibre Channel frames from FCoE

to native Fibre Channel. See also host bus adapter.

D

data center A physical or virtual infrastructure that houses computer, server, data storage, management,

and networking systems and components in a secure environment. Data centers often have

redundantpower, cooling, connectivity, storage, andnetwork systems toprevent lossof service

and data.
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data center bridging DCB. Set of IEEE specifications that enhances the Ethernet standard to enable it to support

converged Ethernet (LAN) and Fibre Channel (SAN) traffic on one Ethernet network. DCB

features include priority-based flow control (PFC), enhanced transmission selection (ETS),

Data Center Bridging Capability Exchange protocol (DCBX), quantized congestion notification

(QCN), and full-duplex 10-Gigabit Ethernet ports.

Data Center Bridging

Capability Exchange

protocol

DCBX. Discovery and exchange protocol for conveying configuration and capabilities among

neighbors to ensure consistent configuration across the network. It is an extension of the Link

Layer Data Protocol (LLDP, described in IEEE 802.1ab, Station and Media Access Control

Connectivity Discovery).

Data Center

Interconnect

The connection between two or more data centers that are physically (geographically)

separated.

data plane Virtual network path used to distribute data between nodes. Also known as transport plane.

See also control plane.

DCB Data center bridging. Set of IEEE specifications that enhances the Ethernet standard to allow

it to support converged Ethernet (LAN) and Fibre Channel (SAN) traffic on one Ethernet

network. DCB features include priority-based flow control (PFC), enhanced transmission

selection (ETS), Data Center Bridging Capability Exchange protocol (DCBX), quantized

congestion notification (QCN), and full-duplex 10-Gigabit Ethernet ports.

DCBX Data Center Bridging Capability Exchange protocol. Discovery and exchange protocol for

conveying configuration and capabilities among neighbors to ensure consistent configuration

across the network. It is an extension of the Link Layer Data Protocol (LLDP, described in IEEE

802.1ab, Station and Media Access Control Connectivity Discovery).

Director group Entity that controls theQFabric System. A Director Group is composed of twoDirector devices

(DG0 and DG1) that act in a synchronizedmaster/slave relationship for redundancy. The

Director Group hosts the necessary virtual machine (VM) components to run andmaintain

the system.

E

enhancedtransmission

selection

ETS. A hierarchical schedulingmechanism that provides better bandwidth utilization and finer

granularity of bandwidth management within a link, as described in IEEE 802.1Qaz.

ESI Ethernet segment identifier. A 10-octet value ranging from 0x00 through

0xFFFFFFFFFFFFFFFFFFFF that represents the Ethernet segment (ES). An ESI must be set to

a networkwide, unique, nonreserved value when a customer edge (CE) device is multihomed

to two or more provider edge (PE) devices. For a single-homed CE device, the reserved ESI

value 0 is used. The ESI value of “all FFs” is also reserved.

ESX, VMWare ESXi Enterprise-level software hypervisors from VMware that do not need an additional operating

system to run on host server hardware.
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Ethernet PAUSE As defined in IEEE 802.3X, a flow control mechanism that temporarily stops the transmission

of Ethernet frames on a link for a specified period. A receiving element sends an Ethernet

PAUSE frame when a sender transmits data faster than the receiver can accept it. Ethernet

PAUSEaffects the entire link, not just an individual flow. An Ethernet PAUSE frame temporarily

stops all traffic transmission on the link.

Ethernet segment Ethernet links between a customer edge (CE) device and one or more provider edge (PE)

devices. In a multihomed topology, the set of links between the CE device and PE devices is

considered a single Ethernet segment. Each Ethernet segment is assigned an identifier.

Ethernet segment

identifier

ESI. A 10-octet value ranging from 0x00 through 0xFFFFFFFFFFFFFFFFFFFF that represents

the Ethernet segment (ES). An ESI must be set to a networkwide, unique, nonreserved value

when a customer edge (CE) device is multihomed to two or more provider edge (PE) devices.

For a single-homed CE device, the reserved ESI value 0 is used. The ESI value of “all FFs” is

also reserved.

Ethernet tag identifier Tag that identifies the broadcast domain in an Ethernet VPN (EVPN) instance. The broadcast

domain is a VLAN and the Ethernet tag identifier is the VLAN ID.

Ethernet VPN EVPN. Type of VPN that enables you to connect a group of dispersed customer sites by using

a Layer 2 virtual bridge. As with other types of VPNs, an EVPN comprises customer edge (CE)

devices (routers or switches) connected to provider edge (PE) devices. The PE devices can

include an MPLS edge switch that acts at the edge of the MPLS infrastructure.

ETS enhanced transmission selection. A hierarchical scheduling mechanism that provides better

bandwidthutilizationand finergranularityofbandwidthmanagementwithina link, asdescribed

in IEEE 802.1Qaz.

EVI EVPN instance. Routing and forwarding instance configured on provider edge (PE) devices to

create the EVPN service.

EVPN Ethernet VPN. Type of VPN that enables you to connect a group of dispersed customer sites

by using a Layer 2 virtual bridge. As with other types of VPNs, an EVPN comprises customer

edge (CE) devices (routers or switches) connected to provider edge (PE) devices. The PE

devices can include an MPLS edge switch that acts at the edge of the MPLS infrastructure.

EVPN instance EVI. Defined on provider edge (PE) devices to create the EVPN service.

F

fabric Interconnectionof network nodesusingoneormorenetwork switches that functionasa single

logical entity.

fabric schedulers Schedulers that identify a packet as high or low priority based on its forwarding class, and

associate schedulers with the fabric priorities.

FC Fibre Channel. High-speed network technology used for storage area networks (SANs).

Copyright © 2015, Juniper Networks, Inc.4

Data Center Glossary



FC forwarder FCF. Fibre Channel switch that has all physical Fibre Channel ports and the necessary set of

services as defined in the T11 Organization Fibre Channel Switched Fabric (FC-SW) standards.

FCF FC forwarder, FCoE forwarder. The two types of forwarders are:

• FCforwarder. FibreChannel switch thathasall physical FibreChannelportsand thenecessary

set of services as defined in the T11 Organization Fibre Channel Switched Fabric (FC-SW)

standards.

• FCoE forwarder. Device that has the necessary set of services defined in theT11Organization

Fibre Channel Switched Fabric (FC-SW) standards and that has the Fibre Channel over

Ethernet (FCoE) capabilities to act as an FCoE-based Fibre Channel switch, as defined by

the Fibre Channel Backbone – 5 (FC-BB-5) Rev. 2.00 specification.

FCoE Fibre Channel over Ethernet. Standard for transporting FC frames over Ethernet networks.

FCoE encapsulates Fibre Channel frames in Ethernet so that the same high-speed Ethernet

physical infrastructure can transport bothdataandstorage trafficwhilepreserving the lossless

CoS that FC requires. FCoE servers connect to a switch that supports both FCoE and native

FC protocols. This enables FCoE servers on the Ethernet network to access FC storage devices

in the SAN fabric on one converged network.

FCoE forwarder FCF.Device that has thenecessary set of services defined in theT11Organization FibreChannel

SwitchedFabric (FC-SW)standardsand thathas theFCoEcapabilities toactasanFCoE-based

Fibre Channel switch, as defined by the Fibre Channel Backbone – 5 (FC-BB-5) Rev. 2.00

specification.

FCoE Initialization

Protocol

FIP. Layer 2 protocol that establishes andmaintains Fibre Channel (FC) virtual links between

pairs of FCoE devices such as server FCoE nodes (ENodes) and FC switches.

FCoE Initialization

Protocol snooping

FIP snooping. Security feature enabled for FCoE VLANs on an Ethernet switch that connects

FCoE nodes to Fibre Channel switches or FCFs. The two types of FIP snooping inspect data in

FIP frames and use that data to create firewall filters that are installed on the ports in the FCoE

VLAN. The filters permit only traffic from sources that perform a successful fabric login to the

Fibre Channel switch. All other traffic on the VLAN is denied. FIP snooping can also provide

additional visibility into FCoE Layer 2 operation.

FCoE transit switch Switchwith aminimumset of features designed to support FCoE Layer 2 forwarding and FCoE

security. The switch can also have optional additional features. Minimum feature support is:

• Priority-based flow control (PFC)

• Enhanced transmission selection (ETS)

• Data Center Bridging Capability Exchange (DCBX) protocol, including the FCoE application

TLV

• FIP snooping (minimum support is FIP automated filter programming at the ENode edge)

A transit switch has a Fibre Channel stack even though it is not a Fibre Channel switch or an

FC forwarder.
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FCoE VLAN Fibre Channel over Ethernet VLAN. VLAN dedicated to carrying FCoE traffic. FCoE traffic must

travel in a VLAN. Only FCoE interfaces should bemembers of an FCoE VLAN. Ethernet traffic

that is not FCoE traffic must travel in a different VLAN.

Fibre Channel FC. High-speed network technology used for storage area networks (SANs).

Fibre Channel fabric Network of Fibre Channel devices that provides communication among devices, device name

lookup, security, and redundancy.

Fibre Channel over

Ethernet

FCoE. Standard for transporting FC frames over Ethernet networks. FCoE encapsulates Fibre

Channel frames in Ethernet so that the same high-speed Ethernet physical infrastructure can

transport both data and storage traffic while preserving the lossless CoS that FC requires.

FCoEservers connect toaswitch that supportsbothFCoEandnativeFCprotocols. This enables

FCoE servers on the Ethernet network to access FC storage devices in the SAN fabric on one

converged network.

Fibre Channel over

Ethernet VLAN

FCoE VLAN. VLAN dedicated to carrying FCoE traffic. FCoE traffic must travel in a VLAN. All

members of an FCoE VLANmust be FCoE interfaces. Ethernet traffic that is not FCoE traffic

must travel in a different VLAN.

FIP FCoE Initialization Protocol. Layer 2 protocol that establishes andmaintains Fibre Channel

(FC) virtual links between pairs of FCoE devices such as server FCoE nodes (ENodes) and FC

switches.

FIP snooping FCoE InitializationProtocol snooping. Security feature enabled for FCoEVLANson anEthernet

switch that connects FCoE nodes to Fibre Channel switches or FCFs. The two types of FIP

snooping inspectdata in FIP framesanduse thatdata to create firewall filters that are installed

on the ports in the FCoE VLAN. The filters permit traffic only from sources that perform a

successful fabric login to the Fibre Channel switch. All other traffic on the VLAN is denied. FIP

snooping can also provide additional visibility into FCoE Layer 2 operation.

Firefly Perimeter (Now known as vSRX) Services Gateway application that delivers a complete virtual firewall

solution, including advanced security, robust networking, and automated virtual machine life

cycle management capabilities for service providers and enterprises. See also vSRX.

flowmonitoring Application thatmonitors the flowof trafficandenables lawful interceptionofpackets transiting

between two routers. Traffic flows can be passively monitored by an offline router or actively

monitored by a router participating in the network.See also active flowmonitoring andpassive

flowmonitoring.

G

graceful restart Process thatenablesa routerwhosecontrol plane isundergoinga restart tocontinue forwarding

traffic while recovering its state from neighboring routers. Without graceful restart, a control

plane restart disrupts services provided by the router. Implementation varies by protocol. Also

known as nonstop forwarding.

Copyright © 2015, Juniper Networks, Inc.6
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graceful Routing

Engine switchover

GRES. In a router that contains a master and a backup Routing Engine, enables the backup

Routing Engine to assumemastership automatically, with no disruption of packet forwarding.

Also known as Stateful Switchover (SSO).

graceful switchover Junos OS feature that enables a primary device, such as a Routing Engine, to start functioning

as (or switch over to) the backup device without interrupting packet forwarding.

GRES graceful Routing Engine switchover. In a router that contains a master and a backup Routing

Engine, enables the backup Routing Engine to assumemastership automatically, with no

disruption to packet forwarding. Also known as Stateful Switchover (SSO).

H

HA high availability. Configuring devices to ensure service continuity in the event of a network

outageordevice failure.Used toprovide fault detectionandcorrectionprocedures tomaximize

the availability of critical services and applications. High availability provides both

hardware-specific andsoftware-specificmethods toensureminimaldowntimeandultimately

improve the performance of your network. See also chassis cluster.

high availability HA. Configuring devices to ensure service continuity in the event of a network outage or device

failure. Used to provide fault detection and correction procedures to maximize the availability

of critical services and applications. High availability provides both hardware-specific and

software-specific methods to ensure minimal downtime and ultimately improve the

performance of your network.

hypervisor In cloud computing, platform virtualization software that runs on a host computer, allowing

multiple instances of operating systems, called guests, to run concurrently on the host within

their own VMs and share virtualized hardware resources. A virtualized software layer that

manages the relationships between VMs that run on its host and compete for its resources. A

hypervisor controls andmanages resource allocation. A hypervisor is said to run onbaremetal,

that is, directly on the hardware whose resources it shares. The term hypervisorwas created

by IBM to refer to software that is conceptually one level higher than an operating system’s

supervisor. Also known as Virtual Machine Manager (VMM).

I

IaaS Infrastructure as a Service. Physical or virtual cloud servers and other resources such as

switches, routers, firewalls, storage devices, load balancers, and other network equipment

leased to customers as needed. IaaS providers offer customers the ability to scale services up

or down easily without having to make the capital investment in equipment and expertise.

in-service software

upgrade

ISSU. General term for one of several different ways that Juniper Networks platforms upgrade

software versions with minimal disruption to network traffic. Unified ISSU is used for routing

platforms, which operate at Layer 2 and Layer 3. Nonstop software upgrade (NSSU) is used

for switching platforms that operate at Layer 2 and Virtual Chassis configurations.

Topology-independent in-service software upgrade (TISSU) is used for virtual environments,

wheredevicesarenot linkedbyahardware-based topology.SeealsoNSSU,TISSU, andunified

ISSU.
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Infrastructure as a

Service

IaaS. Physical or virtual cloud servers and other resources such as switches, routers, firewalls,

storagedevices, loadbalancers, andother network equipment leased to customers asneeded.

IaaS providers offer customers the ability to scale services up or down easily without having

to make the capital investment in equipment and expertise.

integrated routing and

bridging

IRB. Provides simultaneous support for Layer 2 (L2) bridging and Layer 3 (L3) routing within

the samebridge domain. Packets arriving on an interface of the bridge domain are L2 switched

or L3 routed based on the destination MAC address. Packets addressed to the router’s MAC

address are routed to other L3 interfaces.

Interconnect device QFabric system component that acts as the primary fabric for data plane traffic traversing the

QFabric system between Node devices. Examples of Interconnect devices include the

QFX3008-I Interconnectdevice inaQFX3000-GQFabric system, theQFX5100-24Qconfigured

as an Interconnect device, and the QFX3600-I Interconnect device in a QFX3000-MQFabric

system.

IP fabric A Layer 3 network fabric (all network switches use only Layer 3 connectivity), often using BGP

as the Layer 3 protocol.

IP VPN A Layer 3 VPN service implemented using BGP/MPLS IP VPNs (RFC 4364).

IRB integrated routing and bridging. Provides simultaneous support for Layer 2 (L2) bridging and

Layer 3 (L3) routing within the same bridge domain. Packets arriving on an interface of the

bridge domain are L2 switched or L3 routed based on the destination MAC address. Packets

addressed to the router’s MAC address are routed to other L3 interfaces.

ISSU in-service software upgrade. General term for one of several different ways that Juniper

Networks platforms upgrade software versions with minimal disruption to network traffic.

Unified ISSU is used for routing platforms, which operate at Layer 2 and Layer 3. Nonstop

software upgrade (NSSU) is used for switching platforms that operate at Layer 2 and Virtual

Chassis configurations. Topology-independent in-service software upgrade (TISSU) is used

for virtual environments, where devices are not linked by a hardware-based topology. See

also NSSU, TISSU, and unified ISSU.

J

Junos Fusion Amethodof significantly expanding thenumberofavailablenetwork interfacesonadevice—an

aggregation device—by allowing the aggregation device to add interfaces through

interconnections with satellite devices. The entire system—the interconnected aggregation

device and satellite devices—is called a Junos Fusion. A Junos Fusion simplifies network

administration because it appears to the larger network as a single, port-dense device that is

managed using one IP address.

Junos Space Carrier-classnetworkmanagement systemforprovisioning,monitoring, anddiagnosing Juniper

Networks routing, switching, security, and data center platforms.

L

latency Time taken by a packet to reach its destination after it has left the source.

Copyright © 2015, Juniper Networks, Inc.8
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Leaf device In a spine-and-leaf network architecture, leaf devices act as the network access layer, and

spine devices act as core and aggregation devices. Leaf devices connect to servers on the

access side, and uplink to the spine devices in a mesh (each leaf device connects to every

spine device). Spine and leaf architecture provides predictable behavior and latency

characteristics because every device is the same number of hops from every other device.

line rate Total number of physically transferred bits per second, including useful data and protocol

overhead, over a communication link. For example, if the line rate of a link is 10 Gbps, the link

transmits 10 gigabits of data every second over its physical interface.

M

MAC-VRF MAC address virtual routing and forwarding table. This is the Layer 2 forwarding table on a

provider edge (PE) device for an Ethernet VPN instance (EVI). See also EVI.

MetaFabric The Juniper architecture for next-generation data centers that simplifies and accelerates the

deployment and delivery of applications within and across multiple data center locations.

Multiple VLAN

Registration Protocol

MVRP. A Layer 2 implementation of the Multiple Registration Protocol (MRP) that is defined

in the IEEE 802.1ak standard. MRP and MVRPwere designed to perform the same functions

as Generic Attribute Registration Protocol (GARP) and GARP VLAN Registration Protocol

(GVRP)while overcoming someGARPandGVRP limitations, in particular, limitations involving

bandwidth usage and convergence time in large networks with large numbers of VLANs.

multitenancy In cloud computing, many virtual machines (VMs) can run concurrently on a virtualized host

whose hypervisor manages how resources are shared among the VMs. The VMs are referred

to as guest, or tenant, VMs. To users of these guest VMs, it is as if they are running a single,

physical machine to which resources are dedicated. Each guest VM runs its own operating

system image and user space applications.

MVRP Multiple VLAN Registration Protocol. A Layer 2 implementation of the Multiple Registration

Protocol (MRP) that is defined in the IEEE 802.1ak standard. MRP and MVRPwere designed

by IEEE to perform the same functions as Generic Attribute Registration Protocol (GARP) and

GARPVLANRegistrationProtocol (GVRP)whileovercomingsomeGARPandGVRP limitations,

in particular, limitations involving bandwidth usage and convergence time in large networks

with large numbers of VLANs.

N

NaaS NetworkasaService.Virtualizednetwork infrastructure leasedbyacloudprovider to customers

as needed.

NEBS Network Equipment Building System. Set of guidelines originated by Bell Laboratories in the

1970s to assist equipment manufacturers in designing products that were compatible with

the telecom environment.

Network as a Service NaaS. Virtualized network infrastructure leased by a cloud provider to customers as needed.

9Copyright © 2015, Juniper Networks, Inc.



Network Director A Junos Space application that provides a comprehensive automated network management

solution for theenterprisedatacenterandcampus. It enablesnetworkandcloudadministrators

to visualize, analyze, and control their entire enterprise network—data center and campus,

physical and virtual infrastructure, virtual overlays networks, and wired and wireless—through

a single pane of glass.

Network Functions

Virtualization

NFV. Standard IT virtualization technology that consolidates many network equipment types

ontostandard-architecturehigh-volumeservers, switches, andstorage.NFV involvesdesigning,

deploying, andmanaging network functions in software that can bemoved to, or instantiated

in, various locations in the network as required, without the need to install purpose-built

hardware. Although NFV complements software-defined networking (SDN), NFV can be

deployed without SDN and vice versa. See also software-defined networking.

Network Node Group Each QFabric System has one network Node group and up to eight physical Nodes can be

configured to be part of the network Node Group. The devices in the network Node Group

connect toanexternal network. ThenetworkNodegroup relieson twoexternalRoutingEngines

running on the Director group. These redundant network Node group Routing Engines run the

routingprotocols required tosupport theconnections fromthenetworkNodegroup toexternal

networks.

NetworkVirtualization

using Generic Routing

Encapsulation

NVGRE. A network virtualization technology that uses generic routing encapsulation (GRE) to

encapsulate network protocols and tunnel data across Layer 3 networks to provide a network

overlay (VXLAN and STT are examples of two other network overlay technologies). NVGRE

offers the ability to create large numbers of VLANs to address the problems caused by the

limitednumberofVLANs(4,096) that the IEEE802.1Qspecificationpermits. The largernumber

of VLANsmeans that larger networks can scale up to a larger number of separate virtual

networks.

network-attached

storage (NAS)

Dedicated file server and storage for multiple clients, with the ability to share files among

multiple users.

NFV NetworkFunctionsVirtualization. Standard IT virtualization technology that consolidatesmany

network equipment types onto standard-architecture high-volume servers, switches, and

storage. NFV involves designing, deploying, andmanaging network functions in software that

can bemoved to, or instantiated in, various locations in the network as required, without the

need to install purpose-built hardware. Although NFV complements software-defined

networking (SDN),NFVcanbedeployedwithoutSDNandviceversa.Seealso software-defined

networking.

Node device Routing and switching device that connects to endpoints (such as servers or storage devices)

or external network peers, and is connected to the QFabric system through an Interconnect

device. You can deployNode devices similarly to theway a top-of-rack switch is implemented.

Examples of Node devices include the QFX3500 Node device, QFX3600 Node device, and

QFX5100 Node device. See also Interconnect device.

Nonstop bridging

(NSB)

Feature that enables a transparent switchover mechanism for Layer 2 protocol sessions.

Copyright © 2015, Juniper Networks, Inc.10
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nonstop software

upgrade

NSSU. Software upgrade for switching platforms with redundant Routing Engines and for

most Virtual Chassis or Virtual Chassis Fabric from one Junos OS release to another with no

disruption on the control plane and with minimal disruption to network traffic. A switching

architecture requires a different approach than the one for a routing architecture to preserve

control plane information. See also ISSU, TISSU, and unified ISSU.

NSR nonstopactive routing.Highavailability feature that enablesa routingplatformwith redundant

Routing Engines topreserve routing information on thebackupRouting Engine and switch over

from the primary Routing Engine to the backup Routing Engine without alerting peer nodes

that a change has occurred. NSR uses the graceful Routing Engine switchover (GRES)

infrastructure to preserve interface, kernel, and routing information. Also known as nonstop

routing (NSR).

NSSU nonstop software upgrade. Software upgrade for switching platformswith redundant Routing

Engines and for most Virtual Chassis or Virtual Chassis Fabric from one Junos OS release to

anotherwith no disruption on the control plane andwithminimal disruption to network traffic.

A switching architecture requires a different approach than the one for a routing architecture

to preserve control plane information. See also ISSU, TISSU, and unified ISSU.

NVGRE NetworkVirtualizationusingGenericRoutingEncapsulation.Anetworkvirtualization technology

that uses generic routing encapsulation (GRE) to encapsulate network protocols and tunnel

data across Layer 3 networks to provide a network overlay (VXLAN and STT are examples of

two other network overlay technologies). NVGRE offers the ability to create large numbers of

VLANs to address the problems caused by the limited number of VLANs (4,096) that the IEEE

802.1Q specification permits. The larger number of VLANsmeans that larger networks can

scale up to a larger number of separate virtual networks.

O

Open Virtualization

Archive

OVA.Compressedarchive file (inTAR format)ofanOpenVirtualizationFormat (OVF)package.

An OVF package contains the components (operating system, middleware, and software

applications) needed to install a virtual appliance or a virtual machine. See alsoOpen

Virtualization Format.

Open Virtualization

Format

OVF. Platform-independent packaging and distribution method for software to be run on

virtualmachines (VMs). TheOVFsupports industry-standardcontent verificationand integrity

checking and provides a basic scheme for managing software licensing. As described by the

standard, the OVF defines an open, secure, portable, efficient, and extensible format for the

packaging and distribution of software to be run in virtual machines. An OVF package consists

of several files placed in one directory. See alsoOpen Virtualization Archive.

Open vSwitch

Database

Management Protocol

OVSDB. OpenFlowmanagement protocol for Open vSwitch implementations.
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orchestration Orchestrationmanages cloud-based and on-premises networks in a coordinated, automated

fashion, to align network resources with providing customer services andmeeting business

requirements. Orchestration uses automation to provide services by defining policies and

service levels, then applying the policies and service levels using applications that have

automatedworkflows. An example of orchestration is aweb application that a customer uses

to request new services that require network resources, inwhich the application automatically

configures and implements the customer request.

Out-of-band

management

Use of a dedicated channel for managing network devices. Most Juniper Networks devices

have amanagement port with an RJ-45 connector that you can use to connect the device to

amanagement device for out-of-bandmanagement.

OVA OpenVirtualizationArchive. Compressed archive file (in TAR format) of anOpenVirtualization

Format (OVF) package. An OVF package contains the components (operating system,

middleware, and software applications) needed to install a virtual appliance or a virtual

machine. See alsoOpen Virtualization Format.

Overlay network A logical, separate network that runs on top of an existing physical infrastructure. In a data

center, an overlay network is typically used to create a virtual network by encapsulating traffic

between virtual switches and tunneling the traffic over the physical network.

OVF Open Virtualization Format. Platform-independent virtual machines (VMs) packaging and

distribution method. The OVF supports industry-standard content verification and integrity

checking and provides a basic scheme for managing software licensing. As described by the

standard, the OVF defines an open, secure, portable, efficient, and extensible format for the

packaging and distribution of software to be run in virtual machines. An OVF package consists

of several files placed in one directory. The Open Virtualization Archive (OVA) is an alternative

method that uses a TAR file containing the OVF directory.

OVSDB Open vSwitch Database Management Protocol. OpenFlowmanagement protocol for Open

vSwitch implementations.

P

PaaS Platform as a Service. An entire computing platform (often including operating system,

programmingenvironment,webserver, anddatabaseapplications), leasedbyacloudprovider

to customers as needed. Customers can use the computing platform to develop applications

and run them in the cloud environment to provide services to their clients.

passive flow

monitoring

Flowmonitoring carried out on a routing platform such as amonitoring station that is not

participating in the network. A passive monitoring router does not forward the packets being

monitored—it receives mirrored packets from a router that performs the packet forwarding.

In contrast, in active flowmonitoring, the monitoring is carried out on the same router that

forwards the packets being monitored. See also flowmonitoring.

peering Process in which two networks connect and exchange traffic.
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PFC priority-based flow control. Link-level flow control mechanism defined by IEEE 802.1Qbb that

enables independent flow control for each class of service to ensure that no frame loss from

congestion occurs in data center bridging networks. PFC is an enhancement of the Ethernet

PAUSEmechanism,butPFCcontrolsclassesof flows,whereasEthernetPAUSE indiscriminately

pauses all of the traffic on a link. Also known as priority flow control.

Platform as a Service PaaS. An entire computing platform (often including operating system, programming

environment, web server, and database applications), leased by a cloud provider to customers

as needed. Customers can use the computing platform to develop applications and run them

in the cloud environment to provide services to their clients.

PMSI Provider multicast service interface. A logical interface in a provider edge (PE) device that is

used to deliver multicast packets from a customer edge (CE) devices to remote PE devices in

the same VPN, destined to CE devices.

port mirroring Methodbywhichacopyof an IPv4or IPv6packet is sent fromthe routingor switchingplatform

to an external host address or a packet analyzer for analysis. Also known as traffic mirroring,

switch port analyzer (SPAN), and lawful intercept.

priority-based flow

control

PFC. Link-level flow control mechanism defined by IEEE 802.1Qbb that enables independent

flow control for each class of service to ensure that no frame loss from congestion occurs in

data center bridging networks. PFC is an enhancement of the Ethernet PAUSEmechanism,

but PFC controls classes of flows, whereas Ethernet PAUSE indiscriminately pauses all of the

traffic on a link. Also known as priority flow control. See also Ethernet PAUSE.

private cloud Atypeof cloud implemented inaproprietarynetworkordatacenter thatusescloudcomputing

technologies to create a virtualized infrastructure operated solely for a single organization,

whether it is managed internally or externally. See also public cloud.

Provider multicast

service interface

PMSI. A logical interface in aprovider edge (PE)device that is used todelivermulticast packets

from a customer edge (CE) devices to remote PE devices in the same VPN, destined to CE

devices.

public cloud Acloud type inwhich ahosting service providermakes resources suchas applications, storage,

and CPU usage available to the public. Public clouds must be based on a standard cloud

computing model. See also private cloud.

Q

QCN Quantized Congestion Notification. Congestion management mechanism defined in IEEE

802.1Qau that sends a congestion notification message through the network to the ultimate

source of the congestion. Instead of pausing transmission from the connected peer (as

priority-based flow control does), QCN tries to stop congestion at its source—the network

edge where the end host originates the congestion-causing flow. The idea is that instead of

pushing a flow control message through the network one device at a time (like priority-based

flow control), QCN tries to find the cause of congestion and stop the flow at the source.
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QFabric System Highly scalable, distributed, Layer 2 and Layer 3 networking architecture that provides a

high-performance, low-latency, and unified interconnect solution for next-generation data

centers. A QFabric system collapses the traditional multi-tier data center model, enables the

consolidation of data center endpoints (such as servers, storage devices,memory, appliances,

and routers), andprovidesbetter scalingandnetwork virtualizationcapabilities than traditional

data centers.

Essentially, a QFabric system can be viewed as a single, nonblocking, low-latency switch that

supports thousands of 10-Gigabit Ethernet ports or 2-Gbps, 4-Gbps or 8-Gbps Fibre Channel

ports to interconnect servers, storage, and the Internet across a high-speed, high-performance

fabric.

Quantized Congestion

Notification

QCN. Congestionmanagementmechanismdefined in IEEE 802.1Qau that sends a congestion

notification message through the network to the ultimate source of the congestion. Instead

of pausing transmission from the connected peer (as priority-based flow control does), QCN

tries to stop congestion at its source—the network edge where the end host originates the

congestion-causing flow. The idea is that instead of pushing a flow control message through

the network one device at a time (like priority-based flow control), QCN tries to find the cause

of congestion and stop the flow at the source.

R

Redundant Server

Node Group

RSNG. An RSNG consists of two physical Nodes. The Routing Engines on the Nodes operate

in an active/backup fashion. You can configure multiple pairs of RSNGs within a QFabric

system. These primarily connect to dual-NIC servers.

RSNG Redundant Server NodeGroup. AnRSNGconsists of twophysical Nodes. TheRouting Engines

on the Nodes operate in an active/backup fashion (think of a virtual chassis with twomember

switches). You can configuremultiple pairs of RSNGswithin aQFabric system. These primarily

connect to dual-NIC servers.

S

SaaS Software as a Service. Application software and databases, leased by a cloud provider to

customers as needed. The cloud provider provides and runs the data center on which the

application software runs.

SAN storageareanetwork.Networkwhoseprimarypurpose is the transferofdatabetweencomputer

systems and storage devices. This term is most commonly used in the context of any network

that supports block storage, usually iSCSI, Fibre Channel, and FCoE networks.

SDN software-definednetworking.Approach tocomputernetworking thatusesmethodsofnetwork

abstraction, suchasvirtualization, to simplifyandscalenetworkcomponentsandusessoftware

to define andmanage network components. SDN separates the data plane, which forwards

traffic, from the control plane, which manages traffic flow, and enables users to program

network layers. SDN is often used with Network Functions Virtualization (NFV) to allow agile

placement of networking services when and where they are needed. By enabling this level of

programmability, SDN enables users to optimize their network resources, increase network

agility, provide service innovation, accelerate service time-to-market, extract business

intelligence, and ultimately enable dynamic, service-driven virtual networks. See also NFV.
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Security Director JunosSpaceapplication that enables administrators quicklymanageall phases of the security

policy life cycle for stateful firewall, unified threat management (UTM), intrusion prevention

system (IPS), application firewall (AppFW), VPN, and Network Address Translation (NAT)

through a centralized web-based interface.

Server Node Group SNG. Default Node group in a QFabric system.Whenever a Node becomes part of a QFabric

system, it comes up as an SNG. These primarily connect to servers that do not need any

cross-Node redundancy. Themost common examples are servers that have only one NIC.

SNG Server Node Group. This is the default group and consists of one Node. Whenever a Node

becomes part of a QFabric system, it comes up as an SNG. These primarily connect to servers

that do not need any cross-Node redundancy. Themost common examples are servers that

have only one NIC.

Software as a Service SaaS.Application softwareanddatabases, leasedbyacloudprovider tocustomersasneeded.

The cloud provider provides and runs the data center on which the application software runs.

software-defined

networking

SDN. Approach to computer networking that uses methods of network abstraction, such as

virtualization, to simplify and scale network components and uses software to define and

manage network components. SDN separates the data plane, which forwards traffic, from

the control plane, which manages traffic flow, and enables users to program network layers.

SDN is often used with Network Functions Virtualization (NFV) to allow agile placement of

networking serviceswhenandwhere theyareneeded.Byenabling this level ofprogrammability,

SDNenablesusers tooptimize their network resources, increasenetworkagility, provide service

innovation, accelerate service time-to-market, extract business intelligence, and ultimately

enable dynamic, service-driven virtual networks. See also NFV.

Spine device In a spine-and-leaf network architecture, spine devices act as core and aggregation devices,

and leaf devices act as the network access layer. Leaf devices connect to servers on the access

side, anduplink to the spinedevices inamesh (each leafdevice connects toevery spinedevice).

Spine and leaf architecture provides predictable behavior and latency characteristics because

every device is the same number of hops from every other device.

Spine-and-Leaf

Network Architecture

Spine-and-leaf network architecture replaces a three (ormore) tier network architecture with

a two-tier architecture consisting of a spine tier and a leaf tier. Spine devices act as core and

aggregation devices, and leaf devices act as the network access layer. Leaf devices connect

to servers on the access side, and uplink to the spine devices in a mesh (each leaf device

connects to every spine device). Spine and leaf architecture provides predictable behavior and

latency characteristics because every device is the same number of hops from every other

device.

storage area network SAN. Network whose primary purpose is the transfer of data between computer systems and

storage devices. This term ismost commonly used in the context of any network that supports

block storage, usually iSCSI, Fibre Channel, and FCoE networks.
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T

TISSU topology-independent in-service software upgrade. Software upgrade for virtualmachine and

top-of-rack environments from one software image to another with no disruption to traffic

transiting the device. In topology-independent virtual environments, devices are not linked by

a hardware-based topology and such environments require a different approach for software

upgrade than the one for hardware-based environments, which include routers and switches.

See also ISSU, NSSU, and unified ISSU.

top-of-rack switch Switch installed on the top of a rack to which all the devices present in the rack are connected

to. The top-of-rack switches in turn are connected to aggregation switches. This reduces

cabling by avoiding direct connections from the devices in a rack to aggregation switches and

makes it easier to identify the point of network failure to a specific rack.

topology-independent

in-service software

upgrade

TISSU.Softwareupgrade for virtualmachineandtop-of-rackenvironments fromonesoftware

image to another with no disruption to traffic transiting the device. In topology-independent

virtual environments, devices are not linked by a hardware-based topology and such

environments require a different approach for software upgrade than the one for

hardware-based environments, which include routers and switches.See also ISSU, NSSU, and

unified ISSU.

U

Underlay network Thephysical network (compute, storage, andnetwork infrastructure)belowanoverlaynetwork.

Overlay networks abstract physical networks into logical networks, but the physical network

that underlays the logical network still transports the data. See also overlay network.

unified in-service

software upgrade

unified ISSU. Software upgrade for routing platforms from one Junos OS release to another

with no disruption of the control plane and with minimal disruption of traffic. Unified ISSU is

supportedonlyonplatformswithdualRoutingEngines. A routingarchitecture requiresaunified

approach to preserve routing tables and control plane information. See also ISSU, NSSU, and

TISSU.

unified ISSU unified in-service software upgrade. Software upgrade for routing platforms from one Junos

OS release to another with no disruption of the control plane and with minimal disruption of

traffic. Unified ISSU is supported only on platforms with dual Routing Engines. A routing

architecture requires a unified approach to preserve routing tables and control plane

information. See also ISSU, NSSU, and TISSU.

V

vCenter TheVMware vCenter server, formerly known as VMware VirtualCenter, that centrallymanages

VMware vSphere environments, allowing administrators control over the virtual environment.

The vCenter provides centralized control andvisibility at every level of the virtual infrastructure.

Itmanages clusters of ESX/ESXi hosts, including their VMs, hypervisors, and other parts of the

virtualized environment.

VCF VirtualChassisFabric. Evolutionof theVirtualChassis feature,whichenablesyou to interconnect

multiple devices into a single, logical device inside of a fabric architecture.
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Virtual Chassis Interconnecteddevices functioning as one logical device. Similar to aVirtual SwitchingSystem

or a stack.

Virtual Chassis Fabric VCF. Evolution of the Virtual Chassis feature, which enables you to interconnect multiple

devices into a single, logical device inside of a fabric architecture.

Virtual Extensible LAN VXLAN. A network virtualization protocol defined in RFC 7348 for running an overlay network

on a Layer 3 infrastructure in order to connect multiple Layer 2 networks across Layer 3

connections. VXLANs address the scalability issues in large cloud computing deployments

caused by the limited number of traditional VLANs. Instead of the 12-bit identifier VLANs use

(4,096 unique values), VXLANs use a larger identification field that theoretically allows the

creation ofmore than 16million unique VXLANs. VXLANs encapsulate Layer 2 frames in Layer

4 UDP packets for transport across Layer 3 connections.

virtual machine VM. A simulation of a physical machine such as a workstation or a server that runs on a host

that supports virtualization. Many VMs can run on the same host, sharing its resources. A VM

has its ownoperating system that canbedifferent from that of other VMs running on the same

host.

Virtual Router

Redundancy Protocol

VRRP. Protocol that enables you to configure virtual default routers on Fast Ethernet and

Gigabit Ethernet interfaces.

virtualization Technology that abstracts the physical characteristics of amachine, creating a logical version

of it, including creating logical versions of entities such as operating systems and various

network resources.

VM virtualmachine. A simulation of a physicalmachine such as aworkstation or a server that runs

onahost that supports virtualization.ManyVMscan runon thesamehost, sharing its resources.

A VM has its own operating system that can be different from that of other VMs running on

the same host.

vMotion VMware technology that allows for transition of active, or live, virtual machines from one

physical server to another, undetectable to the user. It enables VMware to migrate a live VM

(that is, a VM that is still running with no downtime) from one ESXi host to another host on a

differentphysical server. vMotionallows for systemmaintenanceonhostsandoffers improved

performance if greater capacity is available on another host.

VMware NSX A network virtualization platform that reproduces the entire network model in software,

enabling virtual networks that can be programmatically provisioned andmanaged

independently of the underlying hardware.

VMware vSphere VMware cloud operating system that canmanage large pools of virtualized computing

infrastructure, including software and hardware.

VMwarevSphereclient Application or software that administers VMware vSphere.

VNI VXLANnetwork identifier. In theVXLANprotocol, the 24-bit numeric ID that identifies aVXLAN

segment.
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vNIC Virtualized network interface card that connects a VM to a vSwitch. A VM can havemultiple

vNICs.AvNICpresents the samemediaaccesscontrol (MAC) interface thataphysical interface

provides.

VRRP Virtual Router Redundancy Protocol. Protocol that enables you to configure virtual default

routers on Fast Ethernet and Gigabit Ethernet interfaces.

vSRX (Formerly known as Firefly Perimeter) Services Gateway application that delivers a complete

virtual firewall solution, includingadvanced security, robust networking, andautomatedvirtual

machine life cycle management capabilities for service providers and enterprises. See also

Firefly Perimeter.

vSwitch A virtualized switch that resides on a physical server and directs traffic among VMs and their

virtualized applications. Network activity between colocated VMs transits it.

VTEP VXLAN tunnel endpoint. In the VXLAN protocol, the entity that performs the encapsulation

and decapsulation of VXLAN packets.

VXLAN Virtual Extensible LAN. A network virtualization protocol defined in RFC 7348 for running an

overlaynetworkonaLayer 3 infrastructure inorder to connectmultiple Layer 2networksacross

Layer 3 connections. VXLANs address the scalability issues in large cloud computing

deployments causedby the limitednumberof traditionalVLANs. Insteadof the 12-bit identifier

VLANs use (4,096 unique values), VXLANs use a larger identification field that theoretically

allows the creation of more than 16million unique VXLANs. VXLANs encapsulate Layer 2

frames in Layer 4 UDP packets for transport across Layer 3 connections.

VXLAN network

identifier

VNI. In the VXLAN protocol, the 24-bit numeric ID that identifies a VXLAN segment.

VXLAN tunnel

endpoint

VTEP. In the VXLAN protocol, the entity that performs the encapsulation and decapsulation

of VXLAN packets.

Z

zero-touch

provisioning

Method of automatically provisioning new Juniper Networks switches in your network. When

you physically connect a switch to the network and boot it with a factory default configuration,

it attempts to upgrade the Junos OS software automatically and autoinstall a configuration

file from the network.
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