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« Documentation Conventions on page xxxiii

« Documentation Feedback on page xxxv

« Requesting Technical Support on page xxxv

SRC Documentation and Release Notes

Audience

For a list of related SRC documentation, see http://www.juniper.net/techpubs/.

If the information in the latest SRC Release Notes differs from the information in the SRC
guides, follow the SRC Release Notes.

This documentation is intended for experienced system and network specialists working
with routers running Junos OS and JunosE software in an Internet access environment.
We assume that readers know how to use the routers, directories, and RADIUS servers
that they will deploy in their SRC networks. If you are using the SRC software in a cable
network environment, we assume that you are familiar with the PacketCable Multimedia
Specification (PCMM) as defined by Cable Television Laboratories, Inc. (CableLabs) and
with the Data-over-Cable Service Interface Specifications (DOCSIS) 1.1 protocol. We
also assume that you are familiar with operating a multiple service operator (MSO)
multimedia-managed IP network.

Documentation Conventions

Table 1on page xxxiv defines the notice icons used in this guide. Table 2 on page xxxiv defines
text conventions used throughout this documentation.
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Table 1: Notice Icons

Icon Meaning

Informational note

Description

Indicates important features or instructions.

Caution

Indicates a situation that might result in loss of data or hardware damage.

Warning

Alerts you to the risk of personal injury or death.

Laser warning

Alerts you to the risk of personal injury from a laser.

Tip

Indicates helpful information.

Best practice

COBPPe

Alerts you to a recommended use or implementation.

Table 2: Text Conventions

Convention

Description

Examples

Bold text like this

« Represents keywords, scripts, and toolsin
text.

« Represents a GUI element that the user
selects, clicks, checks, or clears.

« Specify the keyword exp-msg.

« Run the install.sh script.

« Use the pkgadd tool.

« To cancel the configuration, click Cancel.

Bold text like this

Represents text that the user must type.

user@host# set cache-entry-age
cache-entry-age

Fixed-width text like this

Represents information as displayed on your
terminal’s screen, such as CLI commands in
output displays.

nic-locators {
login {
resolution {
resolver-name /realms/
login/Al;

key-type LoginName;
value-type Saeld;

3

Regular sans serif typeface

« Represents configuration statements.

« Indicates SRC CLIcommandsand options
in text.

« Represents examples in procedures.
« Represents URLs.

« system ldap server{
stand-alone;

« Use the request sae modify device failover
command with the force option

e user@host#...

« http://www.juniper.net/techpubs/software/
management/src/api-index.html

XXXV
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Table 2: Text Conventions (continued)

Italic sans serif typeface

Represents variables in SRC CLI commands.

user@host# set local-address
local-address

Angle brackets In text descriptions, indicate optional Another runtime variable is <gfwif>.
keywords or variables.
Key name Indicates the name of a key on the keyboard.  Press Enter.

Key names linked with a plus sign

(+)

Indicates that you must press two or more
keys simultaneously.

Press Ctrl + b.

Italic typeface « Emphasizes words. « There are two levels of access: user and
« Identifies book names. privileged.
« ldentifies distinguished names. * SRC PE Getting Started Guide
. |dentifies files, directories, and paths in + 0=Users, 0=UMC
text but not in command examples. « The setc/default.properties file.
Backslash At the end of a line, indicates that the text Plugin.radiusAcct-1.class=\

wraps to the next line.

net.juniper.smgt.sae.plugin\
RadiusTrackingPluginEvent

Words separated by the | symbol

Represent a choice to select one keyword or
variable to the left or right of this symbol.
(The keyword or variable may be either
optional or required.)

diagnostic | line

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can
improve the documentation. You can provide feedback by using either of the following
methods:

Requesting Technical Support

Technical product support is available through the Juniper Networks Technical Assistance
Center (JTAC). If you are a customer with an active J-Care or Partner Support Service
support contract, or are covered under warranty, and need post-sales technical support,
you can access our tools and resources online or open a case with JTAC.

« JTAC policies—For a complete understanding of our JTAC procedures and policies,
review the JTAC User Guide located at
http://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

« Product warranties—For product warranty information, visit
http://www.juniper.net/support/warranty/.

« JTAC hours of operation—The JTAC centers have resources available 24 hours a day,
7 days a week, 365 days a year.
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Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online
self-service portal called the Customer Support Center (CSC) that provides you with the
following features:

« Find CSC offerings: http://www.juniper.net/customers/support/

« Search for known bugs: http:/www2.juniper.net/kb/

« Find product documentation: http://www.juniper.net/techpubs/

« Find solutions and answer questions using our Knowledge Base: http://kb.juniper.net/

« Download the latest versions of software and review release notes:
http://www.juniper.net/customers/csc/software/

« Search technical bulletins for relevant hardware and software notifications:
http://kb.juniper.net/InfoCenter/

. Join and participate in the Juniper Networks Community Forum:
http://www.juniper.net/company/communities/

« Open a case online in the CSC Case Management tool: http://www.juniper.net/cm/

To verify service entitlement by product serial number, use our Serial Number Entitlement
(SNE) Tool: https://tools.juniper.net/SerialNumberEntitlementSearch/

Opening a Case with JTAC
You can open a case with JTAC on the Web or by telephone.

« Use the Case Management tool in the CSC at http://www.juniper.net/cm/.

. Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).

For international or direct-dial options in countries without toll-free numbers, see
http://www.juniper.net/support/requesting-support.ntml.
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Operating the SAE

« Overview of the SAE on page 3

« Configuring the SAE (SRC CLI) on page 25

« Managing Subscriber and Service Session Data (SRC CLI) on page 37
« Managing SAE Data (SRC CLI) on page 45

- Managing SAE Data (C-Web Interface) on page 53
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CHAPTERI1

Overview of the SAE

« Role of the SAE on page 3

« Connections to Managed Devices on page 4

« SAE Support for Dual-Stack Configuration on page 6

« SAE Support for Gx Router Driver on page 10

« SAE Plug-Ins on page 15

« Tracking and Controlling Subscriber and Service Sessions with SAE APIs on page 17

« SAE Accounting on page 19

Role of the SAE

The SAE is the core manager of the SRC network. It interacts with other systems, such
as Juniper Networks routers, cable modem termination system (CMTS) devices,
directories, Web application servers, and RADIUS servers, to retrieve and disseminate
data in the SRC environment. The SAE authorizes, activates and deactivates, and tracks
subscriber and service sessions. It also collects accounting information about subscribers
and services.

The SAE makes decisions about the deployment of policies on JunosE routers and devices
running Junos OS. When a subscriber’s IP interface comes up on the router, the SAE
determines whether it manages the interface. If the interface is managed—or
controlled—by the SAE, the SAE sends the subscriber’s default policy configuration to
the router. These default policies define the subscriber’s initial network access. When
the subscriber activates a value-added service, the SAE translates the service into lists
of policies and sends them to the router.

The SAE also provides plug-ins and application programming interfaces (APIs) that
extend the capabilities of the SRC software.

Related . Tracking and Controlling Subscriber and Service Sessions with SAE APIs on page 17

Documentation
u ! « Connections to Managed Devices on page 4
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Connections to Managed Devices

This topic describes the connections between the SAE and Juniper Networks routers,
CMTS devices, and the Juniper Policy Server (JPS).

COPS Connection Between JunosE Routers and the SAE

The SAE and JunosE routers communicate using the Common Open Policy Service
(COPS) protocol. The SAE supports two versions of COPS:

« COPS usage for policy provisioning (COPS-PR)
« COPS External Data Representation Standard (XDR) mode

The version of COPS that you use depends on the version of COPS that your JunosE
router supports. When you set up your JunosE router to work with the SAE, you enable
either COPS-PR mode or COPS XDR mode. There are no configuration differences on
the SAE between COPS-PR and COPS XDR.

The following SRC features require the use of COPS-PR:

« Policy sharing on JunosE routers

. Multiple classify traffic conditions in policy lists

Beep Connection Between Devices Running Junos OS and the SAE

The SAE interacts with a Junos OS process, referred to as the SRC software process, on
a device running Junos OS. The SAE and the SRC software process communicate using
the Blocks Extensible Exchange Protocol (BEEP).

When a device running Junos OS that the SAE manages goes online, it initiates a BEEP
session for the SAE. The SAE gets configuration information from the router, and then it
builds and installs the policies that control the router’s behavior. If the policies are
subsequently modified in the directory, the SAE builds a new configuration and
reconfigures the interface on the device running Junos OS.

O NOTE: The SAE manages interfaces on devices running Junos OS only when
the interfaces are configured in the global configuration and the router sends
added, changed, or deleted notifications to the SAE. Router administrators
should not manually change the configuration of interfaces that the SAE is
managing. If you manually change a configuration, you must remove the SAE
from the system.

When there are configuration changes on the router, the router sends a notification to
the SAE through the BEEP connection. The notification does not include the content of
the configuration changes. When the SAE receives the notification, it uses its Junos XML
management protocol client to get the changed configuration from the router.

4 Copyright © 2015, Juniper Networks, Inc.
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Interfaces that have been deleted from the router along with their associated objects
(sessions, policies) remain on the router until state synchronization occurs.

COPS Connection Between CMTS Devices and the SAE

The SAE uses the COPS protocol as specified in the PacketCable Multimedia Specification
PKT-SP-MM-I03-051221 to manage PacketCable Multimedia Specification
(PCMM)-compliant CMTS devices in a cable network environment. The SAE connects
to the CMTS device by using a COPS over Transmission Control Protocol (TCP)
connection.

In cable environments, the SAE manages the connection to the CMTS device. The CMTS
device does not provide address requests or notify the SAE of new subscribers, subscriber
|P addresses, or any other attributes. IP address detection and all other subscriber
attributes are collected outside of the COPS connection to the CMTS device. The SAE
uses COPS only to push policies to the CMTS device and to learn about the CMTS status
and usage data.

Because the CMTS device does not have the concept of interfaces, the SRC module uses
pseudointerfaces to model CMTS subscriber connections similar to subscriber connections
for devices running Junos OS and JunosE routers.

COPS Connection Between Juniper Policy Servers and the SAE

When the SAE is acting as an application manager in a PCMM environment, it connects
to the JPS through an interface on the JPS. The JPS uses the COPS protocol as specified
in the PacketCable Multimedia Specification PKT-SP-MM-103-051221 for its interface
connections. The JPS communicates with the application manager by using a COPS over
TCP connection.

Diameter Connection Between Junos OS Routers and the SAE

The Diameter base protocol provides basic services to several applications (also called
functions) each running in a different Diameter instance. Each individual application
provides the extended authentication, authorization, and accounting (AAA) functionality.
The supported applications that use the Diameter protocol are Juniper Networks Session
Resource Control (JSRC), Packet-Triggered Subscribers and Policy Control (PTSP), and
Gx (Services Control Gateway).

The SRC software uses the Diameter protocol for communication between the local
SRC peer on aJuniper Networks routing platform, such as the Juniper Networks MX Series
Ethernet Services Router, and the SAE. The details of Diameter application and the
application ID are:

« JSRC—A Juniper Networks Diameter application registered with the Internet Assigned
Numbers Authority (IANA) as Juniper Policy-Control-JSRC, with an ID of 16777244. The
JSRC application communicates with the SAE (remote SRC peer).

« PTSP—A Juniper Networks Diameter application registered with the IANA
(http://www.iana.org) as Juniper JGx, with an ID of 16777273. The PTSP application
communicates with the SAE (remote SRC peer).
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« Gx-SCG—AnN application that extends the 3GPP Gx interface and communicates with
the SRC software acting as a PCRF for this interface. The 3GPP Gx is registered with
the IANA. The application ID of the 3GPP Gx is 16777238.

« PCMM Environment Overview
« JPS Overview
. Configuring the SAE to Manage Devices Running Junos OS (SRC CLI) on page 94

« Adding JunosE Routers and Virtual Routers (SRC CLI) on page 62

SAE Support for Dual-Stack Configuration

JunosE supports configuration of Internet protocol versions—IPv4 and IPv6—on a single
interface. This creates two IP layer interfaces (IPv4 and IPv6), known as dual-stack, that
run and report independently.

To support dual-stack configuration, the functionality of the SAE is configured to create
a single subscriber session for a set of IP interfaces. All services activated for a subscriber
session impacts the related interfaces. For example, when both IPv4 and IPv6 interfaces
exist for a subscriber session, a service activation installs policies on both the interfaces.

0 NOTE: Each dual-stack interface consumes about twice the memory
resources than a single interface. The total number of subscriber sessions
supported by the SAE for dual-stack interfaces would be cut by half.

« For C3000, the maximum number of dual-stack subscriber sessions is
150,000 (using two active services per subscriber).

« For C5000, the maximum number of dual-stack subscriber sessions is
500,000 (using two active services per subscriber).

The performance in login/logout rate, as well as service
activation/deactivation rate of a dual-stack interface would be about 50%
when compared to the performance of a single-stack interface.

Handling of Interface-Up Notification

In dual-stack configuration, the interfaces are reported by the router independently. The
router sends two interface-up notifications that are tied together by their interface name.
The default policies for a subscriber session are then applied independently on these
interfaces.

The dual-stack interface-up notification sequence is as follows:
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1. When the router receives the first IP interface-up request, it acquires a lock on the
interface.

For example, if an IPv4 interface is reported first, the router acquires a lock for the
interface name and holds on to it until the request is processed.

Therouter keeps track of the underlying interfaces (IPv4 and IPv6) and communicates
with the SAE to create appropriate policies for each interface.

2. Therouter processes the IP interface-up request, creates the user session, and installs
default policies.

If default policies are not defined, processing for the interface stops and the
interface remains unmanaged.

3. The activate-on-login service session provisions the relevant policies (IPv4 and IPv6)
for the interface.

4. The router releases the lock on the IP interface after the request has been processed.

5. When the router receives the second IP interface-up request, it attempts to acquire
a lock on the IP interface.

|f the processing for the first IP interface request is not completed, the router handler
thread blocks the second IP interface-up notification until the lock is released for
the first IP interface.

6. Therouter processes the second interface-up request and installs the default policies.

If default policies are not defined, processing for the interface stops and the
interface remains unmanaged.

7. The router checks for the user session that is currently associated with the interface
name.

If a user session already exists, the request is handled in the similar way to an
update request and a relogin is triggered. If the relogin does not result in the
termination of the existing user session, all active service sessions are notified of
the modification.

8. The activate-on-login service session provisions the relevant policies on the second
IP interface.

9. The router releases the lock on the second IP interface after the request has been
processed.

Handling of Interface-Up Notification with Delay Timer

The delay timer (dual-stack-delay) is configured to reduce the number of interface-up
notifications. This is useful if most of the interfaces are expected to be dual-stack
interfaces because it reduces the overhead of relogin and update plug-in events.

0 NOTE: The dual-stack-delay attribute is not enabled by default.
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The sequence of interface-up notifications with delay timer is as follows:

1.

When the router receives the first IP interface-up request, it processes the request
and installs the default policies.

The router creates an IP interface context that represents the Commmon Open Policy
Service (COPS) object.

The IP interface context schedules a timer and suspends further processing. This
postpones the creation of user sessions.

After provisioning the default policies on the second IP interface, the IP interface
context cancels the timer for the first IP interface.

The user session is created for the dual-stack interface.

The activate-on-login service provisions the service policies that are applied to both
interfaces of the dual-stack.

0 NOTE: If the first IP interface request is not part of a dual-stack interface,

then the creation of the user session is delayed until the timer expires. This
causes a delay in the login rate for a single-stack interface.

If the second IP interface request is received after the expiry of the delay
timer, the user session is created and a relogin is triggered and events are
updated.

Handling of Interface-Down Notification

The sequence of interface-down notifications for dual-stack configuration is as follows:

1.

When the first IP Interface begins to shut down, the router sends a COPS delete request
(DRQ) message.

The router stores final accounting for all active policies of the first IP interface to the
associated IP interface context and notifies the SAE that the interface is down.

Because the IP interface is also associated with a second IP interface context, no
further action is triggered.

The router sends final accounting for all active polices of the second IP interface to
the associated IP interface context.

The router notifies the SAE that the second IP interface is down.

The router driver initiates the logout of the subscriber session because both the
interfaces are down.

The subscriber session deactivates all active services and the service session removes
the installed policies.

After the subscriber session is logged out, the interface contexts for IPv4 and IPv6 are
discarded.

The router driver returns the accounting data for the individual policies.
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Service Activation

The router keeps track of the underlying interfaces and communicates with the policy
engine to create the appropriate policies for each interface. The service session provisions
the relevant policies (IPv4 and IPv6) for the interface.

Service Deactivation

When the interface is down, the router notifies the SAE and deactivates the service
session. The service session passes the stored provisioning sets (IPv4 and IPv6) to the
router driver. The router driver removes the policies and returns the accounting data for
the individual policies. Accounting data for services contains the sum of IPv4 and IPv6
counters.

Subscriber Attributes

The framedlpv6Prefix and delegatedlpv6Prefix attributes are added to the subscriber
object and can be queried through the SAEAccess APl module.

« The framedlpv6Prefix attribute contains the IPv6 prefix for the subscriber.

framedlpv6Prefix is available for JunoskE (COPS-PR), Junos OS (JSRC), as well as AAA
(COA).

« Using the delegatedlpv6Prefix attribute, the NAS can receive a set of IPv6 prefixes that
are delegated to subscribers.

An IPv6 subscriber can be identified through multiple prefixes by using the
delegatedlpv6Prefix attribute together with the framedlpv6Prefix attribute.

delegatedlpv6Prefix is available for Junos OS (JSRC), AAA (COA), and DHCPv6
subscribers on the JunosE router.

SAEAccess API Plug-in Attributes
The SAEAccess API plug-in is extended to support the following attributes:

« PA_FRAMED_IPV6_PREFIX—An octet string formatted as specified in RFC3162. The
first octet is O, the second octet contains the length of the prefix in bits (1-128), and
the following octet contains the actual prefix.

. PA_DELEGATED_IPV6_PREFIX—An octet string formatted as specified in RFC4818.
The first octet is 0, the second octet contains the length of the prefix in bits (1-128),
and the following octet contains the actual prefix.

« PA_USER_IP_MASK—Number of bits in the subscriber address
(PA_USER_INET_ADDRESS). This attribute is available both for IPv4 and IPv6 addresses,
if the underlying router driver provides the value, which is presently the case for JunosE
(COPS-PR), Junos OS (JSRC), and AAA (COA).

For dual-stack interfaces, the PA_USER_INET_ADDRESS attribute contains the IPv4
address of the subscriber, whereas PA_FRAMED_IPV6_PREFIX contains the IPv6 address
prefix.
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For single-stack interfaces, the PA_USER_INET_ADDRESS attribute contains either the
IPv4 or IPv6 address depending on the address family assigned to the subscriber.

Subscriber Session Lookup

Related
Documentation

Subscribers are identified by the set of IPv6 prefixes defined by the device driver. If both
framedIpv6Prefix and delegatedlpv6Prefix are present for a subscriber session, then any
IPv6 address that matches any one of the prefixes identifies the subscriber session.

Forexample, a subscriber session is reported by a device driver with the framedlpv6Prefix
=2001:db8:1:1::/64 and delegatedlpv6Prefix = 2001:db8:2:2::/6 4 attributes. Any IP address
starting with one of these prefixes identifies the subscriber session (2001:db8:1:1:0:1:2:3,
2001:db8:2:2:4:3:2:1,and so on).

« PPP Subscriber Login and Service Activation

OnePopPrefixlp Scenario on page 265

SAE Support for Gx Router Driver

The SAE performs the following actions using the Gx router driver of the SRC software
acting as a policy and charging rule function (PCRF):

Provides solicited or unsolicited provisioning of Policy and Charging Control (PCC)
rules or enhanced PCC (ePCC) rules to the MX Series routers (that is, Services Control
Gateway) acting as a policy and charging enforcement function (PCEF).

Handles traffic plane event received from the Services Control Gateway.
Removes the provisioned PCC or ePCC rules.

Monitors service usage for the subscriber.

You can use multiple SAEs (that is, multiple SRC softwares) to manage the same Services
Control Gateway. In this scenario, the SAEs elect an active instance of the Gx router driver
to manage the Services Control Gateway.

Subscriber Session Creation

The subscriber session creation sequence is as follows:

1.

The Services Control Gateway sends a request message (Credit-Control-Request
initial (CCR-I)) to the Diameter server of the SRC software. This message contains
Subscription-ld and Auth-Application-1d AVPs.

In the SRC software, the Subscription-ld AVP is mapped to the login-name attribute.
When multiple Subscription-ld AVPs are received, the first received identifier is mapped
to the login-name attribute.

The Diameter server checks whether the Auth-Application-Id AVP in the request
message denotes the Gx application identifier. If the Auth-Application-Id AVP is not
valid, the Diameter server sends an error response to the Services Control Gateway.
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If the Auth-Application-Id AVP is valid, the Diameter server checks whether a
corresponding Gx router driver is registered with the Diameter server. If no Gx router
driver is registered, the Diameter server sends an error response to the Services Control
Gateway.

If a registered Gx router driver is available, the Diameter server delegates the request
message to the SAE as a Common Object Request Broker Architecture (CORBA)
request.

The SAE performs interface classification (if configured) and then performs subscriber
classification based on the Subscription-Id AVP received in the request message. If
there is no subscriber classification available for the subscriber, the SAE classifies the
subscriber as an unauthenticated user profile.

If the subscriber classification is successful, the SAE creates a user session for the
subscriber and activates the activate-on-login subscriptions configured for the
subscriber. Then, the SAE associates corresponding PCC or ePCC rules to the service
based on the configuration.

The SAE sends a success response message (Credit-Control-Answer initial (CCA-I))
with the provisioned rules to the Diameter server that delegates the response message
to the Services Control Gateway.

The Services Control Gateway applies the provisioned rules to the subscriber.

Subscriber Session Updation

The subscriber session updation sequence is as follows:

1.

The Services Control Gateway sends a request message (CCR update (CCR-U)) to
the Diameter server of the SRC software. This message contains Session-Id and
Auth-Application-1d AVPs.

The Diameter server checks whether the Auth-Application-Id AVP in the request
message denotes the Gx application identifier. If the Auth-Application-Id AVP is not
valid, the Diameter server sends an error response to the Services Control Gateway.

If the Auth-Application-Id AVP is valid, the Diameter server checks whether a
corresponding Gx router driver is registered with the Diameter server. If no Gx router
driver is registered, the Diameter server sends an error response to the Services Control
Gateway.

If a registered Gx router driver is available, the Diameter server delegates the request
message to the SAE as a CORBA request.

The SAE searches for the subscriber session using the Session-Id AVP. If no matching
session is available, the SAE sends an error response to the Services Control Gateway.

If a matching session is identified, the SAE performs the following actions:
- Updates the session with the information received in the request message.

- Notifies the SAE plug-ins about the event that triggered the request message.
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7.

. Publishes the received information to the SAE plug-ins.

. Triggers a Re-Auth-Request (RAR) message with Charging-Rule-Install AVP or
Charging-Rule-Remove AVP only when you invoke the Dynamic Service Activator
(DSA) portal APIs or SAE core APIs.

The SAE sends a success response message (CCA update (CCA-U)) to the Diameter
server that delegates the response message to the Services Control Gateway as an
acknowledgement.

If the AutoDeactivateOnThreshold flag is enabled at service level configuration and
the usage monitoring threshold is reached, the SAE sends the Charging-Rule-Remove
AVP in the response message (CCA-U).

Subscriber Session Reauthorization

The subscriber session reauthorization sequence is as follows:

1.

The SAE retrieves the subscriber session if the subscription change request message
is received from the DSA or SAE CORBA API, any policy parameter is changed, or any
subscription is changed for the subscriber profile.

The SAE rebuilds the provisioning set based on the configured rules and updates the
profile.

The SAE constructs a RAR message with Charging-Rule-Remove AVP or
Charging-Rule-Install AVP based on the policy changes, subscription changes, service
activation, and service deactivation.

The SAE sends the RAR messages to the Diameter server that delegates the RAR
message to the Services Control Gateway.

The Services Control Gateway acknowledges the RAR message by sending the
Re-Auth-Answer (RAA) message.

o NOTE: SRC software does not send the RAR message to the Services Control

Gateway when the 3GPP attributes are modified at the subscriber level or
service level for the logged in subscribers.

Subscriber Session Detach

The subscriber session detach sequence is as follows:

1.

The Services Control Gateway sends a request message (CCR termination (CCR-T))
to the Diameter server of the SRC software.

The Diameter server delegates the request message to the SAE as a CORBA request.

The SAE searches for the subscriber session using the Session-Id AVP. If no matching
session is available, the SAE sends an error response to the Services Control Gateway.

If a matching session is identified, the SAE performs the following actions:

. Deletes the session details from the SAE user manager.
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- Publishes the subscriber and service tracking stop events to the SAE plug-ins.

. Updates the subscriber session detach information in the session store.

5. The SAE sends a response message (CCA termination (CCA-T)) to the Diameter
server that delegates the response message to the Services Control Gateway.

Service Accounting

You can perform service accounting for one or more PCC or ePCC rules.

When a SRC software requests service accounting, the SRC software should configure
the Event-Trigger AVP to USAGE_REPORT and also should enable the accounting flag
for at least one policy rule for a service. SRC software must send the
Usage-Monitoring-Information AVP either in the RAR message (if the SRC software
initiates the rule changes) or the CCA message.

The SRC software provides usage threshold levels to the Services Control Gateway during
session establishment (CCA or RAR message). This is done, by setting a usage monitoring
threshold in the grouped Granted-Service-Unit AVP per Monitoring-Key in the
Usage-Monitoring-Information AVP. The threshold level may be defined for:

. Total volume only (CC-Total-Octets AVP within Granted-Service-Unit hold threshold
for total volume)

« Uplink volume only (CC-Input-Octets AVP within Granted-Service-Unit hold threshold
for uplink volume)

« Downlink volume only (CC-Output-Octets AVP within Granted-Service-Unit hold
threshold for downlink volume)

« Both uplink and downlink volume (CC-Input-Octets and CC-Output-Octets AVPs
within Granted-Service-Unit)

The Services Control Gateway sends the accounting updates by setting the usage counters
in the Used-Service-Unit AVP within the Usage-Monitoring-Information AVP. Like the
Granted-Service-Unit AVP (for setting the threshold), the Used-Service-Unit AVP is a
grouped AVP and the Services Control Gateway uses the CC-Total-Octet,
CC-Input-Octets, and CC-Output-Octets AVP within the Used-Service-Unit AVP to report
the service usage to the SRC software. The Services Control Gateway sends the
accounting updates only in CCR-U or CCR-T message (not in RAA message).

The Services Control Gateway reports the used service units when any of the following
conditions are met:

« Usage threshold is reached.

« Service is deactivated (the PCC or ePCC rule, for which service accounting is enabled,
is removed).

« Service accountingis explicitly disabled by the SRC software for a specific PCC orePCC
rule.
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« |P-CAN session is terminated (either by the SRC software through the RAR message,
or initiated by the Services Control Gateway).

« SRC software requested the Services Control Gateway to share the accounting update.

0 NOTE: The SRC software does not support interim accounting interval
configuration for the Gx router driver.

SAE Plug-In Attributes

When the Gx router driver is used to manage the Services Control Gateway, the SAE
publishes the event-trigger information ( such as APPLICATION_START,
APPLICATION_STOP, and USAGE_REPORT) to the plug-ins onreceivinga CCR-U message
from the Services Control Gateway.

The SAE publishes the usage monitoring information to the plug-ins on receiving the
CCR-T message from the Services Control Gateway. Table 3 on page 14 lists the plug-in
attributes used by the SAE to publish event-trigger and usage monitoring information.

Table 3: Plug-In Attributes Used by SAE to Publish Event-Trigger and Usage Monitoring
Information

Plug-in Attributes Description Supported Plug-in Type

PA_RATING_GROUP Rating group identifier. Services of same rating type « Service Authorization Plug-in

are managed through the same rating group. . Service Tracking Plug-in

PA_SERVICE_IDENTIFIER Service identifier or service configuration. « Service Authorization Plug-in
« Service Tracking Plug-in

PA_EVENT_TRIGGER Event type (such as APPLICATION_START and User Tracking Plug-in
APPLICATION_STOP).

PA_TDF_APP_ID Identifier representing an application in which User Tracking Plug-in
Application Detection and Control (ADC) rule is
applied.

PA_TDF_APP_INSTANCE_ID Application instance identifier dynamically assigned User Tracking Plug-in
by the Services Control Gateway.

PA_TOTAL_OCTETS Total bandwidth (uplink and downlink) consumed by « User Tracking Plug-in

the subscriber. « Service Tracking Plug-in

Related . Connectionsto Managed Devices on page 4
D mentation
ocume 1o « Managing MX Series Routers Acting as a PCEF Using the SRC Software Overview on
page 119
« Mapping Between SRC Software, Junos OS, and PCC or ePCC Concepts on page 120

« Managing PCC or ePCC Rules on Routers Running Junos OS and Acting as PCEF
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« Configuring the SAE to Manage Routers Acting as a PCEF and Running Junos OS (SRC
CLI) on page 133

« Gx Router Driver Supported 3GPP AVPs Definition on page 122

SAE Plug-Ins

Plug-ins are software programs that extend the capabilities of existing programs and
make them more flexible. SRC plug-ins provide authentication, authorization, and tracking
capabilities.

There are three types of plug-ins: internal, hosted, and external. Internal plug-ins
communicate directly with the SAE. Hosted and external plug-ins implement a published
Common Object Request Broker Architecture (CORBA)-based service provider interface
(SPI), which means that anyone with access to the interface specification can create
plug-ins that work with the SRC module. Figure 1 on page 15 gives an overview of the
plug-in architecture.

Figure 1: SAE Plug-In Architecture
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Internal Plug-Ins

The SRC module provides internal plug-ins that perform a range of authentication,
authorization, and tracking functions. With these plug-ins, you can, for example,
authenticate subscribers, authorize subscriptions and sessions, authorize IP address
requests from DHCP clients, track subscriber activity and service use, track quality of
service (QoS) services and attach and remove QoS profiles as needed, and limit the
number of authenticated subscribers who connect to an IP interface on the router.

Internal plug-ins implement an interface that communicates directly with the SAE. They
have the following characteristics:

« Run within the SAE’s Java Virtual Machine (JVM)
. Are started and stopped with the SAE

« Areimplemented in Java

The core SRC module provides a set of internal plug-ins.
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External Plug-Ins

Hosted Plug-Ins
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The SRC module includes the SAE CORBA plug-in SPI. This SPI allows you to implement
external plug-ins in any language that supports CORBA (for example, Java, C++, Python),
which makes it easy to integrate the SAE with operations support system (OSS) software
written in a wide variety of languages and distributed across a variety of hardware and
operating system platforms.

External plug-ins link a service provider’s OSS with the SAE so that the OSS is notified
of events in the life cycle of SAE sessions. For example, plug-ins can be notified when a
subscriber attempts to log in and begins the authentication and authorization process.
This notification makes it possible for the plug-in to consult general data and resource
allocation information that is available to the OSS, and use that information to make
authorization decisions.

The SPI also sends session-tracking events when sessions start, on an interim basis, and
when sessions stop. Plug-ins can set session timeouts as a response to both session
start and interim events. This capability enables the development of prepaid applications
where the plug-in consults the subscriber’s current account balance before it makes the
decision to extend or reduce a session timeout.

External plug-ins have the following characteristics:

« Run outside the SAE’s JVM, either in the same or in a different server
« Areimplemented in any language that supports CORBA
« Communicate with the SAE using CORBA

« Support the admission control or prepaid demo plug-in, which can be purchased
separately from the SRC module.

Hosted plug-ins, like the external ones, implement the CORBA interface. Unlike the
external ones, hosted plug-ins are instantiated (that is, hosted) by the SAE. As a result,
they live in the same JVM process as the host SAE, which means that hosted plug-ins
must be implemented in Java.

Hosted plug-ins have the following characteristics:
« Run within the SAE’s JVM

« Communicate with SAE using CORBA

« Are started and stopped with SAE

« Are implemented using a published interface

« How Internal Plug-Ins Work
« Connections to Managed Devices on page 4

« Configuring the SAE for External Plug-Ins (SRC CLI)
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. The interface definition language (IDL) code and online documentation for the SAE
CORBA Plug-In SPI is on the Juniper Networks website at
https://www.juniper.net/support/products/src/index.html.

Tracking and Controlling Subscriber and Service Sessions with SAE APIs

The SAE provides two public APIs:
« SAE core API

« SAE CORBA remote API

Through these interfaces, an external application can track and control subscriber and
service sessions.

Figure 2 on page 17 illustrates the SAE APls.

Figure 2: SRC SAE APIs
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SAE Core API

The SAE core APl is used to control the behavior of the SRC module. There are many
uses of the SAE core API. For example, it can be used to provide:

« Subscriber credentials (username/password)

« Requests for service activation/deactivation for a subscriber

This API can be used by a Java application running in the same JVM as the SAE. For
example, you can access the SAE core API from plug-ins that are hosted by the SAE, or
you can use the SAE core API to write your own extensions of the SAE remote interface
by using CORBA or the SAE script interface modules.

SAE CORBA Remote API

This API provides a way to use external applications with the SRC module (see
Figure 3 on page 18). All functions that are available through the SAE core APl are available
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through the CORBA remote API. The remote API provides several remote interfaces that
allow customization of the API for special needs. The remote interface comprises an
interface module manager and a set of interface modules. We provide the following
interface modules with the SRC module:

« SAE access interface module—Provides remote access to the SAE core API
« Java script interface module—Allows you to control the SAE with a Java script
« Python script interface module—Allows you to control the SAE with a Python script

« Event notification interface module—Allows you to integrate the SAE with external IP
address managers

You can also create custom interface modules that allow external applications to extend
the capabilities of the SAE. To do so, you must define the interface module in CORBA
IDL and implement it in Java.

The remote interface publishes one object reference that acts as the interface module
manager. External applications communicate through CORBA with the interface module
manager to retrieve a particular interface module. That interface module runsin the same
JVM as the SAE and has full access to the SAE core API.

Figure 3: Remote Interface on the SAE
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For more information about the SAE CORBA remote API, including the interfaces,
properties, and methods, see the online documentation on the Juniper Networks website
at http://www.juniper.net/techpubs/software/management/src/api-index.html.

« Storing Subscriber and Service Session Data on page 37
« Configuring Access to Subscriber Data (SRC CLI) on page 27

. Configuring Access to Service Data (SRC CLI) on page 29
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« Configuring Access Through LDAPS to Service and Subscriber Data (SRC CLI) on
page 26

SAE Accounting

The router and the SAE generate RADIUS accounting records when subscribers access
the Internet and use value-added services. The records are sent to RADIUS accounting
servers and are logged in accounting log files, or they are sent to accounting flat files.
External systems collect the accounting log files and feed them to a rating and billing
system.

The SRC module allows a variety of accounting deployments. This topic shows the
standard deployment that we supply, a second option that does not depend ona RADIUS
server, and a third option in which customers develop their own deployment by choosing
a CORBA plug-in.

In the standard SRC deployment (see Figure 4 on page 19), the router and the SAE are
clients of the RADIUS accounting server. They pass subscriber accounting information
to a designated RADIUS accounting server in an accounting request. The RADIUS
accounting server receives the accounting request and creates accounting log files.

The SRC module works with other AAA RADIUS servers; however, we validate the SRC
module only with Merit, Interlink RAD-Series AAA RADIUS Server, or Juniper Networks
Steel-Belted Radius/SPE server.

Figure 4: Sending Accounting Data to a RADIUS Server

SAE Plug-in 1
RADIUS ﬂi Rating/Billing
server X
Accounting
— log file

014309

A second option, shown in Figure 5 on page 19, uses an accounting flat file generated
directly by the SAE, without a RADIUS server.

Figure 5: Sending Accounting Data to an Accounting File

L
Accounting
flat file

SAE Plug-in 2 Rating/Billing
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Figure 6 on page 19 illustrates a third possibility, one in which the customers use a CORBA
plug-in of their own choice.

Figure 6: Customer Choice for SRC Accounting Deployment
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Accounting Policy

The SAE defines the policies that control the network traffic for the subscriber based on
the subscriber’s subscriptions. It also determines the accounting statistics collected for
the subscribed service.

While defining the policies for a service, the SAE can choose the policy rules to be used
for accounting per interface direction (ingress and egress). Statistics are collected for
the chosen policy rules for the service and are sent to the RADIUS accounting server. The
SAE can also decide not to collect any policy rule—specific statistics for the service. In
this case, only session times are sent to the accounting system when the service is
deactivated. When choosing multiple policy rules on traffic direction for statistics
collection, the SAE summarizes the statistics by adding the individual values.

The SRC software allows you to enable or disable the accounting-per-attachment feature
to calculate accounting for each individual policy list on the basis of the accounting flag
status of each policy rule in the policy list. This capability optimizes the creation of
statistics for the policy list. When the accounting-per-attachment feature is enabled for
a policy list, accounting statistics are calculated per policy list only if the accounting flag
is enabled on any one of the policy rules in that policy list. If the accounting flag of all
policy rules in the policy list is disabled, the accounting statistics are not calculated for
all policy lists even though the accounting-per-attachment feature is enabled. When the
accounting-per-attachment feature is disabled for a policy list, accounting statistics are
not calculated per policy list irrespective of the accounting flag status of all policy rules
in that policy list. By default, the accounting-per-attachment feature is not set. If the
accounting-per-attachment feature is not configured, the accounting statistics are
calculated for all policy lists irrespective of the accounting flag status of all policy rules
in that policy list.

0 NOTE: The accounting-per-attachment feature is supported only on E Series
routers.

Any change in the enabling or disabling of the accounting-per-attachment feature takes
effect only after the sscc connection is restarted. After you restart the sscc connection,
accounting statistics are calculated for the updated policy list on the basis of the
configuration of the accounting-per-attachment feature. Accounting statistics are
calculated when the policy list is attached to an interface or subscriber.

When the attached policy list is changed, the SRC software sends a new policy attachment
message containing the recalculated accounting-per-attachment statistics flag to the
subscriber who uses the policy list. If the policy list is shared by subscribers, then the SRC
software sends a new policy attachment message containing the recalculated
accounting-per-attachment statistics flag to all subscribers who use the policy list. The
policy list attached to the interface or subscriber can be changed for the following reasons:

« Policy structure change made by the administrator

« Activation or deactivation of manual services

20
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Table 4 on page 21 lists cases for the collection of various accounting information based
on the accounting-per-attachment feature for previous policy lists attached to the
interface or subscriber.

Table 4: Accounting Information Collection Based on the Accounting-Per-Attachment Feature
for Previous Policy Lists

Accounting-Per-Attachment

Feature for Previous Policy Policy Change Accounting Information

List Final Accounting Information Collection | Collection

Enabled Information is collected from the router Information for the previous policy is received
when the policy list attached to the from the router when the new policy is
interface or subscriber is changed. attached for the interface or subscriber.

Disabled Information is not collected from therouter  Information for the previous policy is not
when the policy list attached to the received from the router when the new policy
interface or subscriber is changed. is attached for the interface or subscriber.

Null Information is collected from the router Information for the previous policy is received
when the policy list attached to the from the router when the new policy is
interface or subscriber is changed. attached for the interface or subscriber.

Table 5 on page 21 lists cases for the collection of various accounting information based
on the accounting-per-attachment feature.

Table 5: Accounting Information Collection Based on the Accounting-Per-Attachment Feature

Accounting-Per-Attachment | Interim Accounting Information Rule-Level Accounting Information

Feature Collection Collection

Enabled Information is collected from the router Information is collected from the router for a
for the interface or subscriber. policy rule if the accounting flag for that rule is

enabled. Otherwise, information is not collected
from the router.

Disabled Informationis not collected from therouter  Information is not collected from the router for
for the interface or subscriber. a policy rule.

Null Information is collected from the router Information is collected from the router for a
for the interface or subscriber. policy rule.

Subscription Process

After an outsourced service has been set up, subscribers can order primary access or
value-added services from retailers, who in turn notify the wholesaler of the new end
subscription. Conversely, accounting data is collected by the wholesaler and
communicated to the retailer to provide enough data for the retailer to bill the subscriber.

The overall subscription process is simplified:
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« The subscriber has no need to interact with another party or a device other than the
router.

« When the subscriber goes to the Web portal and selects the service, the subscription
activation is triggered.

. The subscriber’s portal page adjusts to display the new service.

« Accounting data is generated, identifying the service being tracked for the subscriber.

Tracking Subscriber Sessions

Accounting Plug-Ins

Interim Accounting

Related
Documentation

The intelligent service accounting function of the SRC module tracks the subscription
activity for each subscriber and each service session. It collects usage information and
passes the information to the appropriate rating and billing system.

Multiple service sessions can be activated simultaneously for a subscriber and can be
tracked separately from an accounting standpoint.

Events are generated when service sessions are activated and deactivated, and during
interim accounting updates.

Plug-ins allow service providers to easily extend the capabilities of their systems through
the use of plug-in software. See “SAE Plug-Ins” on page 15.

The router and SAE generate interim accounting records for broadband primary services
(through PPP) and value-added services, respectively. RADIUS servers log the interim
records in their accounting log files when interim accounting is enabled.

The external rating system calculates the charges by using interim records instead of
stop records for timeout sessions. The calculation occurs when the last record is interim
and for open sessions whose last record at the end of a billing cycle is interim.

An accounting interim interval is defined for each service and applied to all subscriptions
to that service. The router and SAE generate accounting requests with a status of interim
for every period of time specified with the interim value.

The router receives an accounting interim value for a session through a RADIUS server
when the router makes an authentication request. If the RADIUS server does not provide
a value, then the router does not generate interim accounting records.

The SAE obtains an accounting interim value from the directory. When the accounting
interim value is not stored, the SAE uses global values. When a value equals zero, the
SAE does not generate interim accounting records.

« Role of the SAE on page 3
« Connections to Managed Devices on page 4

« SAE Plug-Ins on page 15

22
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« Tracking and Controlling Subscriber and Service Sessions with SAE APIs on page 17
« Adding Routers Individually (SRC CLI) on page 63

. Configuring the SAE to Manage JunosE Routers (SRC CLI) on page 67
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Configuring the SAE (SRC CLI)

SRC Access to Directory Data on page 25
Configuring LDAP Access to Directory Data (SRC CLI) on page 26

Configuring Access Through LDAPS to Service and Subscriber Data (SRC
CLI) on page 26

Configuring Access to Subscriber Data (SRC CLI) on page 27
Configuring Access to Service Data (SRC CLI) on page 29

Configuring Access to Policy Data (SRC CLI) on page 30

Configuring Access to the Persistent Login Cache (SRC CLI) on page 31
Configuring the Location of Network Device Data (SRC CLI) on page 33

Enabling Automatic Discovery of Changes in SAE Configuration Data (SRC
CLI) on page 33

Setting the Timeout and Number of Events for SAE Directory Eventing (SRC
CLI) on page 34

SRC Access to Directory Data

The SRC module stores subscriber, service, persistent login, policy, router, and cached

subscriber profiles and session data in a directory. The SAE uses LDAP to store and
retrieve the data.

If you do not store data in the local directory, you need to configure the LDAP connections
to the directories in which the data is stored. You can also select the filter that the SAE

uses to search for subscriptions in the directory and directory eventing parameters for

data stored in the directory.

Related .
Documentation

Storing Subscriber and Service Session Data on page 37

Configuring LDAP Access to Directory Data (SRC CLI) on page 26
Configuring Access to the Persistent Login Cache (SRC CLI) on page 31
Configuring Access to Policy Data (SRC CLI) on page 30

Configuring Access Through LDAPS to Service and Subscriber Data (SRC CLI) on
page 26
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Configuring LDAP Access to Directory Data (SRC CLI)

Related
Documentation

The tasks to configure LDAP access to directory data are:

(Optional) “Configuring Access Through LDAPS to Service and Subscriber Data (SRC
CLI)” on page 26

Configuring Access to Subscriber Data (SRC CLI) on page 27
Configuring Access to Service Data (SRC CLI) on page 29

Configuring Access to Policy Data (SRC CLI) on page 30

Configuring Access to the Persistent Login Cache (SRC CLI) on page 31
Configuring the Location of Network Device Data (SRC CLI) on page 33

Enabling Automatic Discovery of Changes in SAE Configuration Data (SRC CLI) on
page 33

Setting the Timeout and Number of Events for SAE Directory Eventing (SRC CLI) on
page 34

Configuring LDAP Access to Directory Data (C-Web Interface)
Storing Subscriber and Service Session Data on page 37
SRC Access to Directory Data on page 25

Connections to Managed Devices on page 4

Configuring Access Through LDAPS to Service and Subscriber Data (SRC CLI)

You can secure connections between a router and an external directory that contains
service data or subscriber data, and you can configure the router to use LDAPS when it
connects to the same data source.

Use the following configuration statements to configure access through LDAPS to service
data and subscriber data:

shared sae configuration ldap service-data {
(ldaps);

}

shared sae configuration ldap subscriber-data {
(ldaps);

1

To use LDAPS to secure connections between a router and an external directory:

1.

2.

Configure the directory connection from the SAE to use LDAPs. For example:

user@host# set shared sae configuration ldap service-data ldaps
user@host# set shared sae configuration ldap subscriber-data ldaps

In the router initialization script you specify the directory context.

26
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Related .
Documentation

The /opt/UMC/sae/lib/poolPublisher.py script and the
/opt/UMC/sae/lib/lorPublisher.py script provide examples of how to configure a
directory context. For example, from the /opt/UMC/sae/lib/lorPublisher.py script:

dirContext = Ssp.registry.get('ServiceDataSource.component').getContext()

In addition, you can change the directory context.

For information about how to use InitialDirContext class or the DirContext class to
specify directory context, see:

http://java.sun.com/j2se/1.4.2/docs/api/javax/naming/directory/InitialDirContext.html
http://java.sun.com/j2se/1.4.2/docs/api/javax/naming/directory/DirContext.html

Configuring Access to Subscriber Data (SRC CLI) on page 27

Configuring Access Through LDAPS to Service and Subscriber Data (C-Web Interface)
Configuring Access to Service Data (SRC CLI) on page 29

Configuring Access to Policy Data (C-Web Interface)

SRC Access to Directory Data on page 25

Configuring Access to Subscriber Data (SRC CLI)

Use the following configuration statements to configure access to subscriber data:

shared sae configuration ldap subscriber-data {
subscription-loading-filter (subscriberRefFilter | objectClassFilter);
load-subscriber-schedules;
login-cache-dn login-cache-dn ;
session-cache-dn session-cache-dn ;
server-address server-address ;
dndn;
authentication-dn authentication-dn ;
password password ;
directory-eventing;
polling-interval polling-interval ;
(ldaps);

1

To configure SAE access to subscriber data:

1.

From configuration mode, access the configuration statement that configures SAE
access to subscriber data in the directory. In this sample procedure, the subscriber
data is configured in the se-region group.

user@host# edit shared sae group se-region configuration ldap subscriber-data

Select the filter that the SAE uses to search for subscriptions in the directory when
the SAE loads a subscription to a subscriber reference filter. By default, the SAE uses
subscriber reference filter to search for subscriptions.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set subscription-loading-filter (subscriberRefFilter | objectClassFilter)
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e NOTE: You must define the SubscriberRef attribute in Juniper Networks
database when the SAE uses subscriber reference filter for subscriptions;
otherwise, the subscriber data is not loaded.

3. (Optional) Enable loading of subscriber schedules.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set load-subscriber-schedules

4. Specify the subtree in the directory in which subscriber information is stored.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set login-cache-dn login-cache-dn

5. Specify the subtree in the directory in which persistent session data is cached.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set session-cache-dn session-cache-dn

6. (Optional) Specify the directory server that stores subscriber information.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set server-address server-address

7. Specify the subtree in the directory where subscriber data is cached.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set dndn

8. (Optional) Specify the DN that the SAE uses to authenticate access to the directory
server.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set authentication-dn authentication-dn

9. (Optional) Specify the password used to authenticate access to the directory server.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set password password

10. (Optional) Enable automatic discovery of changes in subscriber profiles.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set directory-eventing

11. Set the frequency for checking the directory for updates.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set polling-interval polling-interval

12. Enable LDAPS as the secure protocol for connections to the server that stores
subscriber data.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# set ldaps

13. (Optional) Verify your configuration.

[edit shared sae group se-region configuration ldap subscriber-data]
user@host# show
subscription-loading-filter subscriberRefFilter;
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Related .
Documentation

load-subscriber-schedules;

login-cache-dn o=users,<base>;

session-cache-dn o=PersistentSessions,<base>;
server-address 127.0.0.1;

dn o=users,<base>;

authentication-dn cn=ssp,o=components,o=operators,<base>;
password EE s ;

directory-eventing;

polling-interval 30;

Idaps;

Creating Grouped Configurations for the SAE (SRC CLI)

Configuring Access Through LDAPS to Service and Subscriber Data (SRC CLI) on
page 26

Configuring Access to Service Data (SRC CLI) on page 29
Viewing General Information About Subscriber Sessions (SRC CL/)

Viewing Statistics for Subscriber and Service Sessions (SRC CLI)

Configuring Access to Service Data (SRC CLI)

Use the following configuration statements to configure access to service data:

shared sae configuration ldap service-data {
server-address server-address ;
dndn;
authentication-dn authentication-dn ;
password password ;
directory-eventing;
polling-interval polling-interval ;
(ldaps);
1

To configure SAE access to service data:

1.

From configuration mode, access the configuration statement that configures SAE
access to service data in the directory. In this sample procedure, the service data is
configured in the se-region group.

user@host# edit shared sae group se-region configuration ldap service-data

(Optional) Specify the directory server that stores service data.

[edit shared sae group se-region configuration ldap service-data]
user@host# set server-address server-address

Specify the subtree in the directory where service data is cached.

[edit shared sae group se-region configuration ldap service-data]
user@host# set dndn

(Optional) Specify the DN that the SAE uses to authenticate access to the directory
server.

[edit shared sae group se-region configuration ldap service-data]
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Related .
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user@host# set authentication-dn authentication-dn
(Optional) Specify the password used to authenticate access to the directory server.

[edit shared sae group se-region configuration ldap service-data]
user@host# set password password

(Optional) Enable or disable automatic discovery of changes to service data.

[edit shared sae group se-region configuration ldap service-data]
user@host# set directory-eventing

Set the frequency for checking the directory for updates.

[edit shared sae group se-region configuration ldap service-data]
user@host# set polling-interval polling-interval

. Enable LDAPS as the secure protocol for connections to the server that stores service

data.

edit shared sae group se-region configuration ldap service-data]
user@host# set ldaps

(Optional) Verify your configuration.

[edit shared sae group se-region configuration ldap service-data]
user@host# show

server-address 10.10.45.3;

dn <base>;

authentication-dn <base>;

directory-eventing;

polling-interval 30;

Idaps;

Creating Grouped Configurations for the SAE (SRC CL/)
Configuring Access to Subscriber Data (SRC CLI) on page 27

Configuring Access to Policy Data (SRC CLI) on page 30

Configuring Access Through LDAPS to Service and Subscriber Data (SRC CLI) on
page 26

Configuring Access to Policy Data (SRC CLI)

Use the following configuration statements to configure access to policy data:

shared sae configuration ldap policy-data {

policy-dn policy-dn ;
parameter-dn parameter-dn ;
directory-eventing;
polling-interval polling-interval ;

}

To configure SAE access to subscriber data:

30
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Related .
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From configuration mode, access the configuration statement that configures SAE
access to policy data in the directory. In this sample procedure, the policy data is
configured in the se-region group.

user@host# edit shared sae group se-region configuration ldap policy-data
Specify the subtree in the directory in which policy data stored.

[edit shared sae group se-region configuration ldap policy-data]
user@host# set policy-dn policy-dn

Specify the subtree in the directory in which policy parameter data is cached.

[edit shared sae group se-region configuration ldap policy-data]
user@host# set parameter-dn parameter-dn

(Optional) Enable or disable automatic discovery of changes to policy data.

[edit shared sae group se-region configuration ldap policy-data]
user@host# set directory-eventing

Set the frequency for checking the directory for updates.

[edit shared sae group se-region configuration ldap policy-data]
user@host# set polling-interval polling-interval

(Optional) Verify your configuration.

[edit shared sae group se-region configuration ldap policy-data]
user@host# show

policy-dn o=Policy,<base>;

parameter-dn o-Parameters,<base>;

directory-eventing;

polling-interval 30;

Creating Grouped Configurations for the SAE (SRC CL/)

Configuring Access to Subscriber Data (SRC CLI) on page 27
Configuring Access to Service Data (SRC CLI) on page 29
Configuring Access to the Persistent Login Cache (SRC CLI) on page 31

SRC Access to Directory Data on page 25

Configuring Access to the Persistent Login Cache (SRC CLI)

Use the following configuration statements to configure access to persistent login cache
data:

shared sae configuration ldap persistent-login-cache {
server-address server-address ;
dndn;
authentication-dn authentication-dn ;
password password ;
directory-eventing;
polling-interval polling-interval ;
(ldaps);
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To configure SAE access to persistent login cache data:

1.

From configuration mode, access the configuration statement that configures SAE
access to persistent login cache data in the directory. In this sample procedure, the
persistent login cache data is configured in the se-region group.

user@host# edit shared sae group se-region configuration ldap persistent-login-cache

(Optional) Specify the directory server that stores service data.

[edit shared sae group se-region configuration ldap persistent-login-cache]
user@host# set server-address server-address

Specify the subtree in the directory where persistent login cache data is cached.

[edit shared sae group se-region configuration ldap persistent-login-cache]
user@host# setdndn

(Optional) Specify the DN that the SAE uses to authenticate access to the directory
server.

[edit shared sae group se-region configuration ldap persistent-login-cache]
user@host# set authentication-dn authentication-dn

(Optional) Specify the password used to authenticate access to the directory server.

[edit shared sae group se-region configuration ldap persistent-login-cache]
user@host# set password password

(Optional) Enable automatic discovery of changes to persistent login cache data.

[edit shared sae group se-region configuration ldap persistent-login-cache]
user@host# set directory-eventing

Set the frequency for checking the directory for updates.

[edit shared sae group se-region configuration ldap persistent-login-cache]
user@host# set polling-interval polling-interval

Enable LDAPS as the secure protocol for connections to the server that stores
persistent login cache data.

[edit shared sae group se-region configuration ldap persistent-login-cache]
user@host# set ldaps

(Optional) Verify your configuration.

[edit shared sae group se-region configuration ldap persistent-login-cache]
user@host# show

dn "o=authCache, <base>";

directory-eventing;

polling-interval 30;

Idaps;

Creating Grouped Configurations for the SAE (SRC CLI)
Configuring Access to Subscriber Data (SRC CLI) on page 27

Configuring Access to Service Data (SRC CLI) on page 29

Configuring Access to the Persistent Login Cache (C-Web Interface)

32
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« SRC Access to Directory Data on page 25

Configuring the Location of Network Device Data (SRC CLI)

Use the following configuration statement to configure access to network device data:

shared sae configuration ldap {
network-dn network-dn ;

}

To configure SAE access to network device data:

1. From configuration mode, access the configuration statement that configures SAE
access to network device data in the directory. In this sample procedure, the network
device data is configured in the se-region group.

user@host# edit shared sae group se-region configuration ldap
2. Specify the subtree in the directory where network device data is stored.

[edit shared sae group se-region configuration ldap]
user@host# set network-dn network-dn

3. Verify your configuration.

[edit shared sae group se-region configuration ldap]
user@host# show network-dn
network-dn o=Network,<base>;

Related . Creating Grouped Configurations for the SAE (SRC CL/)
Documentation « Enabling Automatic Discovery of Changes in SAE Configuration Data (SRC CLI) on
page 33
« Configuring Access to the Persistent Login Cache (SRC CLI) on page 31

. For more information about monitoring the SAE data with the SRC CLI, see Viewing
Information About the Directory Blacklist (SRC CLI)

Enabling Automatic Discovery of Changes in SAE Configuration Data (SRC CLI)

Use the following configuration statement to enable automatic discovery of changes in
SAE configuration data:

shared sae configuration ldap {
enable-directory-eventing;

}

To enable automatic discovery of changes in SAE configuration data:

1. Fromconfiguration mode, access the configuration statement that enables automatic
discovery of changes in SAE configuration data in the directory. In this sample
procedure, automatic discovery is configured in the se-region group.

user@host# edit shared sae group se-region configuration ldap
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2. Enable automatic discovery of changes to SAE configuration data.

[edit shared sae group se-region configuration ldap]
user@host# enable-directory-eventing

Related . Creating Grouped Configurations for the SAE (SRC CL/)

Documentation Enabling Automatic Discovery of Changes in SAE Configuration Data (C-Web Interface)

Setting the Timeout and Number of Events for SAE Directory Eventing (SRC CLI) on
page 34

Setting the Timeout and Number of Events for SAE Directory Eventing (SRC CLI)

Use the following configuration statements to set the directory eventing timeout and
the number of simultaneous events that the SAE can receive from the directory:

shared sae configuration ldap directory-eventing {
timeout;
dispatcher-pool-size dispatcher-pool-size ;

}

To configure the directory eventing timeout and the number of simultaneous events that
the SAE can receive from the directory:

1. From configuration mode, access the configuration statement that configures SAE
directory eventing. In this sample procedure, directory eventing is configured in the
se-region group.

user@host# edit shared sae group se-region configuration ldap directory-eventing

2. Specify the maximum time that the directory eventing system waits for the directory
to respond.

[edit shared sae group se-region configuration ldap directory-eventing]
user@host# set timeout timeout

3. Specify the number of events that the SAE can receive from the directory
simultaneously.

[edit shared sae group se-region configuration ldap directory-eventing]
user@host# set dispatcher-pool-size dispatcher-pool-size

4. (Optional) Verify your configuration.

[edit shared sae group se-region configuration ldap directory-eventing]
user@host# show

timeout 60;

dispatcher-pool-size 1000;

Related . Creating Grouped Configurations for the SAE (SRC CLI)

Documentation « Setting the Timeout and Number of Events for SAE Directory Eventing (C-Web Interface)
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« Enabling Automatic Discovery of Changes in SAE Configuration Data (SRC CLI) on
page 33
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Managing Subscriber and Service Session
Data (SRC CLI)

« Storing Subscriber and Service Session Data on page 37
» Configuring the Session Store Feature (SRC CLI) on page 39
« Configuring the Number of Threads for Sessions (SRC CLI) on page 43

Storing Subscriber and Service Session Data

To aid in recovering from an SAE failover, the SAE stores subscriber and service session
datainflat files on the SAE host. The SRC component that controls the storage of session
dataonthe SAEis called the session store. The session store queues data and then writes
the data to session store files on the SAE host’s disk. After the data has been written to
disk, it can survive a server reboot.

You can configure how the SAE stores session data for JunosE routers, devices running
Junos OS, simulated routers, and PacketCable Multimedia Specification (PCMM) devices.

Session Store Files

Session store files are numbered flat files. Session store files are located in a directory
on the SAE host. You can configure the size of session store files. After the maximum
size has been reached, the session store creates a new file and begins writing data to the
new file.

Store operations, such as adding a session to the store (put store operations) or removing
a session from the store (remove store operations), are queued in a buffer before they
are written to the session store file. You can configure parameters that determine when
the session store writes a queue to a session store file.

Session store files are deleted if they have not been modified and if no session activity
has taken place for one week. All the data files that contain the sessions associated with
a particular virtual router are deleted at the same time.

Active and Passive Session Stores

You can have a community of SAEs and duplicate session store data on each SAE in the
community in case of an SAE failover. SAE communities are made up of SAEs that you
configure as connected SAEs for a virtual router object.
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Standby SAEs

SAEs in a community are given the role of either active SAE or passive SAE. The active
SAE keeps session data up to date within the community. Each active session store opens
a Transmission Control Protocol (TCP) connection toits passive SAE. The TCP connection
triggers the creation of a passive session store in that SAE. When the active session store
writes operations to the session store file, it passes them to passive session stores on all
SAEs in the community.

When you modify a community, wait for passive session stores on the new community
members to be updated before you shut down the currently active SAE. Otherwise, if
you add a new member to a community, and then a failover from the current active SAE
to the new member is triggered immediately, the new member’s session store may not
have received all data from the active SAE’s session store.

You can configure standby SAEs for a configuration that include JunosE routers. In a
community of SAEs, a standby SAE can provide redundancy for the active SAE. The active
SAE connects to the standby SAE through a COPS-PR connection on port 3228. The
active SAE maintains a separate session store connection with the standby SAE through
port 8820 (default).

The active SAE replicates state and session data, including COPS messages received
from JunosE routers, to the standby SAE. This replication reduces the failover time from
one SAE to another. The active SAE detects a connection failure when a subseguent
COPS message needs to be replicated because it has to wait for the standby to respond
to the replication message. Both the active and standby SAEs detect a connection failure
when the keep-alive timeout occurs (1 second).

0 NOTE: Werecommend that you use a highly reliable and available connection
between an active SAE and a standby SAE to ensure availability of the two
SAEs.

For standby SAEs, you configure an SAE community and the session store
at the same time by configuring SAE identifiers for in the configuration for
the shared network device virtual router. In the configuration, an exclamation
point identifies standby SAEs.

Session Store File Rotation

Related
Documentation

The session store periodically rotates the session store files. During rotation, the session
store copies put store operations for live sessions from the oldest file to the end of the
newest file. (Live sessions are sessions that have been created but not yet deleted.) It
then deletes the oldest file. Sessions are rotated in batches, and you can configure the
number of sessions that are rotated at the same time, and how much disk space is used
by live sessions before files are rotated. No session store activity can take place while a
batch of sessions is rotated.

« COPS Connection Between JunosE Routers and the SAE on page 61

. Configuring the Session Store Feature (SRC CLI) on page 39

38
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Adding JunosE Routers and Virtual Routers (SRC CLI) on page 62

SRC Data Storage

Configuring the Number of Threads for Sessions (SRC CLI) on page 43
Viewing Statistics for Subscriber and Service Sessions (SRC CLI)

Viewing Information About Subscriber Sessions by Session ID (C-Web Interface)

Configuring the Session Store Feature (SRC CLI)

You can configure three things for the session store feature:

1.

Configuring Session Store Parameters for a Device Driver on page 39

2. Configuring Global Session Store Parameters on page 41

3. Reducing the Size of Objects for the Session Store Feature on page 43

Configuring Session Store Parameters for a Device Driver

Use the following configuration statements to configure session store parameters within
a device driver configuration:

shared sae configuration driver ( aaa | junos | junos-dmi | junose | junos-ptsp | pcmm |

simulated | third-party | junos-gx ) session-store {
maximum-queue-age maximum-queue-age;
maximum-queued-operations maximum-queued-operations;
maximum-queue-size maximum-queue-size;
maximum-file-size maximum-file-size;
minimum-disk-space-usage minimum-disk-space-usage;
rotation-batch-size rotation-batch-size;
maximum-session-size maximum-session-size;
disk-load-buffer-size disk-load-buffer-size;
network-buffer-size network-buffer-size;

retry-interval retry-interval;

communications-timeout communications-timeout;
load-timeout load-timeout;

idle-timeout idle-timeout;

maximum-backlog-ratio maximum-backlog-ratio;
minimum-backlog minimum-backlog;

}

To configure session store parameters within a device driver configuration:

1.

From configuration mode, access the configuration statement that configures the
session store for your device driver. In this sample procedure, the session store for a
Junos device driver is configured in the se-region group.

user@host# edit shared sae group se-region configuration driver junos session-store

(Optional) Specify the maximum age that a queue of buffered store operations (such
as adding a session to the store or removing a session from the store) can reach before
the queue is written to a session store file.

Copyright © 2015, Juniper Networks, Inc. 39



SRC PE 4.9.x Network Guide

[edit shared sae group se-region configuration driver junos session-store]
user@host# set maximum-queue-age maximum-queue-age

3. (Optional) Specify the number of buffered store operations that are queued before
the queue is written to a session store file.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set maximum-queued-operations maximum-queued-operations

4. (Optional) Specify the maximum size that a queue of buffered store operations can
reach before the queue is written to a session store file.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set maximum-queue-size maximum-queue-size

5. (Optional) Specify the maximum size of session store files.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set maximum-file-size maximum-file-size

6. (Optional) Specify the percentage of space in all session store files that is used by
live sessions.

[edit shared sae group se-region configuration driver junos session-store]

user@host# set minimum-disk-space-usage minimum-disk-space-usage

7. (Optional) Specify the number of sessions that are rotated from the oldest file to the
newest file at the same time that the oldest session store file is rotated.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set rotation-batch-size rotation-batch-size

8. (Optional) Specify the maximum size of a single subscriber or service session.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set maximum-session-size maximum-session-size

9. (Optional) Specify the size of the buffer that is used to load all of a session store’s
files from disk at startup.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set disk-load-buffer-size disk-load-buffer-size

10. (Optional) Specify the size of the buffer that holds messages or message segments
that are waiting to be sent to passive session stores.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set network-buffer-size network-buffer-size

1. (Optional) Specify the time interval between attempts by the active session store to
connect to missing passive session stores.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set retry-interval retry-interval
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12. (Optional) Specify the amount of time that a session store waits before closing when
it is blocked from reading or writing a message.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set communications-timeout communications-timeout

13. (Optional) Specify the time that an active session store waits for a passive session
store or a passive session store waits for an active session store to load its data from
disk before it closes the connection to the session store.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set load-timeout load-timeout

14. (Optional) Specify the time that a passive session store waits for activity from the
active session store before it closes the connection to the active session store.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set idle-timeout idle-timeout

15. (Optional) Specify when the active session store closes the connection to a passive
session store because of a backlog of messages waiting to be sent.

[edit shared sae group se-region configuration driver junos session-store]
user@host# set maximum-backlog-ratio maximum-backlog-ratio

[edit shared sae group se-region configuration driver junos session-store]
user@host# set minimum-backlog minimum-backlog

16. (Optional) Verify your configuration.

[edit shared sae group se-region configuration driver junos session-store]
user@host# show
maximum-queue-age 5000;
maximum-queued-operations 50;
maximum-queue-size 51050;
maximum-File-size 25000000;
minimum-disk-space-usage 25;
rotation-batch-size 50;
maximum-session-size 10000;
disk-load-buffer-size 1000000;
network-buffer-size 51050;
retry-interval 5000;
communications-timeout 60000;
load-timeout 420000;
idle-timeout 3600000;
maximum-backlog-ratio 1.5;
minimum-backlog 5000000;

Configuring Global Session Store Parameters

This topic describes how to configure global session store parameters that are shared
by all session store instances (active or passive) on the SAE. You can also configure
session store parameters within a device driver configuration.

Use the following configuration statements to configure global session store parameters.
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shared sae configuration driver session-store {
file-expiry-age file-expiry-age;
file-expiry-check-interval file-expiry-check-interval;
ip-address ip-address;
port port;
root-directory root-directory;

}

To configure global session store parameters:

1.

From configuration mode, access the configuration statement that configures the
global session store parameters. In this sample procedure, the global session store is
configured in the se-region group.

user@host# edit shared sae group se-region configuration driver session-store

(Optional) Specify the expiry age of the dormant session store file. The service
activation engine (SAE) deletes the session store file if it is not modified for the
configured period. The value range is 0—2,147,483,647 milliseconds. By default, the
value is set to 604,800,000 milliseconds—that is, 7 days.

[edit shared sae group se-region configuration driver session-store]
user@host# set file-expiry-age file-expiry-age

(Optional) Specify the frequency at which the server monitors the age of the session
store file. The value range is 1000-2,147,483,647 milliseconds. By default, the value
is set to 3,600,000 milliseconds—that is, 1 hour.

[edit shared sae group se-region configuration driver session-store]
user@host# set file-expiry-check-interval file-expiry-check-interval

(Optional) Specify the IP address or hostname that the session store infrastructure
on this SAE uses to listen for incoming TCP connections from active session stores.

[edit shared sae group se-region configuration driver session-store]
user@host# set ip-address ip-address

(Optional) Specify the TCP port number on which the session store infrastructure on
this SAE listens for incoming connections from active session stores.

[edit shared sae group se-region configuration driver session-store]
user@host# set port port

(Optional) Specify the root directory in which the session store creates files.

[edit shared sae group se-region configuration driver session-store]
user@host# set root-directory root-directory

(Optional) Verify your configuration.

[edit shared sae group se-region configuration driver session-store]
user@host# show

File-expiry-age 604800000;

file-expiry-check-interval 3600000;

ip-address 10.10.70.0;

42
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port 8820;
root-directory var/sessionStore;

0 NOTE: For the set file-expiry-age and set file-expiry-age-check-interval
parameters, we recommend that you configure a value that is nearer to the
default value. You must restart the SAE for the configuration changes to take
effect.

Reducing the Size of Objects for the Session Store Feature

You can use serialized data compression to reduce the size of sessions objects that the
SAE sends across the network for the session store feature. Enabling this property reduces
the size of objects, but increases the CPU load on the SAE.

Use the following configuration statement to specify whether or not session objects are
compressed.

shared sae configuration {
compress-session-data;

}

To specify whether or not session objects are compressed:

1. From configuration mode, access the sae configuration. In this sample procedure,
data compression is configured in the se-region group.

user@host# edit shared sae group se-region configuration

2. Enable reducing the size of session objects (subscriber and service sessions) that the
SAE sends across the network for the session store feature.

[edit shared sae group se-region configuration]
user@host# set compress-session-data

3. (Optional) Verify your configuration.

[edit shared sae group se-region configuration]
user@host# show compress-session-data
compress-session-data;

Configuring the Number of Threads for Sessions (SRC CLI)

Use the following configuration statement to set the number of threads used for
session-related activity.

shared sae configuration session-job-manager {
number-of-threads number-of-threads;

}

To configure the number of threads used to handle session-related activity:

1. From configuration mode, access the session job manager configuration. In this sample
procedure, the number of threads is configured in the se-region group.
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user@host# edit shared sae group se-region configuration session-job-manager

2. Specify the number of threads used for session-related activity.

[edit shared sae group se-region configuration session-job-manager]
user@host# set number-of-threads number-of-threads

3. (Optional) Verify your configuration.

[edit shared sae group se-region configuration session-job-manager]
user@host# show
number-of-threads 10;

Related . Configuring the Session Store Feature (SRC CLI) on page 39

Documentation
Storing Subscriber and Service Session Data on page 37
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Managing SAE Data (SRC CLI)

Commands to Manage SAE Data on page 45

Reloading the SAE Data (SRC CLI) on page 46

Reloading the SAE Configuration (SRC CLI) on page 46
Reloading Services (SRC CLI) on page 47

Reloading Subscriptions (SRC CLI) on page 47

Reloading Interface Classification Scripts (SRC CLI) on page 47
Reloading Domain Maps (SRC CLI) on page 48

Removing the Directory Blacklist (SRC CLI) on page 48
Removing Login Registrations (SRC CLI) on page 48
Removing Equipment Registrations (SRC CLI) on page 49
Modifying Failover Server Parameters (SRC CLI) on page 49
Shutting Down the Device Drivers (SRC CLI) on page 50

Commands to Manage SAE Data

You can use the following operational mode commands to manage SAE data:

clear sae directory-blacklist

clear sae registered equipment

clear sae registered login

request sae load configuration

request sae load domain-map

request sae load interface-classification
request sae load services

request sae load subscriptions

request sae modify device failover
request sae shutdown device

show sae directory-blacklist
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Related
Documentation

« show sae drivers
« show sae registered equipment

« show sae registered login

For detailed information about each commmand, see the SRC CLI Command Reference.

« Reloading the SAE Data (SRC CLI) on page 46

« Reloading the SAE Configuration (SRC CLI) on page 46

Reloading the SAE Data (SRC CLI)

Related
Documentation

You can reload specified configuration components. You can reload the SAE server’s

current configuration for:

« SAE configuration
. Services

« Subscriptions

- Interface classifiers

« Domain map

. Viewing Information About SAE Interfaces (SRC CLI)

. Viewing Information About SAE Device Drivers (SRC CL/)

. Viewing Information About Services (SRC CLI)

. Viewing Information About Policies on the SAE (SRC CLI)

Reloading the SAE Configuration (SRC CLI)

Related
Documentation

To reload the SAE configuration data from the directory:

user@host> request sae load configuration

The new configuration takes effect immediately.
« Initially Configuring the SAE

« Reloading the SAE Data (SRC CLI) on page 46

. For more information about monitoring the SAE data with the SRC CLI, see Viewing

Information About the Directory Blacklist (SRC CLI)

« Reloading Services (SRC CLI) on page 47

46
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Reloading Services (SRC CLI)

To reload the services, scopes, virtual routers, policies, service mutex groups, and service
schedules from the directory:

user@host> request sae load services

Related service sessions are activated, deactivated, or reactivated as needed.

Related .
Documentation

Reloading the SAE Configuration (SRC CLI) on page 46
Viewing Information About Services (SRC CL/)

Viewing Information About Services (C-Web Interface)
Commands to Manage SAE Data on page 45
Reloading the SAE Data (SRC CLI) on page 46

Reloading Subscriptions (SRC CLI) on page 47

Reloading Subscriptions (SRC CLI)

To reload all subscriptions from the directory:

user@host> request sae load subscriptions

Related service sessions are activated, deactivated, or reactivated as needed.

Related .
Documentation

Reloading the SAE Configuration (SRC CLI) on page 46
Viewing Statistics for Subscriber and Service Sessions (SRC CLI)

For more information about viewing subscriber sessions with the SRC CLI, see Viewing
General Information About Subscriber Sessions (SRC CLI)

Reloading the SAE Data (SRC CLI) on page 46

Reloading Interface Classification Scripts (SRC CLI)

To reload the interface classification scripts from the directory, and apply the result of
the interface classification changes to the router:

user@host> request sae load interface-classification

Related .
Documentation

Viewing Information About SAE Interfaces (SRC CLI)
Reloading the SAE Data (SRC CLI) on page 46

Commands to Manage SAE Data on page 45
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Reloading Domain Maps (SRC CLI)

To reload the mapping of domain names to retailer entries:

user@host> request sae load domain-map

This mapping is made available to the SAE’s subscriber classification script.

Related .
Documentation

Reloading the SAE Data (C-Web Interface) on page 53
Reloading Subscriptions (SRC CLI) on page 47

« Commands to Manage SAE Data on page 45

Removing the Directory Blacklist (SRC CLI)

To remove the directory blacklist:

1.

2.

Related .
Documentation

Issue the show sae directory-blacklist command to view information about the directory
blacklist.

Issue the clear sae directory-blacklist command to remove the directory blacklist.

Removing the Directory Blacklist (C-Web Interface) on page 55
Removing Login Registrations (SRC CLI) on page 48

Viewing Information About the Directory Blacklist (SRC CL/)
Commands to Manage SAE Data on page 45

Reloading the SAE Data (SRC CLI) on page 46

Removing Login Registrations (SRC CLI)

You can delete all login registrations, or you can delete a specific registration.

To remove login registrations:

1.

2.

Issue the show sae registered login command to view the login registrations.
Issue the clear sae registered login command to remove all login registrations.

If you do not want to remove all login registrations, you can specify a single registration.
You can also specify whether or not you want a confirmation before the registrations
are deleted.

To remove a specific registration, use the mac-address option and specify the media
access control (MAC) address for the registration.
user@host> clear sae registered login mac-address mac-address

To specify that no confirmationis requested before the software deletes the registration
entries, use the force option.

48
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user@host> clear sae registered login force
user@host > clear sae registered login mac-address mac-address force

Related . Removing Login Registrations (C-Web Interface) on page 56
Documentation « Removing Equipment Registrations (SRC CLI) on page 49
. Viewing Login Registrations (SRC CLI)
. Viewing Login Registrations (C-Web Interface)

« Reloading the SAE Data (SRC CLI) on page 46

Removing Equipment Registrations (SRC CLI)

You can delete all equipment registrations, or you can delete a specific registration. The
demonstration residential portal provides an example of how to use equipment
registration.

To remove equipment registrations:

1. Issue the show saeregistered equipment command to view the equipment registrations.
2. Issue the clear sae registered equipment command to remove all equipment

registrations.

. Toremove a specific registration, use the mac-address option and specify the media
access control (MAC) address for the registration.

user@host> clear sae registered equipment mac-address mac-address

« Tospecify that no confirmation is requested before the software deletes the registration
entries, use the force option.

user@host> clear sae registered equipment force
user@host> clear sae registered equipment mac-address mac-address force

Related . Removing Equipment Registrations (C-Web Interface) on page 56
Documentation « Removing Login Registrations (SRC CLI) on page 48
. Viewing Equipment Registrations (SRC CLI)
. Viewing Equipment Registrations (C-Web Interface)

« Reloading the SAE Data (SRC CLI) on page 46

Modifying Failover Server Parameters (SRC CLI)

To modify failover server parameters:

1. Issue the show sae drivers brief command to view the router or device instances.

2. Issue the request sae modify device failover virtual-router-name virtual-router-name
command to modify failover server parameters.
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. (Optional) To modify the IP address of an alternate SAE server to which a router
canreconnect when this driver closes its connection, use the ip-address option. This
option is not applicable to the PCMM device driver.

user@host> request sae modify device failover virtual-router-name
virtual-router-name ip-address ip-address

- (Optional) To modify the port of an alternate SAE server to which a router can
reconnect when this driver closes its connection, use the tcp-port option. This option
is not applicable to the PCMM device driver.

user@host> request sae modify device failover virtual-router-name
virtual-router-name tcp-port tcp-port

. (Optional) To specify whether the device driver sends its own failover |IP address
and port to the router when it closes its connection, use the use-failover-server
option. This option is not applicable to the PCMM device driver.

user@host> request sae modify device failover virtual-router-name
virtual-router-name use-failover-server

- (Optional) To specify that no confirmation is requested before the software modifies
the parameters, use the force option.

user@host> request sae modify device failover virtual-router-name
virtual-router-name force

user@host> request sae modify device failover virtual-router-name
virtual-router-name ip-address ip-address force

user@host> request sae modify device failover virtual-router-name
virtual-router-name tcp-port tcp-port force

user@host> request sae modify device failover virtual-router-name
virtual-router-name use-failover-server force

Related . Modifying Failover Server Parameters (C-Web Interface) on page 57
Documentation . _y , .
. Viewing Statistics for Device Drivers (SRC CLI)
. Viewing Statistics for Specific Device Drivers (SRC CLI)

. Viewing Information About Device Drivers (C-Web Interface)

Shutting Down the Device Drivers (SRC CLI)

To shut down the specified router or device instance:

1. Issue the show sae drivers brief command to view the router or device instances.
2. Issue the request sae shutdown device command to shut down all device drivers.

- To shut down specific drivers managing a virtual router, use the filter option and
specify all or part of the name of the virtual router.

user@host> request sae shutdown device filter filter

. To specify that no confirmation is requested before the software shuts down the
device drivers, use the force option.

user@host> request sae shutdown device force
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user@host> request sae shutdown device filter filter force

Related . Shutting Down the Device Drivers (C-Web Interface) on page 57

D tati
ocumentation Viewing Statistics for Device Drivers (SRC CLI)
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Managing SAE Data (C-Web Interface)

Reloading the SAE Data (C-Web Interface) on page 53

Reloading the SAE Configuration (C-Web Interface) on page 54
Reloading Services (C-Web Interface) on page 54

Reloading Subscriptions (C-Web Interface) on page 54

Reloading Interface Classification Scripts (C-Web Interface) on page 55
Reloading Domain Maps (C-Web Interface) on page 55

Removing the Directory Blacklist (C-Web Interface) on page 55
Removing Login Registrations (C-Web Interface) on page 56

Removing Equipment Registrations (C-Web Interface) on page 56
Modifying Failover Server Parameters (C-Web Interface) on page 57

Shutting Down the Device Drivers (C-Web Interface) on page 57

Reloading the SAE Data (C-Web Interface)

You can reload specified configuration components. You can reload the SAE server’s
current configuration for:

Related .
Documentation

SAE configuration
Services
Subscriptions
Interface classifiers

Domain map

Reloading the SAE Data (SRC CLI) on page 46

Viewing Information About Interfaces (C-Web Interface)
Viewing Information About Device Drivers (C-Web Interface)
Viewing Information About Services (C-Web Interface)

Viewing Information About Policies (C-Web Interface)
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Reloading the SAE Configuration (C-Web Interface)

To reload the SAE configuration data from the directory:

1. Click Manage>Request>SAE>Load>Configuration.
The Configuration pane appears.

2. Enter information as described in the Help text in the main pane, and click OK.
The new configuration takes effect immediately.

Related . /nitially Configuring the SAE (C-Web Interface)
Documentation « Reloading the SAE Data (C-Web Interface) on page 53

« For more information about monitoring the SAE data with the C-Web interface, see
Viewing Information About the Directory Blacklist (C-Web Interface)

. Reloading Services (C-Web Interface) on page 54

Reloading Services (C-Web Interface)

To reload the services, scopes, virtual routers, policies, service mutex groups, and service
schedules from the directory:

1. Click Manage>Request>SAE>Load>Services.
The Services pane appears.

2. Enter information as described in the Help text in the main pane, and click OK.
Related service sessions are activated, deactivated, or reactivated as needed.

Related . Reloading the SAE Configuration (C-Web Interface) on page 54
Documentation « Viewing Information About Services (C-Web Interface)
« Commands to Manage SAE Data on page 45
. Reloading the SAE Data (C-Web Interface) on page 53

« Reloading Subscriptions (C-Web Interface) on page 54

Reloading Subscriptions (C-Web Interface)

To reload all subscriptions from the directory:

1. Click Manage>Request>SAE>Load>Subscriptions.
The Subscriptions pane appears.

2. Enter information as described in the Help text in the main pane, and click OK.

Related service sessions are activated, deactivated, or reactivated as needed.
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Related
Documentation

« Reloading the SAE Configuration (C-Web Interface) on page 54
. Viewing Statistics for Subscriber and Service Sessions (SRC CLI)

. For more information about viewing subscriber sessions with the SRC CLI, see Viewing
General Information About Subscriber Sessions (SRC CLI)

. Reloading the SAE Data (C-Web Interface) on page 53

Reloading Interface Classification Scripts (C-Web Interface)

Related
Documentation

To reload the interface classification scripts from the directory, and apply the result of
the interface classification changes to the router:

1. Click Manage>Request>SAE>Load>Interface Classification.
The Interface Classification pane appears.

2. Enter information as described in the Help text in the main pane, and click OK.

. Viewing Information About SAE Interfaces (SRC CLI)

Reloading the SAE Data (C-Web Interface) on page 53

Commands to Manage SAE Data on page 45

Reloading Domain Maps (C-Web Interface)

Related
Documentation

To reload the mapping of domain names to retailer entries:

1. Click Manage>Request>SAE>Load>Domain Map.
The Domain Map pane appears.

2. Enter information as described in the Help text in the main pane, and click OK.
This mapping is made available to the SAE’s subscriber classification script.

. Reloading the SAE Data (SRC CLI) on page 46

. Viewing Information About Interfaces (C-Web Interface)

. Viewing Information About Device Drivers (C-Web Interface)
« Viewing Information About Services (C-Web Interface)

. Viewing Information About Policies (C-Web Interface)

Removing the Directory Blacklist (C-Web Interface)

To remove the directory blacklist:

1. To view information about the directory blacklist:

a. Click Monitor>SAE>Directory Blacklist.
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The Directory Blacklist pane appears.

b. Enterinformation as described in the Help text in the main pane, and click OK.

2. Toremove the directory blacklist:
a. Click Manage>Clear>SAE>Directory Blacklist.
The Directory Blacklist pane appears.

b. Enter information as described in the Help text in the main pane, and click OK.

Related . Removing the Directory Blacklist (SRC CLI) on page 48

Documentation Removing Login Registrations (C-Web Interface) on page 56

Viewing Information About the Directory Blacklist (C-Web Interface)

Reloading the SAE Data (C-Web Interface) on page 53

Removing Login Registrations (C-Web Interface)

You can delete all login registrations, or you can delete a specific registration.
To remove login registrations:

1. Click Monitor>SAE>Registered>Login.
The Login pane appears.

2. Enter information as described in the Help text in the main pane, and click OK.

To remove login registrations:

1. Click Manage>Clear>SAE>Registered>Login.
The Login pane appears.

2. Enter information as described in the Help text in the main pane, and click OK.

Related . Removing Login Registrations (SRC CLI) on page 48

D tati
ocumentation « Removing the Directory Blacklist (C-Web Interface) on page 55

Viewing Login Registrations (C-Web Interface)
Reloading the SAE Data (C-Web Interface) on page 53

Removing Equipment Registrations (C-Web Interface)

You can delete all equipment registrations, or you can delete a specific registration. The
demonstration residential portal provides an example of how to use equipment
registration.

To remove equipment registrations:
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1. Click Monitor>SAE >Registered>Equipment.
The Equipment pane appears.

2. Enter information as described in the Help text in the main pane, and click OK.

To remove login registrations:

1. Click Manage>Clear>SAE>Registered>Equipment.
The Equipment pane appears.

2. Enter information as described in the Help text in the main pane, and click OK.

Related . Removing Equipment Registrations (SRC CLI) on page 49

D tati
ocumentation « Removing Login Registrations (C-Web Interface) on page 56

Viewing Equipment Registrations (C-Web Interface)
« Reloading the SAE Data (C-Web Interface) on page 53

Modifying Failover Server Parameters (C-Web Interface)

To modify failover server parameters:

1. To view the router or device instances:
a. Click Monitor>SAE>Drivers.
The Drivers pane appears.

b. Enterinformation as described in the Help text in the main pane, and click OK.

2. To modify failover server parameters:
a. Click Manage>SAE>Request>Modify>Device>Failover.
The Failover pane appears.

b. Enter information as described in the Help text in the main pane, and click OK.

Related . Modifying Failover Server Parameters (SRC CLI) on page 49

Documentation
v ! Viewing Information About Device Drivers (C-Web Interface)

Viewing Statistics for Device Drivers (SRC CLI)

Viewing Statistics for Specific Device Drivers (SRC CL/)

Shutting Down the Device Drivers (C-Web Interface)

To shut down the specified router or device instance:

1. To view the router or device instances:

a. Click Monitor>SAE>Drivers.
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Related
Documentation

The Drivers pane appears.
b. Enterinformation as described in the Help text in the main pane, and click OK.
2. Toshut down all device drivers:
a. Click Manage>SAE>Request>Shutdown>Device.
The Device pane appears.

b. Enter information as described in the Help text in the main pane, and click OK.

« Shutting Down the Device Drivers (SRC CLI) on page 50

. Viewing Information About Device Drivers (C-Web Interface)
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Using Juniper Networks Routers in the SRC
Network

« Using JunosE Routers in the SRC Network (SRC CLI) on page 61
- Using Devices Running Junos OS in the SRC Network (SRC CLI) on page 85
« Managing Junos DMI Devices Using the SRC Software on page 113

« Managing Routers Running Junos OS and Acting as a PCEF Using the SRC Software
(SRC CLI) on page 119
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Using JunoskE Routers in the SRC Network
(SRC CLI)

« COPS Connection Between JunosE Routers and the SAE on page 61

« Adding JunosE Routers and Virtual Routers (SRC CLI) on page 62

« Configuring the SAE to Manage JunosE Routers (SRC CLI) on page 67

« How SNMP Obtains Information from Routers for the SRC Software on page 70

« Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

« Specifying JunosE Router Initialization Scripts on the SAE (SRC CLI) on page 74

« Updating Local IP Address Pools for JunosE Virtual Routers (SRC CLI) on page 75

« Updating Quality of Service Profiles for JunosE Virtual Routers (SRC CLI) on page 76
« Accessing the Router CLI on page 77

« Starting the SRC Client on a JunosE Router on page 78

« Stopping the SRC Client on a JunosE Router on page 78

« Monitoring Interactions Between the SAE and the Router Running JunosE
Software on page 79

« Troubleshooting Problems with Managing JunosE Routers on page 79

« Viewing the State of JunosE Device Drivers (SRC CLI) on page 80

« Viewing Statistics for Specific JunosE Device Drivers (SRC CLI) on page 82
« Viewing Statistics for All JunosE Device Drivers (SRC CLI) on page 82

« Viewing the State of JunosE Device Drivers (C-Web Interface) on page 83

« Viewing Statistics for All JunosE Device Drivers (C-Web Interface) on page 83

COPS Connection Between JunosE Routers and the SAE

Configuring the SRC client on a JunosE router opens a Common Open Policy Service
(COPS) protocol layer connection to the SAE. When the SRC client software establishes
a TCP/IP connection to the SAE, the SAE starts to manage the JunosE router.
Subsequently, the SRC client sends configuration changes made on the JunosE router
tothe SAE, and the SAE updates SRC configurations for services and policies accordingly.
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The SAE supports two versions of COPS:

. COPS usage for policy provisioning (COPS-PR)
« COPS External Data Representation Standard (COPS-XDR)

The version of COPS that you use depends on the version of COPS that your JunosE
router supports. When you set up your JunosE router to work with the SAE, you enable
either COPS-PR mode or COPS-XDR mode.

Highly Available Connections to JunosE Routers

JunosE routers maintain state information, a feature that allows an active, managing
SAE to reconnect to a JunosE router without performing a data resynchronization in the
following instances:

« The network connection between the SAE and the JunosE router is disrupted, and the
router reconnects to the SAE

« For JunosE routers with high availability configured, when the secondary SRP takes
control from a failed SRP it can reconnect to the SAE

To maintain highly available connections to JunosE routers, configure an SAE community
and the session store by configuring SAE identifiers in the configuration for the shared
network device virtual router. In the configuration, an exclamation point identifies
standby SAEs.

Related . Storing Subscriber and Service Session Data on page 37
Documentation « Adding JunosE Routers and Virtual Routers (SRC CLI) on page 62

. Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

« How SNMP Obtains Information from Routers for the SRC Software on page 70
« Configuring the SAE to Manage JunosE Routers (SRC CLI) on page 67
. Starting the SRC Client on a JunosE Router on page 78

« Monitoring Interactions Between the SAE and the Router Running JunosE Software on
page 79

Adding JunosE Routers and Virtual Routers (SRC CLI)

The SAE uses router and virtual router objects to manage interfaces on JunosE virtual
routers. Each JunosE router in the SRC network and its virtual routers (VRs) must have
a configuration.

There are three ways to add routers:

1. Adding Operative JunoskE Routers and Virtual Routers on page 63
2. Adding Routers Individually (SRC CLI) on page 63
3. Adding Virtual Routers Individually (SRC CLI) on page 65

62 Copyright © 2015, Juniper Networks, Inc.



Chapter 6: Using JunosE Routers in the SRC Network (SRC CLI)

Adding Operative JunosE Routers and Virtual Routers

To add routers and JunosE VRs that are currently operative and have an operating SNMP
agent:

« In operational mode, enter the following command:

user@host> request network discovery network network <community community>

where:
« network—Address (with or without mask) of the network to discover
« community—Name of the SNMP community to which the devices belong

If you add a router using the discover network feature, the software adds the IP address
of the first SNMP agent on the router to respond to the discover request.

After you add routers and JunosE VRs through network discovery, configure the virtual
router’s managing SAE address.

Adding Routers Individually (SRC CLI)
Use the following configuration statements to add a router:

shared network device name {
accounting-per-attachment;
description description ;
device-type (junose | junos | pcmm );
management-address management-address ;
no-accounting-per-attachment;
gos-profile [ gos-profile ...];

1
To add a router:
1. From configuration mode, access the configuration statements that configure network
devices. This procedure uses junose_boston as the name of the router.

user@host# edit shared network device junose_boston

The same procedure can be used for routers running Junos OS.

2. (Optional) Disable the accounting-per-attachment feature to calculate accounting
for each policy list on the basis of the accounting flag status of each policy rule in the
policy list.

[edit shared network device junose_boston]
user@host# set no-accounting-per-attachment
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@

NOTE:
- To enable the accounting-per-attachment feature, configure the

accounting-per-attachment option at the [edit shared network device]
hierarchy.

By default, the accounting-per-attachment feature is not set.

You must restart the sscc connection for the configuration changes to
take effect.

You can configure the accounting-per-attachment feature under the
[edit shared sae group group-name configuration driver junose] or [edit
shared network device] hierarchy. The settings configured under the
[edit shared network device] hierarchy override the settings under the
[edit shared sae group group-name configuration driver junose]
hierarchy.

. (Optional) Add a description for the router.

[edit shared network device junose_boston]
user@host# set description description

4. (Optional) Add the IP address of the router.

ul

[edit shared network device junose_boston]
user@host# set management-address management-address

. (Optional) Specify the type of device that you are adding.

[edit shared network device junose_boston]
user@host# set device-type junose

6. (Optional) Specify quality of service (QoS) profiles that are configured on the router.

~

[edit shared network device junose_boston]
user@host# set qos-profile [ gos-profile ...]

(Optional) Verify your configuration.

[edit shared network device junose_boston]
user@host# show
no-accounting-per-attachment;
description "Juniper Networks E320";
management-address 10.10.8.27;
device-type junose;
qos-profile dhcp-default;
interface-classifier {

rule rule-0 {

script #;

}
¥
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Adding Virtual Routers Individually (SRC CLI)

You can add a virtual router to an existing router.
Use the following configuration statements to add a virtual router:

shared network device name virtual-router name {
sae-connection [ sae-connection ...];
snmp-read-community snmp-read-community ;
snmp-write-community snmp-write-community ;
scope [ scope ...];
local-address-pools local-address-pools ;
static-address-pools static-address-pools ;
tracking-plug-in [ tracking-plug-in ...];
user-tracking-plug-in user-tracking-plug-in ...];
authentication-plug-in [ authentication-plug-in ...1;
dual-stack-delay delay
vpn-id vpn-id,

1

To add a virtual router:

1. From configuration mode, access the configuration statements for virtual routers.
This procedure uses junose_boston as the name of the router and vrl as the name of
the virtual router.

user@host# edit shared network device junose_boston virtual-router vrl

2. Specify the addresses of SAEs that can manage this router. This step is required for
the SAE to work with the router.

[edit shared network device junose_boston virtual-router vr1]
user@host# set sae-connection [ sae-connection ...]

To specify the active SAE and the redundant SAE, enter an exclamation point (!) after
the hostname or IP address of the connected SAE. For example:

[edit shared network device junose_boston virtual-router vrl]
user@host# set sae-connection [sael! sae2!]

3. (Optional) Specify an SNMP community name for SNMP read-only operations for
this virtual router.

[edit shared network device junose_boston virtual-router vr1]
user@host# set snmp-read-community snmp-read-community

4. (Optional) Specify an SNMP community name for SNMP write operations for this
virtual router.

[edit shared network device junose_boston virtual-router vr1]
user@host# set snmp-write-community snmp-write-community
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(Optional) Specify service scopes assigned to this virtual router. The scopes are
available for subscribers connected to this virtual router for selecting customized
versions of services.

[edit shared network device junose_boston virtual-router vr1]
user@host# set scope [ scope ...]

(Optional) Specify the list of IP address pools that a virtual router currently manages
and stores.

[edit shared network device junose_boston virtual-router vrl]
user@host# set local-address-pools local-address-pools

(Optional) Specify the list of IP address pools that a virtual router manages but does
not store.

[edit shared network device junose_boston virtual-router vrl]
user@host# set static-address-pools static-address-pools

(Optional) Specify the plug-ins that track interfaces that the SAE manages on this
virtual router.

[edit shared network device junose_boston virtual-router vr1]
user@host# set tracking-plug-in [ tracking-plug-in ...]

(Optional) Specify a list of plug-ins that are notified of interface events for this virtual
router.

[edit shared network device junose_boston virtual-router vrl]
user@host# set authentication-plug-in [ authentication-plug-in ...]

. (Optional) Specify a single-tracking plug-in or a list of tracking plug-ins used to track

subscriber sessions associated with this virtual router.

[edit shared network device junose_boston virtual-router vrl]
user@host# set user-tracking-plug-in [ user-tracking-plug-in ...]

Set the user-tracking-plug-in option to the name of the configuration plug-in you
configured with the edit shared sae configuration plug-ins name name ssr-writer
statement.

. Configure the delay time (in milliseconds) for dual-stack interfaces. dual-stack-delay

is not configured by default.

[edit shared sae group west-region configuration driver junose]
user@host# dual-stack-delay delay

. (Optional) Specify the VPN identifier used by this virtual router. For edge devices, you

can specify VRF instead of a string to use the VRF instance reported by the device as
the VPN identifier. For example, if you specify VRF for a JunosE router, the VPN identifier
is the name of the virtual router.

[edit shared network device junose_boston virtual-router vr1]
user@host# set vpn-id (vpn-id | VRF)
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13. (Optional) Verify your configuration.

[edit shared network device junose_boston virtual-router vril]
user@host# show
authentication-plug-in ldap-auth;
dual-stack-delay 1000;
local-address-pools 10.0.0.1;
sae-connection 10.212.10.2;

scope POP-Ottawa;
snmp-read-community ********-
snmp-write-community ******xx-
static-address-pools 10.10.0.1;
user-tracking-plug-in fileAuth;
vpn-id 123;

Related . Configuring the SAE to Manage JunosE Routers (SRC CLI) on page 67
Documentation . Specifying JunosE Router Initialization Scripts on the SAE (SRC CLI) on page 74
« Configuring Service Scopes (SRC CLI)
« Types of Tracking Plug-ins

« Classification Scripts Overview

Configuring the SAE to Manage JunosE Routers (SRC CLI)

To set up the SAE to manage JunosE routers, configure a router driver that specifies a
COPS server that can accept COPS connections from the COPS client in JunosE routers.

Use the following configuration statements to configure the SAE to manage JunosE
routers:

shared sae configuration driver junose {
accounting-per-attachment;
backlog backlog ;
cached-driver-expiration cached-driver-expiration ;
cops-handler-threads cops-handler-threads ;
cops-message-maximum-length cops-message-maximum-length ;
cops-message-read-buffer-size cops-message-read-buffer-size ;
cops-message-write-buffer-size cops-message-write-buffer-size ;
drop-unmanaged-interfaces-xdr-driver;
dual-stack-delay delay
keepalive-interval keepalive-interval ;
message-timeout message-timeout ;
no-accounting-per-attachment;
pending-address-timeout pending-address-timeout ;
track-unmanaged-interfaces-xdr-driver;

}

To configure the SAE to manage JunosE routers:

1. From configuration mode, access the configuration statement that configures the
JunosE router driver. In this sample procedure, the Junosk driver is configured in the
west-region group.

user@host# edit shared sae group west-region configuration driver junose
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2. (Optional) Disable the accounting-per-attachment feature to calculate accounting
statistics for each policy list on the basis of the accounting flag status of each policy
rule in the policy list.

[edit shared sae group west-region configuration driver junose]
user@host# set no-accounting-per-attachment

NOTE:
0 - To enable the accounting-per-attachment feature, configure the
accounting-per-attachment option at the [edit shared sae group
group-name configuration driver junose] hierarchy.

. By default, the accounting-per-attachment feature is not set.

- You must restart the sscc connection for the configuration changes to
take effect.

- You can configure the accounting-per-attachment feature under the
[edit shared sae group group-name configuration driver junose] or [edit
shared network device] hierarchy. The settings configured under the
[edit shared network device] hierarchy override the settings under the
[edit shared sae group group-name configuration driver junose]
hierarchy.

3. Configure the port number of the SAE COPS server. The port number must match the
configuration of the SRC client in the JunosE router.

[edit shared sae group west-region configuration driver junose]
user@host# set cops-server-port cops-server-port

4. Configure the number of outstanding connection attempts before connections are
dropped.

[edit shared sae group west-region configuration driver junose]
user@host# set backlog backlog

5. Configure the delay time (in milliseconds) for dual-stack interfaces. dual-stack-delay
is not configured by default.

[edit shared sae group west-region configuration driver junose]
user@host# dual-stack-delay delay

6. Configure the interval between keepalive messages sent from the COPS client (the
JunosE router).

[edit shared sae group west-region configuration driver junose]
user@host# set keepalive-interval keepalive-interval

7. Configure the timeout interval in which the COPS server waits for a response to COPS
requests.

[edit shared sae group west-region configuration driver junose]
user@host# set message-timeout message-timeout
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8. Configure the maximum length of a COPS message.

[edit shared sae group west-region configuration driver junose]
user@host# set cops-message-maximum-length cops-message-maximum-length

9. Configure the buffer size for receiving COPS messages from the JunosE client. We
recommend that you use the default setting unless you are instructed to change it by
Juniper Networks.

[edit shared sae group west-region configuration driver junose]
user@host# set cops-message-read-buffer-size cops-message-read-buffer-size

10. Configure the buffer size for sending COPS messages to the JunosE client. We
recommend that you use the default setting unless you are instructed to change it by
Juniper Networks.

[edit shared sae group west-region configuration driver junose]
user@host# set cops-message-write-buffer-size cops-message-read-buffer-size

1. Configure the maximum time that a DHCP address request remains pending.

[edit shared sae group west-region configuration driver junose]
user@host# set pending-address-timeout pending-address-timeout

12. Configure the size of the thread pool for handling unsolicited messages. These threads
are shared among all JunosE router drivers.

[edit shared sae group west-region configuration driver junose]
user@host# set cops-handler-threads cops-handler-threads

13. Configure the minimum amount of time to keep the state of a router driver after its
COPS connection has been closed.

[edit shared sae group west-region configuration driver junose]
user@host# set cached-driver-expiration cached-driver-expiration

14. (Optional) If you are using COPS-XDR, specify whether or not the JunosE router driver
keeps a record of unmanaged interfaces.

[edit shared sae group west-region configuration driver junose]
user@host# set drop-unmanaged-interfaces-xdr-driver

15. (Optional) Enable or disable sending of interface-tracking events for unmanaged
interfaces for the XDR router driver.

[edit shared sae group west-region configuration driver junose]
user@host# set track-unmanaged-interfaces-xdr-driver

16. (Optional) Verify your configuration.

[edit shared sae group west-region configuration driver junose]
user@host# show

no-accounting-per-attachment;

cops-server-port 3288;

backlog 50;
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Related
Documentation

keepalive-interval 45;

message-timeout 120000;
cops-message-maximum-length 200000;
cops-message-read-buffer-size 30000;
cops-message-write-buffer-size 30000;
pending-address-timeout 5000;
cops-handler-threads 20;
cached-driver-expiration 600;
drop-unmanaged-interfaces-xdr-driver;
track-unmanaged-interfaces-xdr-driver;

. Creating Grouped Configurations for the SAE (SRC CLI)

. Configuring the SAE to Manage JunosE Routers (C-Web Interface)

« Monitoring Interactions Between the SAE and the Router Running JunosE Software on
page 79

. Troubleshooting Problems with Managing JunosE Routers on page 79

. Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

« SAE Accounting on page 19
« Adding Routers Individually (SRC CLI) on page 63

How SNMP Obtains Information from Routers for the SRC Software

Related
Documentation

Some scripts in the SRC software use SNMP to get information from the router. For
example, the poolPublisher router initialization script uses SNMP to read the IP pools.

« On the router, you can configure access to the router’'s SNMP server. See Configuring
the SNMP Server on the JunosE Router.

« Onthe SAE, you can configure global default SNMP communities that are used for
read and write access to the router.

« You can specify SNMP communities for each virtual router. We recommend that you
specify communities for each virtual router instead of configuring global communities.

« Accessing the Router CLI on page 77

« Configuring the SNMP Server on the JunosE Router

« Configuring Global SNMP Communities in the SRC Software (SRC CLI) on page 155
« Configuring Global SNMP Communities in the SRC Software (C-Web Interface)

« Adding JunosE Routers and Virtual Routers (SRC CLI) on page 62

« Adding JunosE Routers and Virtual Routers (C-Web Interface)

« Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

« Specifying JunosE Router Initialization Scripts on the SAE (SRC CLI) on page 74
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Developing Router Initialization Scripts for Network Devices and Juniper Networks

Routers

When the SAE establishes a connection with a router or network device, it can run an
initialization script to customize the setup of the connection. These initialization scripts
are run when the connection between a router or network device and the SAE is
established and again when the connection is dropped.

We provide the lorPublisher script in the /opt/UMC/sae/lib folder. The lorPublisher script
publishes the interoperable object reference (IOR) of the SAE in the directory so that a
NIC can associate a router with an SAE.

For JunosE VRs that supply IP addresses from a local pool, a router initialization script is
provided that identifies which VR supplies each IP pool and writes the information to the
configuration. The SAE runs the script only when a COPS connection is established to

the JunosE router. Consequently, if you modify information about IP pools on a VR after
the COPS connectionis established, the SAE will not automatically register the changes,

and you must update the configuration.

For Junos (only junos-ise device) virtual routers that supply IP addresses from a local
pool, a router initialization script is provided to get the IP pool information from Junos
router and update it in LDAP.

Table 6 on page 71 describes the router initialization scripts that we provide with the
SRC software in the /opt/UMC/sae/lib folder.

Table 6: Router Initialization Scripts

Script Name

iorPublisher

Function

Publishes the IOR of the SAE into an
internal part of the shared
configuration so that a NIC can
associate a router with an SAE.

When to Use Script

Use with JunosE routers that do not
supply IP addresses from local
pools, and with devices running
Junos OS.

Use with all devices running Junos
OS.

Use with third-party network
devices.

poolPublisher

Publishes the IOR of the SAE and local
IP address pools in the directory so that
a NIC can associate a router with an
SAE and resolve the IP-to-SAE
mapping.

Use with JunosE virtual routers that
supply IP addresses from local
pools.

isePoolPublisher

Publishes the local IP address pools in
the directory so that a NIC can
associate a router with an SAE and
resolve the IP-to-SAE mapping.

Use with Junos (only junos-ise
device) virtual routers that supply
IP addresses from local pools.
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Interface Object Fields

Router initialization scripts are written in the Python programming language
(www.python.org) and executed in the Jython environment (www.jython.org).

Router initialization scripts interact with the SAE through an interface object called Ssp.
The SAE exports a number of fields through the interface object to the script and expects
the script to provide the entry point to the SAE.

Table 7 on page 72 describes the fields that the SAE exports.

Table 7: Exported Fields

Ssp Attribute Description

Ssp.properties System properties object (class: java.util.Properties)—The properties
should be treated as read-only by the script.

Ssp.errorLog Error logger—Use the SsperrorLog.printin (message) to send error
messages to the log.

Ssp.infoLog Info logger—Use the Ssp.infoLog.printin (message) to send informational
messages to the log.

Ssp.debuglog Debug logger—Use the Ssp.debuglog.println (message) to send debug
messages to the log.

The router initialization script must set the field Ssp.routerlnit to a factory function that
instantiates a router initialization object:

. <VRName>—Name of the virtual router in which the COPS client has been configured,
format: virtualRouterName@RouterName

. <virtuallp>—Virtual IP address of the SAE (string, dotted decimal; for example:
192.168.254.1)

. <reallp>—Real IP address of the SAE (string, dotted decimal; for example, 192.168.1.20)
« <VRIp>—IP address of the virtual router (string, dotted decimal)

. <transportVR>—Name of the virtual router used for routing the COPS connection, or
None, if the COPS client is directly connected

The factory function must implement the following interface:

Ssp.routerlnit(VRName,
virtuallp,

reallp,

VRIp,

transportVR)

The factory function returns an interface object that is used to set up and tear down a
connection for a given COPS server. A common case of a factory function is the
constructor of a class.

72
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The factory function is called directly after a COPS server connection is established. In
case of problems, an exception should be raised that leads to the termination of the
COPS connection.

Required Methods
Instances of the interface object must implement the following methods:

. setup()—Is called when the COPS server connection is established and is operational.
In case of problems, an exception should be raised that leads to the termination of the
COPS connection.

« shutdown()—Is called when the COPS server connection to the virtual router is
terminated. This method should not raise any exceptions in case of problems.

Example: Router Initialization Script

The following script defines a router initialization class named SillyRouterlnit. The interface
class does not implement any useful functionality. The interface class just writes
messages to the infoLog when the router connection is created or terminated.

class SillyRouterlnit:
def __init__(self, vrName, virtuallp, reallp, vrip, transportVr):
' initialize router initialization object """
self.vrName = vrName
Ssp.infoLog.printin("SillyRouterlInit created™)

def setup(self):
' initialize connection to router ™"
Ssp.infoLog.printin(''Setup connection to VR %(vrName)s™ %
vars(self))

def shutdown(self):
""" shutdown connection to router "'**
Ssp.infoLog.printin("'Shutdown connection to VR %(vrName)s™ %

vars(self))
#
# publish interface object to Ssp core
#

Ssp.routerlinit = SillyRouterlnit

Related . How SNMP Obtains Information from Routers for the SRC Software on page 70
Documentation . Specifying JunosE Router Initialization Scripts on the SAE (SRC CLI) on page 74
« Accessing the Router CLI on page 77
« Viewing Statistics for Specific JunosE Device Drivers (SRC CLI) on page 82
. Troubleshooting Problems with Managing JunosE Routers on page 79

« Updating Local IP Address Pools for Junos Virtual Routers (SRC CLI) on page 91
« Updating Local IP Address Pools for JunosE Virtual Routers (SRC CLI) on page 75
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Specifying JunoskE Router Initialization Scripts on the SAE (SRC CLI)

Use the following configuration statements to specify router initialization scripts for
JunosE routers:

shared sae configuration driver scripts {
extension-path extension-path ;
general general ;
junose-pr junose-pr;
junose-xdr junose-xdr ;

}

To configure router initialization scripts for JunosE routers:

1. From configuration mode, access the configuration statements that configure router
initialization scripts. In this sample procedure, the scripts are configured in the
west-region group.

user@host# edit shared sae group west-region configuration driver scripts

2. Specify the script for JunosE routers when the JunosE driver uses COPS-PR mode
when connecting to the SAE.

[edit shared sae group west-region configuration driver scripts]
user@host# set junose-pr junose-pr

3. Specify the script for JunosE routers when the JunosE driver uses COPS-XDR mode
when connecting to the SAE.

[edit shared sae group west-region configuration driver scripts]
user@host# set junose-xdr junose-xdr

In COPS-XDR mode, the router does not send the network access server (NAS) IP
address to the SAE. If your configuration requires this value, add the following line to
a JunoskE script:

import ERXnasip

4. Configure a router initialization script that can be used for all types of routers that the
SRC module supports.

[edit shared sae group west-region configuration driver scripts]
user@host# set general general

5. Configure a path to router initialization scripts that are not in the default location,
/opt/UMC/sae/lib.

[edit shared sae group west-region configuration driver scripts]
user@host# set extension-path extension-path

6. (Optional) Verify your router initialization script configuration.
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[edit shared sae group west-region configuration driver scripts]
user@host# show
Junose-xdr poolPublisher;

Related . Accessing the Router CLI on page 77

Documentation
v ! . Configuring the SAE to Manage JunosE Routers (SRC CLI) on page 67

. Monitoring Interactions Between the SAE and the Router Running JunoskE Software on
page 79

. Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

Updating Local IP Address Pools for JunosE Virtual Routers (SRC CLI)

When you reconfigure local IP address pools on a router running Junosk Software, you
must update the LDAP directory with the local IP addresses that the virtual router provides.

Before you update local IP address pools, make sure that:

« The JunosE router and VR appear in the LDAP directory.
« The VR has an operating SNMP agent.

« The SAE can communicate with the VR through SNMP
« You have write permissions for the O=Network subtree.

The IP pools are updated in LDAP directory only if there is a change in value of IP address
pools on virtual router running Junosk Software.

Use the following command to update local IP address pools on a router running JunosE
Software:

request sae update ip-pools virtual-router virtual-router <management-address
management-address> <SNMP-community SNMP-community > <server server> <base-dn
base-dn > <principal principal > <credentials credentials >

To update IP pools on a router running JunosE Software:

1. Issue the request sae update ip-pools command, and specify the virtual-router option
in the format virtualRouterName@deviceName. This text string is case sensitive and
must match the name in the JunosE configuration. In this sample procedure the virtual
router is vri@junose_boston.

user@host> request sae update ip-pools virtual-router vri@junose_boston

2. (Optional) To specify the IP address of the virtual router, use the management-address
option.

3. (Optional) To specify the SNMP community for the virtual router, use the
SNMP-community option.
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Related
Documentation

0 NOTE: When you execute the request sae update ip-pools command
without the SNMP-community option, the SRC software checks if the
virtual router has any configured SNMP read community.

. If the virtual router has any configured SNMP community, then that
community value from LDAP is set as the SNMP read community.

- If the virtual router does not have any configured SNMP community,
then the default public community is set as the SNMP read community.

4. (Optional) To specify the IP address or name of the host that supports the directory,
use the server option.

5. (Optional) To specify the base DN for the root of the tree to be used, use the base-dn
option.

6. (Optional) To specify the DN that defines the username with which an SRC component
accesses the directory, use the principal option.

7. (Optional) To specify the password used for authentication with the directory server,
use the credentials option.

« Adding JunosE Routers and Virtual Routers (SRC CLI) on page 62
« How SNMP Obtains Information from Routers for the SRC Software on page 70

Configuring the SAE to Manage JunosE Routers (SRC CLI) on page 67

Configuring a Schedule for Executing the Commands or Scripts (SRC CLI)

Updating Quality of Service Profiles for JunosE Virtual Routers (SRC CLI)

You can use SNMP to read the QoS profile information on routers running Junosk Software,
and update the LDAP directory with a list of QoS profiles that are currently configured
on the router.

Before you update local QoS profiles, make sure that:

« The JunosE router and VR appear in the directory.
« The VR has an operating SNMP agent.
« The SAE can communicate with the VR through SNMP

« You have write permissions for the O=Network subtree.

Use the following command to update QoS profiles on a router running JunosE Software:
request sae update gos-profiles virtual-router virtual-router <management-address

management-address > <SNMP-community SNMP-community > <server server> <base-dn
base-dn > <principal principal > <credentials credentials >

To update QoS profiles on a router running JunosE Software:

76
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Related .
Documentation

Issue the request sae update qos-profiles command, and specify the virtual-router
optionin the format virtualRouterName@deviceName. This text string is case sensitive
and must match the name in the JunosE configuration. In this sample procedure the
virtual router is vri@junose_boston.

user@host> request sae update gos-profiles virtual-router vrii@junose_boston

(Optional) To specify the IP address of the virtual router, use the management-address
option.

(Optional) To specify the SNMP community for the virtual router, use the
SNMP-community option.

(Optional) To specify the IP address or name of the host that supports the directory,
use the server option.

(Optional) To specify the base DN for the root of the tree to be used, use the base-dn
option.

(Optional) To specify the DN that defines the username with which an SRC component
accesses the directory, use the principal option.

(Optional) To specify the password used for authentication with the directory server,
use the credentials option.

Adding JunosE Routers and Virtual Routers (SRC CLI) on page 62
How SNMP Obtains Information from Routers for the SRC Software on page 70

Configuring the SAE to Manage JunosE Routers (SRC CLI) on page 67

Accessing the Router CLI

You can access the CLIs of Juniper Networks routers through a Telnet or secure shell
connection.

Related .
Documentation

To open a Telnet session to a router, use the telnet operational mode command. For
example:

user@host> telnet 10.10.10.3

To open a secure shell connection, use the ssh operational command. For example:

user@host> ssh host 10.10.10.3

Specifying JunosE Router Initialization Scripts on the SAE (SRC CLI) on page 74
Starting the SRC Client on a JunosE Router on page 78

Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71
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Starting the SRC Client on a JunosE Router

Related
Documentation

JunosE routers use an SRC client to interact with the SAE. See JunosE Broadband Access
Configuration Guide for complete information about configuring the SRC client on a
JunoskE router.

To start the SRC client:

1. Access the router CLI.
2. Access Global configuration mode.

host1# configure terminal

3. Switch to the virtual router for which you want to create an SRC client.

host1(config)#virtual-router <vrName>

4. Enable the SRC client.
To enable COPS-PR mode:

hostl:<vrName> (config)#sscc enable cops-pr

To enable COPS-XDR mode:

hostl:<vrName> (config)#sscc enable

5. Set the primary address from the configuration directory.

hostl:<vrName>(config)#sscc primary address <ipAddress> port 3288

. Stopping the SRC Client on a JunosE Router on page 78
« Accessing the Router CLI on page 77
« Specifying JunosE Router Initialization Scripts on the SAE (SRC CLI) on page 74

« Viewing Statistics for All JunosE Device Drivers (SRC CLI) on page 82

Stopping the SRC Client on a JunosE Router

JunosE routers use an SRC client to interact with the SAE. See JunosE Broadband Access
Configuration Guide for complete information about configuring the SRC client on the
JunoskE router.

To stop the SRC client:
1. Access the router CLI.
See “Accessing the Router CLI” on page 77.

2. Access Global configuration mode.

host1#configure terminal

78
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3. Switch to the virtual router for which you want to stop an SRC client.

host1(config)#virtual-router <vrName>

4. Disable the SRC client.

hostl:<vrName> (config)#no sscc enable

Related . Starting the SRC Client on a JunosE Router on page 78

Documentation « Viewing Statistics for All JunosE Device Drivers (SRC CLI) on page 82

Monitoring Interactions Between the SAE and the Router Running JunosE Software

Purpose Monitor connection between the SAE and a JunoskE router.

Action To monitor the connection between the router and the SAE:
« Use the show sscc info command on the JunosE router
To display the version number of the SRC client:
« Use the show sscc version command on the JunosE router.
See the JunosE Command Reference Guide for details about these commands.

You can also monitor the interactions between the SRC module and the router in the log
files for the SAE and in the log files generated by the JunosE router.

. Forinformation about configuring logging on JunosE routers, see Junosk System Event
Logging Reference Guide.

Related . Specifying JunosE Router Initialization Scripts on the SAE (SRC CLI) on page 74
Documentation . Configuring the SAE to Manage JunosE Routers (SRC CLI) on page 67

« Troubleshooting Problems with Managing JunosE Routers on page 79

Troubleshooting Problems with Managing JunosE Routers

Problem Description: SRC client or JunosE router is not working as expected.

Solution You can troubleshoot problems with the SRC client on JunosE routers and with managed
JunosE routers, interfaces, and services on the SAE.

To troubleshoot SRC problems on the router:

1. Look at the log files for the SAE and the log files generated by the SRC client on the
JunosE router.

. If the log files indicate a problem with specific interfaces on the router, review the
configuration of the associated policies in the SRC module, and fix any errors.
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. Ifthe log files indicate a problem with a specific service or its associated policy rules,
review the configuration of the service or policies in the SRC module, and fix any
errors.

. If the log files indicate only that the SRC client is not responding, ensure that the
values in the SAE configuration match the values in the SRC client configuration on
the router.

2. Restart the SRC client on the JunosE router.

When you restart the SRC client, the SRC client removes all policies that were installed
by the SRC module and reports all interfaces again.

0 NOTE: DHCP addresses that were managed are not reported again, so
we recommend that you do not restart the SRC client if you are managing
DHCP sessions.

To restart the SRC client in COPS-PR mode, enter the following commands:
hostl:<vrName> (config)#no sscc enable
hostl:<vrName> (config)#sscc enable cops-pr

To restart the SRC client in COPS-XDR mode, enter the following commands:

hostl:<vrName> (config)#no sscc enable
hostl:<vrName> (config)#sscc enable

If restarting the SRC client does not resolve the problem, rebuild the router configuration
and restart the client.

Related . Monitoring Interactions Between the SAE and the Router Running JunosE Software on
Documentation page 79

. Viewing the State of JunosE Device Drivers (SRC CLI) on page 80
« Viewing Statistics for Specific JunosE Device Drivers (SRC CLI) on page 82

« Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

Viewing the State of JunosE Device Drivers (SRC CLI)

Purpose Display the state of JunosE drivers.

Action Use the following operational mode command:

show sae drivers <device-name device-name> < (brief) > <maximum-results
maximum-results>
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Related
Documentation

For example:

user@host> show sae drivers device-name default@dryad
Junosk Driver

Device name default@dryad
Device type junose
Device IP 10.227.7.244
Local IP 10.227.7.172
TransportRouter default@dryad
Device version 7.2.0
Start time Tue Feb 13 14:18:44 EST 2007
Number of notifications 20
Number of processed added 14
Number of processed changed 0
Number of processed deleted 6
Number of provisioning attempt 30
Number of provisioning attempt failed O
Number of outstanding decisions 0
Number of SAP 7
Number of PAP 1
Number of active user sessions 100
Number of active service sessions 0
Job Queue
Size 0
Age (ms) 1
Total enqueued 28
Total dequeued 28

Average job time (ms) 426

State Synchronization

Number recovered subscriber sessions
Number recovered service sessions
Number recovered interface sessions
Number invalid subscriber sessions
Number invalid service sessions
Number invalid interface sessions

(el elelNolNoNe]

Background restoration start time Tue Feb 13 14:18:49 EST 2007

Background restoration end time Tue Feb 13 14:18:49 EST 2007

Number subscriber sessions restored in background 0
Number of provisioning objects left to collect
Total number of provisioning objects to collect 11

o

Start time Tue Feb 13 14:18:45 EST 2007
End time Tue Feb 13 14:18:47 EST 2007
Number of synched contexts 7
Number of post-sync jobs 6

Session Store Info

Session Store Status sessionsCollected

Status Last Update Time Mon Jul 29 10:26:26 UTC 2013

Current Usage Ratio 1.0

Last Modified Time Size(KB) Name LiveSessionsSize(KB)

Mon Jul 29 10:27:05 UTC 2013 117.9 storeOps_1_1 117.9

« COPS Connection Between JunosE Routers and the SAE
« Troubleshooting Problems with Managing JunosE Routers on page 79

. Viewing the State of JunosE Device Drivers (C-Web Interface) on page 83
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. Monitoring Interactions Between the SAE and the Router Running JunosE Software on

page 79

Viewing Statistics for Specific JunosE Device Drivers (SRC CLI)

Purpose

Action

Related
Documentation

Display statistics for a specific JunosE device driver.

Use the following operational mode command:

show sae statistics device <name name> < (brief) >

For example:

user@host> show sae statistics device name default@dryad

SNMP Statistics

Add notification handle time
Change notification handle time
Client 1D

Delete notification handle time
Failover 1P

Failover port

Handle message time

Job queue age

Job queue time

Number message send

Number of added jobs

Number of add notifications
Number of change notifications
Number of delete notifications
Number of managed interfaces
Number of message errors

Number of message timeouts
Number of removed jobs

Number of user session established
Number of user session removed
Router type

Up time

Using failover server

Number of active user sessions
Number of active service sessions

6

0
default@dryad
0

0.0.0.0

0

60

0

4

158

OO0 WVWOoOOoOMOOMO

Junosk COPS
172286
false

100

0

. Troubleshooting Problems with Managing JunosE Routers on page 79

« Viewing the State of JunosE Device Drivers (SRC CLI) on page 80

« Viewing Statistics for All JunosE Device Drivers (SRC CLI) on page 82

« Monitoring Interactions Between the SAE and the Router Running JunosE Software on

page 79

Viewing Statistics for All JunosE Device Drivers (SRC CLI)

Purpose

Action

Display SNMP statistics for all JunosE device drivers.

Use the following operational mode command:
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show sae statistics device common junose-cops

For example:

user@host> show sae statistics device common junose-cops
SNMP Statistics

Driver type Junost COPS

Number of close requests 0

Number of connections accepted 2

Number of current connections 1

Number of open requests 2

Server address 0:0:0:0:0:0:0:0
Server port 3288

Time since last redirect 186703

Related . Troubleshooting Problems with Managing JunosE Routers on page 79
D tati
ocumentation « Viewing the State of JunosE Device Drivers (SRC CLI) on page 80
« Viewing Statistics for Specific JunosE Device Drivers (SRC CLI) on page 82

. Viewing Statistics for All JunosE Device Drivers (C-Web Interface) on page 83

Viewing the State of JunosE Device Drivers (C-Web Interface)

Purpose If the log files indicate a problem with a specific driver, review the configuration of the
associated JunosE device driver with the C-Web interface.

Action 1. Click Monitor>SAE>Drivers.
The Drivers pane appears.
2. Enter information as described in the Help text in the main pane, and click OK.

The Drivers pane displays information about the JunosE device driver.

Related . Troubleshooting Problems with Managing JunosE Routers on page 79
Documentation

Monitoring Interactions Between the SAE and the Router Running JunosE Software on
page 79

Viewing Statistics for All JunosE Device Drivers (C-Web Interface) on page 83

Viewing Statistics for All JunosE Device Drivers (C-Web Interface)

Purpose To view SNMP statistics for all JunosE device driver:

Action 1. Click Monitor>SAE>Statistics>Device>Common.
The Common pane appears.
2. Enter information as described in the Help text in the main pane, and click OK.

The Common pane displays statistics for the JunosE device driver.
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Related
Documentation

Troubleshooting Problems with Managing JunosE Routers on page 79
Viewing Statistics for Specific JunosE Device Drivers (SRC CLI) on page 82
Viewing the State of JunosE Device Drivers (C-Web Interface) on page 83

Viewing Statistics for All JunosE Device Drivers (SRC CLI) on page 82
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Using Devices Running Junos OS in the
SRC Network (SRC CLI)

« BEEP Connection Between Devices Running Junos OS and the SAE on page 86

« Managing DMI Devices on Routers Running Junos OS Using the SRC Software and
Junos Space on page 86

. Adding Devices Running Junos OS and Virtual Routers (SRC CLI) on page 87
« Updating Local IP Address Pools for Junos Virtual Routers (SRC CLI) on page 91

« Retrieving Local IP Address Pool Information from Junos Router During Router
Initialization and Pool Republishing (SRC CLI) on page 92

« Configuring the SAE to Manage Devices Running Junos OS (SRC CLI) on page 94

« Configuring Secure Connections Between the SAE and Devices Running Junos
OS on page 96

« Adding the Server Certificate on the Device on page 97

« Creating a Client Certificate for the Router on page 98

« Adding the Client Certificate on the Router on page 98

. Configuring the SAE to Use TLS (SRC CLI) on page 99

« Configuring TLS on the SAE (SRC CLI) on page 99

« SAE Verification of Junos OS Configuration Changes on page 100

« Setting Up Periodic Configuration Checking (SRC CLI) on page 100

« Using SNMP to Retrieve Information from JunosE Routers and Devices Running Junos
OSs (SRC CLI) on page 101

« Specifying Router Initialization Scripts on the SAE (SRC CLI) on page 102
« Configuring Devices Running Junos OS to Interact with the SAE on page 103
« SAE Tracking for LSPs Configured on Devices Running Junos OS on page 104

« Configuring the Device Running Junos OS to Apply Changes It Receives from the
SAE on page 105

« Disabling Interactions Between the SAE and Devices Running Junos OS on page 105
« Monitoring Interactions Between the SAE and Devices Running Junos OS on page 106

« Troubleshooting Problems Between the SRC module and Device Drivers Running Junos
OS on page 106
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BEEP Connection Between Devices Running Junos OS and the SAE

Related
Documentation

For information about which devices running Junos OS and releases a particular SRC
release supports, see the SRC Release Notes.

The SAE interacts with a Junos OS process, referred to as the SRC software process in
this documentation, on the devices running Junos OS. The SAE and the SRC software

process communicate using the Blocks Extensible Exchange Protocol (BEEP). You can
secure the BEEP connection by using Transport Layer Security (TLS).

When the SRC software process establishes a BEEP session for the SAE, the SAE
configures aninterface on the devices running Junos OS. The SAE builds the configuration
for an interface using the policies stored in the directory. If the policies are subsequently
modified, the SAE builds a new configuration and reconfigures the interface on the devices
running Junos OS. The device running Junos OS stores data about interfaces and services
that the SAE manages in a configuration group called sdx. You must create this
configuration group on the device running Junos OS.

« Adding Operative Devices Running Junos OS (C-Web Interface)
. Configuring the SAE to Manage Devices Running Junos OS (SRC CLI) on page 94

« Configuring Secure Connections Between the SAE and Devices Running Junos OS on
page 96

Managing DMI Devices on Routers Running Junos OS Using the SRC Software and
Junos Space

Related
Documentation

For information about which devices running Junos OS and releases a particular SRC
release supports, see the SRC Release Notes.

Using the SRC Device Management Interface (DMI) driver and Junos Space, the SRC
software can manage DMI devices connected to routers running Junos OS. The SRC
software communicates with Junos Space using the representational state transfer
(REST) over HTTP(S), and Junos Space manages the router running Junos OS over the
DMI. The SRC software recognizes and receives notifications for changes to DMI devices
connected to the router, allowing you to offer dynamic services on those devices. In
addition, you can define and automatically provision policies for DMI devices, provide
per-subscriber accounting for services on DMI devices, and develop script services for
service sessions residing on DMI-managed devices.

The router stores data about interfaces and services that the SAE manages in a
configuration group called sdx. When you use the DMI driver, the SRC software
automatically creates this configuration group on the router.

. Managing DMI Devices Using the SRC Software and Junos Space Overview on page 114

. Migrating from the Junos (BEEP) Driver to the Junos DMI Driver (SRC CLI) on page 118
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Adding Devices Running Junos OS and Virtual Routers (SRC CLI)

On devices running Junos OS, the SAE manages interfaces. The SRC module associates
a virtual router called default with each device running Junos OS. Each device running
Junos OS in the SRC network and its associated virtual router (VR) called default must
appear in the directory. The VRs are not actually configured on the device running Junos
OS; the VR in the directory provides a way for the SAE to manage the interfaces on the
device running Junos OS.

You can add routers the following ways:

« Adding Operative Devices Running Junos OS (SRC CLI) on page 87
« Adding Routers Individually (SRC CLI) on page 87
« Adding Virtual Routers Individually (SRC CLI) on page 89

Adding Operative Devices Running Junos OS (SRC CLI)

To add to the directory routers and Junos OS VRs that are currently operative and have
an operating SNMP agent:

« In operational mode, enter the following command:
request network discovery network network <community community >

where:
« network—Address (with or without mask) of the network to discover
« community—Name of the SNMP community to which the devices belong

If you add a router using the discover network feature, the software adds the IP address
of the first SNMP agent on the router to respond to the discover request.

Adding Routers Individually (SRC CLI)
Use the following configuration statements to add a router:

shared network device name {
accounting-per-attachment;
description description ;
device-type (junose | junos | pcmm );
management-address management-address ;
no-accounting-per-attachment;
gos-profile [ gos-profile ...];

}

To add a router:

1. From configuration mode, access the configuration statements that configure network
devices. This procedure uses junose_boston as the name of the router.

user@host# edit shared network device junose_boston

The same procedure can be used for routers running Junos OS.
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2. (Optional) Disable the accounting-per-attachment feature to calculate accounting
for each policy list on the basis of the accounting flag status of each policy rule in the
policy list.

[edit shared network device junose_boston]
user@host# set no-accounting-per-attachment

NOTE:
0 - To enable the accounting-per-attachment feature, configure the
accounting-per-attachment option at the [edit shared network device]
hierarchy.

. By default, the accounting-per-attachment feature is not set.

- You must restart the sscc connection for the configuration changes to
take effect.

- You can configure the accounting-per-attachment feature under the
[edit shared sae group group-name configuration driver junose] or [edit
shared network device] hierarchy. The settings configured under the
[edit shared network device] hierarchy override the settings under the
[edit shared sae group group-name configuration driver junose]
hierarchy.

3. (Optional) Add a description for the router.

[edit shared network device junose_boston]
user@host# set description description

4. (Optional) Add the IP address of the router.

[edit shared network device junose_boston]
user@host# set management-address management-address

5. (Optional) Specify the type of device that you are adding.

[edit shared network device junose_boston]
user@host# set device-type junose

6. (Optional) Specify quality of service (QoS) profiles that are configured on the router.

[edit shared network device junose_boston]
user@host# set qos-profile [ gos-profile ...]

7. (Optional) Verify your configuration.

[edit shared network device junose_boston]
user@host# show
no-accounting-per-attachment;

description "Juniper Networks E320";
management-address 10.10.8.27;

device-type junose;

qos-profile dhcp-default;
interface-classifier {
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rule rule-0 {
script #;
by
}

Adding Virtual Routers Individually (SRC CLI)

You can add a virtual router to an existing router.
Use the following configuration statements to add a virtual router:

shared network device name virtual-router name {
sae-connection [ sae-connection ...];
snmp-read-community snmp-read-community ;
snmp-write-community snmp-write-community ;
scope [ scope ...];
local-address-pools local-address-pools ;
static-address-pools static-address-pools ;
tracking-plug-in [ tracking-plug-in ...];
user-tracking-plug-in user-tracking-plug-in ...];
authentication-plug-in [ authentication-plug-in ...];
dual-stack-delay delay
vpn-id vpn-id,

1

To add a virtual router:
1. From configuration mode, access the configuration statements for virtual routers.

This procedure uses junose_boston as the name of the router and vr1 as the name of
the virtual router.

user@host# edit shared network device junose_boston virtual-router vrl

2. Specify the addresses of SAEs that can manage this router. This step is required for
the SAE to work with the router.

[edit shared network device junose_boston virtual-router vr1]
user@host# set sae-connection [ sae-connection ...]

To specify the active SAE and the redundant SAE, enter an exclamation point (!) after
the hostname or IP address of the connected SAE. For example:

[edit shared network device junose_boston virtual-router vr1]
user@host# set sae-connection [sael! sae2!]

3. (Optional) Specify an SNMP community name for SNMP read-only operations for
this virtual router.

[edit shared network device junose_boston virtual-router vrl]
user@host# set snmp-read-community snmp-read-community

4. (Optional) Specify an SNMP community name for SNMP write operations for this
virtual router.

[edit shared network device junose_boston virtual-router vr1]
user@host# set snmp-write-community snmp-write-community
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(Optional) Specify service scopes assigned to this virtual router. The scopes are
available for subscribers connected to this virtual router for selecting customized
versions of services.

[edit shared network device junose_boston virtual-router vr1]
user@host# set scope [ scope ...]

(Optional) Specify the list of IP address pools that a virtual router currently manages
and stores.

[edit shared network device junose_boston virtual-router vrl]
user@host# set local-address-pools local-address-pools

(Optional) Specify the list of IP address pools that a virtual router manages but does
not store.

[edit shared network device junose_boston virtual-router vrl]
user@host# set static-address-pools static-address-pools

(Optional) Specify the plug-ins that track interfaces that the SAE manages on this
virtual router.

[edit shared network device junose_boston virtual-router vr1]
user@host# set tracking-plug-in [ tracking-plug-in ...]

(Optional) Specify a list of plug-ins that are notified of interface events for this virtual
router.

[edit shared network device junose_boston virtual-router vrl]
user@host# set authentication-plug-in [ authentication-plug-in ...]

. (Optional) Specify a single-tracking plug-in or a list of tracking plug-ins used to track

subscriber sessions associated with this virtual router.

[edit shared network device junose_boston virtual-router vrl]
user@host# set user-tracking-plug-in [ user-tracking-plug-in ...]

Set the user-tracking-plug-in option to the name of the configuration plug-in you
configured with the edit shared sae configuration plug-ins name name ssr-writer
statement.

. Configure the delay time (in milliseconds) for dual-stack interfaces. dual-stack-delay

is not configured by default.

[edit shared sae group west-region configuration driver junose]
user@host# dual-stack-delay delay

. (Optional) Specify the VPN identifier used by this virtual router. For edge devices, you

can specify VRF instead of a string to use the VRF instance reported by the device as
the VPN identifier. For example, if you specify VRF for a JunosE router, the VPN identifier
is the name of the virtual router.

[edit shared network device junose_boston virtual-router vr1]
user@host# set vpn-id (vpn-id | VRF)
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13. (Optional) Verify your configuration.

[edit shared network device junose_boston virtual-router vril]
user@host# show
authentication-plug-in ldap-auth;
dual-stack-delay 1000;
local-address-pools 10.0.0.1;
sae-connection 10.212.10.2;

scope POP-Ottawa;
snmp-read-community ********-
snmp-write-community ******xx-
static-address-pools 10.10.0.1;
user-tracking-plug-in fileAuth;
vpn-id 123;

Related . Configuring the SAE to Manage JunosE Routers (SRC CLI) on page 67
Documentation . Specifying JunosE Router Initialization Scripts on the SAE (SRC CLI) on page 74
« Configuring Service Scopes (SRC CLI)
« Types of Tracking Plug-ins

« Classification Scripts Overview

Updating Local IP Address Pools for Junos Virtual Routers (SRC CLI)

When you reconfigure local IP address pools on a router running Junos Software, you
must update the LDAP directory with the local IP addresses that the virtual router provides.

0 NOTE: ThelP address pool updates featureis available only on Junos devices
of type junos-ise. This feature is not available on other Junos devices such
as junos, junos-ptsp, and junos-dmi.

Before you update local IP address pools, make sure that:

« The virtual router and junos-ise device appear in the LDAP directory.
« Telnet or SSH service is configured on the Junos router.
. Telnet or SSH users are created for the Junos router.

« Telnet or SSH connection authentication parameters are configured by using the
pool-retrieval option.

For more information about the pool retrieval parameters, see “Retrieving Local IP Address
Pool Information from Junos Router During Router Initialization and Pool Republishing
(SRC CLI)” on page 92.

The IP pools are updated in LDAP directory only if there is a change in value of IP address
pools on virtual router running Junos Software and LDAP.

Use the following command to update local IP address pools on a router running Junos
Software:
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request sae update ip-pools virtual-router virtual-router

To update IP pools from a router running Junos Software:

1. Issue the request sae update ip-pools command, and specify the virtual-router option
in the format virtualRouterName@deviceName. In this sample procedure the virtual
router is vri@junos-ise.

user@host> request sae update ip-pools virtual-router vvri@junos-ise

Related . Updating Local IP Address Pools for JunosE Virtual Routers (SRC CLI) on page 75
Documentation S . .
. Configuring a Schedule for Executing the Commands or Scripts (SRC CLI)
« Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

Retrieving Local IP Address Pool Information from Junos Router During Router
Initialization and Pool Republishing (SRC CLI)

During the router initialization and pool republishing, you need to configure the Telnet or
SSH connection authentication parameters to retrieve the IP pool information from a
router running Junos.

You can configure the Telnet or SSH connection authentication parameters by using the
pool-retrieval option under the [edit shared sae group group-name configuration driver
junos-ise] or [edit shared network device] hierarchy. The settings configured under the
[edit shared network device] hierarchy override the settings under the [edit shared sae
group group-name configuration driver junos-ise] hierarchy.

0 NOTE: ThelP address pool retrieving feature is available only on Junos devices
of type junos-ise. This feature is not available on other Junos devices such
as junos, junos-ptsp, and junos-dmi.

To establish the connection with a router running Junos OS, you can configure any one
of the following pool retrieval parameters:

« The Telnet username and password created for the Junos router.
« The SSH username and password created for the Junos router.

. The SSH key authentication file created by using the request system generate-ssh-key
ssh-key-name ssh-key-name command.

For pool republishing from a router running Junos OS, you can use the request sae update
ip-pools command. For more information, see “Updating Local IP Address Pools for Junos
Virtual Routers (SRC CLI)” on page 91.

Use the following statements to configure the pool retrieval parameter in driver level for
communicating and retrieving the IP pool information from a Junos router.
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shared sae group group-name configuration driver junos-ise pool-retrieval{
junos-login-name junos-login-name;
junos-password junos-password,
junos-protocol (ssh | telnet);
key-file-name key-file-name;
netconf-port netconf-port;

}

Use the following statements to configure the pool retrieval parameter in device level
for communicating and retrieving the IP pool information from a Junos router.

edit shared network device <name> pool-retrieval{
junos-login-name junos-login-name,;
junos-password junos-password,
junos-protocol (ssh | telnet);
key-file-name key-file-name;
netconf-port netconf-port;

}

To configure the pool retrieval parameters:

1. In configuration mode, specify the pool retrieval option.

[edit]
user@host# edit shared sae group POP-ID configuration driver junos-ise pool-retrieval

or

[edit]
user@host# edit shared network device <name> pool-retrieval

2. (Optional) Enter the Telnet or SSH login user name that is created for the junos-ise
device.

[edit shared sae group POP-ID configuration driver junos-ise pool-retrieval]
user@host# set junos-login-name junos-login-name

3. (Optional) Enter the Telnet or SSH login password which is created for the junos-ise
device.

[edit shared sae group POP-ID configuration driver junos-ise pool-retrieval]
user@host# set junos-password junos-password

4. Configure the protocol in which the communication happens with the junos-ise device.
The communication protocol can be SSH or Telnet.

[edit shared sae group POP-ID configuration driver junos-ise pool-retrieval]
user@host# set junos-protocol (ssh | telnet)

5. (Optional) Configure the SSH key authentication file name for junos-ise device that
connect through SSH protocol and authenticates through SSH key authentication
mechanism. This option is valid only for the SSH protocol.

[edit shared sae group POP-ID configuration driver junos-ise pool-retrieval]
user@host# set key-file-name key-file-name
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0 NOTE: You can use the SSH key authentication file which contains DSA
public keys when you log in to the junos-ise device.

. Tocreate a DSA public key, use the request system generate-ssh-key
ssh-key-name ssh-key-name command. You can view the generated DSA
public key by using the show system generated-keys ssh-key-name
command.

. To delete the DSA public key, use the request system remove-ssh-key
ssh-key-name command.

6. (Optional) Enter the port number for establishing the connection. The value ranges
from 1 through 65,535. By default, the port value is set to 830 for SSH and 23 for
Telnet.

[edit shared sae group POP-ID configuration driver junos-ise pool-retrieval]
user@host# set netconf-port netconf-port

7. (Optional) Verify your configuration.

user@host# show
pool-retrieval {
junos-login-name regress;
junos-protocol SSH;
key-file-name ssh-key-name;
netconf-port 830;

}

Related . Configuring a Schedule for Executing the Commands or Scripts (SRC CL/)

Documentation
. Developing Router Initialization Scripts for Network Devices and Juniper Networks

Routers on page 71

Configuring the SAE to Manage Devices Running Junos OS (SRC CLI)

A device running Junos OS interacts with the SAE by using a Junos OS process called
sdxd. When the sdxd process establishes a TCP/IP connection to the SAE, the SAE begins
to manage the router. The Junos router driver configuration defines parameters related
to the interactions between the SAE and the sdxd process.

Use the following configuration statements to configure the Junos router driver:

shared sae configuration driver junos {
beep-server-port beep-server-port ;
tls-beep-server-port tis-beep-server-port ;
connection-attempts connection-attempts ;
keepalive-interval keepalive-interval ;
message-timeout message-timeout ;
batch-size batch-size ;
transaction-batch-time transaction-batch-time ;
sdx-group-name sdx-group-name ;
sdx-session-group-name sdx-session-group-name ;
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send-commit-check send-commit-check ;

To configure the Junos router driver:

1.

From configuration mode, access the configuration statement that configures the
Junos router driver. In this sample procedure, the Junos driver is configured in the
west-region group.

user@host# edit shared sae group west-region configuration driver junos

Specify the TCP port number that is used to communicate with the sdxd process on
devices running Junos OS. This port number must match the port number configured
in the sdxd process on the router.

If you set this value to zero and the TLS BEEP server port is set, the SAE accepts only
TLS connections.

[edit shared sae group west-region configuration driver junos]
user@host# set beep-server-port beep-server-port

Specify the TLS port number that is used for TLS connections to the device running
Junos OS.

If you set this value to zero, the SAE does not accept TLS connections.

[edit shared sae group west-region configuration driver junos]
user@host# set tls-beep-server-port tis-beep-server-port

Specify the number of outstanding connection attempts before new connection
attempts are dropped.

[edit shared sae group west-region configuration driver junos]
user@host# set connection-attempts connection-attempts

Specify the interval between keepalive messages sent from the router.

[edit shared sae group west-region configuration driver junos]
user@host# set keepalive-interval keepalive-interval

Specify the amount of time that the router driver waits for a response from the sdxd
process.

Under a high load the router may not be able to respond fast enough to requests.
Change this value only if a high number of timeout events appear in the error log.

[edit shared sae group west-region configuration driver junos]
user@host# set message-timeout message-timeout

Specify the minimum number of service configuration transactions that are committed
at the same time

[edit shared sae group west-region configuration driver junos]
user@host# set batch-size batch-size
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Related
Documentation

Specify the maximum time to collect configuration transactions in a batch.

[edit shared sae group west-region configuration driver junos]
user@host# set transaction-batch-time transaction-batch-time

Specify the name of a session group on the device running Junos OS in which
provisioning objects are stored.

[edit shared sae group west-region configuration driver junos]
user@host# set sdx-session-group-name sdx-session-group-name

. Enable or disable commit check. If enabled, a more detailed error message is logged

if a batch fails, which lets you verify individual transactions in a batch.

[edit shared sae group west-region configuration driver junos]
user@host# set send-commit-check send-commit-check

. (Optional) Verify your configuration.

[edit shared sae group west-region configuration driver junos]
user@host# show

beep-server-port 3333;
tls-beep-server-port 0;
connection-attempts 50;
keepalive-interval 45;
message-timeout 30000;

batch-size 10;
transaction-batch-time 2000;
sdx-group-name sdx;
sdx-session-group-name sdx-sessions;
send-commit-check true;

Creating Grouped Configurations for the SAE (SRC CL/)

Configuring the SAE to Manage Devices Running Junos OS (C-Web Interface)

Configuring Secure Connections Between the SAE and Devices Running Junos OS on
page 96

Configuring Devices Running Junos OS to Interact with the SAE on page 103

Monitoring Interactions Between the SAE and Devices Running Junos OS on page 106

Configuring Secure Connections Between the SAE and Devices Running Junos OS

You can use TLS to protect communication between the SAE and devices running Junos
os.

To complete the handshaking protocol for the TLS connection, the client (device running

Ju

nos OS) and the server (SAE) must exchange and verify certificates. You need to create

aclient certificate and a server certificate. Both certificates must be signed by a certificate
authority (CA). Junos OS supports VeriSign, Inc. (http://www.verisign.com). You must
then install both certificates on the SAE and on the device running Junos OS.

96
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You can use SRC CLI commands to manage certificates manually, or through the Simple
Certificate Enrollment Protocol (SCEP).

Certificates are in the format defined in the X.509 standard for public key infrastructure.
The certificate requests are in the Public Key Cryptology Standard (PKCS) #10 format.

Tasks to set up the SAE and the device running Junos OS to use TLS are:

1. Adding the Server Certificate on the Device on page 97
2. Creating a Client Certificate for the Router on page 98

3. Adding the Client Certificate on the Router on page 98
4, Configuring the SAE to Use TLS (SRC CLI) on page 99
5. Configuring TLS on the SAE (SRC CLI) on page 99

Related . Configuring Secure Connections Between the SAE and Devices Running Junos OS

Documentation Configuring the SAE to Manage Devices Running Junos OS (SRC CLI) on page 94

BEEP Connection Between Devices Running Junos OS and the SAE on page 86

Adding the Server Certificate on the Device

The TLS client (device running Junos OS) needs a copy of the certificate that was used
to sign the SAE certificate so that it can verify the SAE certificate. To install the SAE
certificate on the device running Junos OS:

1. Include the following statements at the [edit security certificates certificate-authority]
hierarchy level.

[edit security certificates certificate-authority]
security{
certificates{
certificate-authority SAECert{
file /var/db/certs/cert.pem;
1
}
1

2. Include the following statements at the [ system services service-deployment] hierarchy
level.

system{
services{
service-deployment{
servers {
server-address port port-number{
security-options {
tls;
}
}
1
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Related . Configuring Secure Connections Between the SAE and Devices Running Junos OS on
Documentation page 96

. Creating a Client Certificate for the Router on page 98
« Adding the Client Certificate on the Router on page 98
« Configuring the SAE to Use TLS (SRC CLI) on page 99

Creating a Client Certificate for the Router

Forinformation about how to obtain a certificate for the router from a certificate authority,
see Obtaining a Certificate from a Certificate Authority in the Junos OS System Basics
Configuration Guide.

Related . Configuring Secure Connections Between the SAE and Devices Running Junos OS on
Documentation page 96

« Adding the Server Certificate on the Device on page 97

« Adding the Client Certificate on the Router on page 98

Adding the Client Certificate on the Router

To install the client (router) certificate on the device running Junos OS:

1. Include the following statements at the [edit security certificates certificate-authority]
hierarchy level.

[edit security certificates certificate-authority]
security{

certificates{

}
1

2. Include the following statements at the [system services service-deployment] hierarchy
level.

system{
services{
service-deployment{
local-certificate clientCert;
1
}
1

Related . Configuring Secure Connections Between the SAE and Devices Running Junos OS on
Documentation page 96
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. Adding the Server Certificate on the Device on page 97
. Creating a Client Certificate for the Router on page 98

« Removing a Certificate Request

Configuring the SAE to Use TLS (SRC CLI)

To configure the SAE to accept TLS connections, enter a port number with the set
beep-server-port command in the Junos router driver configuration.

See “Configuring the SAE to Manage Devices Running Junos OS (SRC CLI)” on page 94.

Related . Configuring the SAE to Use TLS
Documentation « Configuring TLS on the SAE (SRC CLI) on page 99
« Configuring Devices Running Junos OS to Interact with the SAE on page 103

« Monitoring Interactions Between the SAE and Devices Running Junos OS on page 106

Configuring TLS on the SAE (SRC CLI)

Use the following configuration statements to configure TLS on the SAE:

shared sae configuration driver junos security {
need-client-authentication;
certificate-identifier private-key;

1
To configure TLS on the SAE:
1. Fromconfiguration mode, access the configuration statement that configures security

for the Junos TLS connection. In this sample procedure, the Junos driver is configured
in the west-region group.

user@host# edit shared sae group west-region configuration driver junos security

2. (Optional) Specify whether or not the SAE requests a client certificate from the router
when a connection to the router is established.

[edit shared sae group west-region configuration driver junos security]
user@host# set need-client-authentication

3. Specify the name of certificate to be used for TLS communications.

[edit shared sae group west-region configuration driver junos security]
user@host# set certificate-identifier private-key

4. (Optional) Verify your TLS configuration.

[edit shared sae group west-region configuration driver junos security]
user@host# show

need-client-authentication;

certificate-identifier privatekey;

Copyright © 2015, Juniper Networks, Inc. 99



SRC PE 4.9.x Network Guide

Related
Documentation

. Configuring TLS on the SAE

« Configuring the SAE to Use TLS (SRC CLI) on page 99

. Configuring the SAE to Manage Devices Running Junos OS (SRC CLI) on page 94

« Monitoring Interactions Between the SAE and Devices Running Junos OS on page 106

« BEEP Connection Between Devices Running Junos OS and the SAE on page 86

SAE Verification of Junos OS Configuration Changes

Related
Documentation

The SAE can check the configuration of a device running Junos OS under its control to
detect whether the configuration has changed by a means other than through the SAE.
If the SAE finds a disparity between the router and the SAE configurations, it can take
several actions. The SAE checks the configuration installed on the router against the
state of the SAE session layer (subscriber, service, and interface sessions). While the
check is occurring, the SAE does not handle jobs from the router, and all provisioning
activity is blocked, including event notifications.

The SAE can take the following actions if it finds a disparity between the router and SAE
configurations:

. The SAE takes the state of the session layer on the router to be correct and updates
its local state to be consistent with the router. The SAE then sends stop events for all
sessions where the corresponding provisioning in the router has been removed.

. The SAE takes its local state to be the correct state and updates the router to be
consistent with its local state.

« The SAE does not solve the state discrepancy. It reports disparities through the SAE
device driver event trap called routerConfOutOfSynch and through the info log.

Note that it is not possible to check the consistency of individual objects that the SAE
provisions Therefore, modifications to a provisioning object while the SAE is disconnected
from the router cannot be detected.

. Setting Up Periodic Configuration Checking (SRC CLI) on page 100
« Setting Up the SAE to Periodically Check Junos OS Configuration (C-Web Interface)

Setting Up Periodic Configuration Checking (SRC CLI)

To configure the SAE to periodically check the configuration of the device running Junos
OS:

1. From configuration mode, access the configuration statement that configures the
configuration checking feature.

user@host# edit shared sae configuration driver junos configuration-checking

2. Specify when the SAE checks the router configuration.

100
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[edit shared sae configuration driver junos configuration-checking]
user@host# set configuration-checking-schedule configuration-checking-schedule

3. Specify the action that the SAE takes when it detects disparities between the
configuration of the SAE and the configuration on the router.

[edit shared sae configuration driver junos configuration-checking]
user@host# set configuration-checking-action enforce | synchronize | detect

4. (Optional) From operational mode, verify your configuration checking configuration.

[edit shared sae configuration driver junos configuration-checking]
user@host# show

configuration-checking-schedule "0 0 * * * * *';
configuration-checking-action synchronize;

Related . Setting Up the SAE to Periodically Check Junos OS Configuration (C-Web Interface)

Documentation
v ! « SAE Verification of Junos OS Configuration Changes on page 100

Using SNMP to Retrieve Information from JunosE Routers and Devices Running Junos
0OSs (SRC CLI)

You can use SNMP to retrieve information from the router. For example, if you create a
router initialization script that uses SNMP, you need to specify the SNMP communities
that are on the router.

We recommend that you specify SNMP communities for each virtual router. (See “Adding
JunosE Routers and Virtual Routers (SRC CLI)” on page 62.) You can also configure global
default SNMP communities.

You can configure global default SNMP communities that are used if a VR does not exist
on the router or if the community strings have not been configured for the VR.

Use the following configuration statements to configure global default SNMP
communities:

shared sae configuration driver snmp {
read-only-community-string read-only-community-string;
read-write-community-string read-write-community-string;

}

To configure global default SNMP communities:

1. From configuration mode, access the configuration statements that configure default
SNMP communities.

user@host# edit shared sae configuration driver snmp

2. Configure the default SNMP community string used for read access to the router.

[edit shared sae configuration driver snmp]
user@host# set read-only-community-string read-only-community-string
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3. Configure the default SNMP community string used for write access to the router.

[edit shared sae configuration driver snmp]
user@host# set read-write-community-string read-write-community-string

4. (Optional) Verify your configuration.

[edit shared sae configuration driver snmp]
user@host# show

read-only-community-string ******x*x-
read-write-community-string ****xxx*x;

Related . Using SNMP to Retrieve Information from Devices Running Junos OS and Other Network
Documentation Devices

. Configuring Event Tracking for Junos LSPs (SRC CLI) on page 104

. Configuring the Device Running Junos OS to Apply Changes It Receives from the SAE
on page 105

. Disabling Interactions Between the SAE and Devices Running Junos OS on page 105

« Monitoring Interactions Between the SAE and Devices Running Junos OS on page 106

Specifying Router Initialization Scripts on the SAE (SRC CLI)

Use the following configuration statements to specify router initialization scripts for
devices running Junos OS:

shared sae configuration driver scripts {
extension-path extension-path:;
general general;
junos junos;

}

To configure router initialization scripts for devices running Junos OS:

1. From configuration mode, access the configuration statements that configure router
initialization scripts. In this sample procedure, the scripts are configured in the
west-region group.

user@host# edit shared sae group west-region configuration driver scripts

2. Specify the router initialization script for devices running Junos OS.

[edit shared sae group west-region configuration driver scripts]
user@host# set junos junos

3. Configure a router initialization script that can be used for all types of routers that the
SRC module supports.

[edit shared sae group west-region configuration driver scripts]
user@host# set general general
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Related
Documentation

Configure a path to router initialization scripts that are not in the default location,
/opt/UMC/sae/lib.

[edit shared sae group west-region configuration driver scripts]
user@host# set extension-path extension-path

(Optional) From operational mode, verify your router initialization script configuration.

[edit shared sae group west-region configuration driver scripts]
user@host# show

extension-path ;

Jjunos iorPublisher;

Specifying Initialization Scripts of Routers Running Junos OS on the SAE (C-Web Interface)

Configuring Devices Running Junos OS to Interact with the SAE on page 103

Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

Configuring Devices Running Junos OS to Interact with the SAE

To configure the device running Junos OS to interact with the SAE:

1.

2.

Related .
Documentation

Include the following statements at the [edit system services service-deployment]
hierarchy level.

[edit system services service-deployment]
servers server-address {
port port-number;

}

source-address source-address;

Use the following guidelines for the variables in these statements.

server-address—Specifies the IP address of the host on which you install the SAE. Be
sure this setting matches the corresponding value in the SAE configuration.

port-number—Specifies the port number for the SAE. Be sure this setting matches the
corresponding value in the SAE configuration.

source-address—(Optional) Specifies the IP address of the source that sends traffic
to the SAE.

Specifying Router Initialization Scripts on the SAE (SRC CLI) on page 102

Configuring the Device Running Junos OS to Apply Changes It Receives from the SAE
on page 105

Disabling Interactions Between the SAE and Devices Running Junos OS on page 105

Monitoring Interactions Between the SAE and Devices Running Junos OS on page 106
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SAE Tracking for LSPs Configured on Devices Running Junos OS

« SAE Tracking for LSPs Configured on Devices Running Junos OS Overview on page 104
« Configuring Event Tracking for Junos LSPs (SRC CLI) on page 104

SAE Tracking for LSPs Configured on Devices Running Junos OS Overview

You can configure the SAE to track the status of LSPs that are configured on managed
devices running Junos OS. Use LSP tracking with applications such as the sample IPTV
application. This application uses LSP tracking to collect status information for LSPs
that carry IPTV traffic from video servers to a network edge router in which user
connections terminate.

LSP tracking can configure the system log on managed devices running Junos OS to send
notification messages to the managing SAE when LSPs are created and removed, and
when bandwidth allocation for an LSP changes. You can enable LSP tracking for all
managed devices running Junos OS or a set of devices running Junos OS.

The SAE creates a pseudointerface when each LSP becomes active (that is, when the
RPD_MPLS_LSP_UP syslog event is logged) to:

. Track session status by sending interface-tracking plug-in events for each
pseudointerface.

. Create subscriber sessions for the pseudo-interfaces.

The SAE does not support policy installation, including default policies, through an LSP
pseudointerface.

Configuring Event Tracking for Junos LSPs (SRC CLI)

Configure event tracking for Junos LSPs to provide information to an application, such
as the sample IPTV application, that needs information about LSP status.

To configure LSP tracking:

1. From configuration mode, access the configuration statement that specifies the
configuration for tracking LSPs.

[edit]
user@host# edit shared sae configuration driver junos lsp-tracking

2. (Optional) Specify a regular expression to identify a set of LSP names. If you do not
define an expression, the SAE tracks all LSPs.

[edit shared sae configuration driver junos lsp-tracking]
user@host# set match SRC123

3. (Optional) Specify the name of the file to store system log event messages (that
provide information about LSP state changes in a device running Junos OS).

For example, to store messages in the junos-1 file:

[edit shared sae configuration driver junos lsp-tracking]
user@host# file junos-1
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Configuring the Device Running Junos OS to Apply Changes It Receives from the SAE

To configure the device running Junos OS to receive configuration statements from the
SAE and apply those statements to the configuration:

1. Create a configuration group called sdx that contains the configuration statements
that the SAE sends to the device running Junos OS. To do so, include the groups
statement at the [edit] level and specify the name sdx.

[edit]
groups {
sdx;

}

2. Configure the device running Junos OS to apply these statements to the configuration.
To do so, include the apply-groups statement at the [edit] level.

[edit]
set apply-groups sdx;

Related . Configuring Devices Running Junos OS to Interact with the SAE on page 103

D tati
ocumentation Disabling Interactions Between the SAE and Devices Running Junos OS on page 105

Monitoring Interactions Between the SAE and Devices Running Junos OS on page 106

« SAE Verification of Junos OS Configuration Changes on page 100

Disabling Interactions Between the SAE and Devices Running Junos OS

To disable the SRC software process, enter the following command:

root@Uuil#set system processes service-deployment disable
root@uil# commit

When you disable the SRC software process, it is still available on the device running
Junos OS.

To reenable the SRC software process, enter the following command:

root@uil# delete system processes service-deployment disable
root@uil# commit
The SRC software process attempts to reconnect the device running Junos OS to the SAE.

Related . Configuring Devices Running Junos OS to Interact with the SAE on page 103

Documentation « Configuring the Device Running Junos OS to Apply Changes It Receives from the SAE

on page 105

« Monitoring Interactions Between the SAE and Devices Running Junos OS on page 106

Copyright © 2015, Juniper Networks, Inc. 105



SRC PE 4.9.x Network Guide

Monitoring Interactions Between the SAE and Devices Running Junos OS

Purpose

Action

Related
Documentation

Monitor the connection between the SAE and a device running Junos OS.

Use the following command on devices running Junos OS to monitor the connection
between the device running Junos OS and the SAE.

root@Quil>
show system services service-deployment

Connected to 172.17.20.151 port 3333 since 2004-02-06 14:50:31 PST
Keepalive settings: Interval 15 seconds

Keepalives sent: 100, Last sent: 6 seconds ago

Notifications sent: 0O

Last update from peer: 00:00:06 ago

You can also monitor the interactions between the SRC software and devices running
Junos OS in the log files for the SAE and in the log files generated by the SRC software
process on the device running Junos OS.

« Configuring Devices Running Junos OS to Interact with the SAE on page 103

« Configuring the Device Running Junos OS to Apply Changes It Receives from the SAE
on page 105

. Disabling Interactions Between the SAE and Devices Running Junos OS on page 105
. Logging for SRC Components Overview

. Forinformation about configuring logging on devices running Junos OS, see the Junos
OS System Basics Configuration Guide.

Troubleshooting Problems Between the SRC module and Device Drivers Running Junos

oS

« Troubleshooting Problems with the SRC Software Process on page 106

« Viewing the State of Device Drivers Running Junos OS (SRC CLI) on page 107

« Viewing Statistics for Specific Device Drivers Running Junos OS (SRC CLI) on page 108
« Viewing Statistics for All Device Drivers Running Junos OS (SRC CLI) on page 109

« Viewing the State of Device Drivers Running Junos OS (C-Web Interface) on page 109

- Viewing Statistics for Specific Device Drivers Running Junos OS (C-Web
Interface) on page 110

« Viewing Statistics for All Device Drivers Running Junos OS (C-Web Interface) on page 110

Troubleshooting Problems with the SRC Software Process

Problem

Description: The SRC process on a device running Junos OS is not working as expected.

106
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Solution

Review the log files for the SAE and the log files generated by the SRC software process
on the router. If the log files indicate that the SRC software process on the device running
Junos OS is not responding:

1. Look at the status of the process on the device running Junos OS.

root@uil>show system services service-deployment

Connected to 172.17.20.151 port 3333 since 2004-02-06 14:50:31 PST
Keepalive settings: Interval 15 seconds

Keepalives sent: 100, Last sent: 6 seconds ago

Notifications sent: 0O

Last update from peer: 00:00:06 ago

2. If you see the message “error: the service-deployment subsystem is not running,”
re-enable the SRC software process. See “Disabling Interactions Between the SAE
and Devices Running Junos OS” on page 105.

3. If the process is already enabled, review the configurations of the router and the SAE
in the directory, and fix any problems.

4. Restart the SRC software process on the router.

root@uil>restart service-deployment

The SAE synchronizes with the SRC software process and deletes unnecessary data
from the router.

If deleting parts of the SRC data on a device running Junos OS fails to solve problems,
delete all the SRC data and restart the SRC software process. To do so:

1. Delete all SRC interfaces and services.
delete groups sdx
root@uil#commit
2. Restart the SRC software process on the router.

root@uil>restart service-deployment

Viewing the State of Device Drivers Running Junos OS (SRC CLI)

Purpose

Action

Display the state of drivers running Junos OS.

Use the following operational mode command:

show sae drivers <device-name device-name > < (brief) > <maximum-results
maximum-results >

For example:

user@host> show sae drivers device-name default@jrouter
Driver running Junos 0OS

Device name default@jrouter

Device type device running junos 0S
Device IP /10.10.6.113:1879
Local IP 10.10.6.113
TransportRouter
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Device version

Start time

Number of notifications

Number of processed added
Number of processed changed
Number of processed deleted
Number of provisioning attempt

Number of provisioning attempt failed

Device type
Job queue size
Number of SAP
Number of PAP
Number of active user sessions
Number of active service sessions
Start time
End time

Transaction Manager

Transaction queue size 0

Router name
Session Store Info
Session Store Status
Status Last Update Time
Current Usage Ratio
Last Modified Time

8.2R1.7
Thu Mar 08 21:00:50 UTC 2007

unosRouterDriver

OWoOuLoOoOoOoOoOo

100

0

Thu Mar 08 21:00:55 UTC 2007
Thu Mar 08 21:00:55 UTC 2007

default@troll

sessionsCollected
Mon Jul 29 10:26:26 UTC 2013
1.0

Size(KB) Name LiveSessionsSize(KB)
Mon Jul 29 10:27:05 UTC 2013 117.9

storeOps_1 1 117.9

Viewing Statistics for Specific Device Drivers Running Junos OS (SRC CLI)

Purpose

Action

Display statistics for a specific device driver running Junos OS.

Use the following operational mode command:

show sae statistics device <name name> < (brief) >

For example:

user@host> show sae statistics device name default@jrouter

SNMP Statistics

Add notification handle time
Change notification handle time
Client 1D

Delete notification handle time
Failover 1P

Failover port

Handle message time

Job queue age

Job queue time

Number message send

Number of added jobs

Number of add notifications
Number of change notifications
Number of delete notifications
Number of managed interfaces
Number of message errors

Number of message timeouts
Number of removed jobs

Number of user session established

Number of user session removed
Router type
Up time

7

0
default@troll
0

0.0.0.0

0

N
o

OO O0OO0OO0OWOOOOWOoOo

Device running Junos 0S
7036120
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Using failover server false
Number of active user sessions 100
Number of active service sessions 0

Viewing Statistics for All Device Drivers Running Junos OS (SRC CLI)

Purpose Display SNMP statistics for all device drivers running Junos OS.

Action Use the following operational mode command:

show sae statistics device common junos

For example:

user@host> show sae statistics device common junos
SNMP Statistics

Driver type Driver running Junos 0S
Number of close requests 0

Number of connections accepted O
Number of current connections 0

Number of open requests 0
Server address 0.0.0.0
Server port 3288
Time since last redirect 0

Viewing the State of Device Drivers Running Junos OS (C-Web Interface)

Problem Description: Log files indicate a problem with a specific driver.

Solution Review the configuration of the associated device driver running Junos OS with C-Web:

1. Select SAE from the side pane, and click Drivers.

The Drivers pane appears.

Logged in as: adrain About Refresh Logout
SAE SAE > Drivers
Drivers
Component.
Name of device drivers.
Date Marne Of Device Driver | Flezse enters All or part of the device driver name. For JUNOS router
Disk drivers and FCMM drivers, use the format default@routeriame.
Qutput style
Interf:
EOfREER Style - Choices:
brief: Display only virtual router names
Numnber of results to be displayed.
Maximurn Results Legat range: 1 .. INF

Defzult value: 25

Ok | Reset

Juniper yaif Net.

2. Inthe Name of Device Driver box, enter a full or partial device driver name for which
you want to display information, or leave the box blank to display all devices. Use the
format:

default@<router name>
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3. Select an output style from the Style list.

4. In the Maximum Results box, enter the maximum number of results that you want to
receive.

5. Click OK.

The Drivers pane displays information about the device driver running Junos OS.

Viewing Statistics for Specific Device Drivers Running Junos OS (C-Web Interface)

Purpose View SNMP statistics about devices.

Action 1. Select SAE from the side pane, click Statistics, and then click Device.

The Device pane appears.

About  Refresh Logout
SAE > Skatistics > Dewies

Device

Component
Name of a device.

Device Name | Plsase soter: All or part of the device name. For JUNOS router drivers and PCHM
Disk drivers, use the format default@routerName.

output style
Interf:
Emes Style - Choicest

brief: Display only device names
OK| Reset

Date

his Reserved, Trademark Notice. Privacy. LD LS

2. Inthe Device Name box, enter a full or partial device name for which you want to
display information, or leave the box blank to display all devices.

3. Select an output style from the Style list.
4. Click OK.

The Device pane displays statistics for all devices.

Viewing Statistics for All Device Drivers Running Junos OS (C-Web Interface)

Purpose View SNMP statistics about specific devices.
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Action 1. Select SAE from the side pane, click Statistics, click Device, and then click Common.

The Common pane appears.

Logged in as: admin About  Refresh  Logout

SAE = Statistics > Dewice > Common

Component
Name of a device.
Date Device Name | Please enter: All or part of the device name. For JUNOS router drivers and PCMM
Disk drivers, use the format default@routsrilame.

Interfaces... Display SNMP statistics for a specified device driver type.
Choices:

Type I—LI junos: Display SHMP statistics for JUNOS router drivers
Jjunose-cops: Display SNMP statistics for JUNOSe router drivers
packetcable-cops: Display SNMP statistics for PCMM device drivers
proxy: Display SNMP statistics for third-party drivers

ox| Resat

Junlperbau\ltht.

2. Inthe Device Name box, enter a full or partial device name for which you want to
display information, or leave the box blank to display all devices.

3. Select the junos from the Type list:
4. Click OK.

The Common pane displays statistics for the specified device.
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Managing Junos DMI Devices Using the
SRC Software

+ Managing DMI Devices on Routers Running Junos OS Using the SRC Software and

Junos Space on page 113

- Managing DMI Devices Using the SRC Software and Junos Space Overview on page 114

« Summary of Tasks for Configuring the SRC Software to Manage DMI-Enabled Routers

Running Junos OS (SRC CLI) on page 115

« Adding the Router Running Junos OS as a DMI Network Device (SRC CLI) on page 116
« Configuring the Junos DMI Driver (SRC CLI) on page 117

« Migrating from the Junos (BEEP) Driver to the Junos DMI Driver (SRC CLI) on page 118

Managing DMI Devices on Routers Running Junos OS Using the SRC Software and

Junos Space

Related
Documentation

For information about which devices running Junos OS and releases a particular SRC
release supports, see the SRC Release Notes.

Using the SRC Device Management Interface (DMI) driver and Junos Space, the SRC
software can manage DMI devices connected to routers running Junos OS. The SRC
software communicates with Junos Space using the representational state transfer
(REST) over HTTP(S), and Junos Space manages the router running Junos OS over the
DMI. The SRC software recognizes and receives notifications for changes to DMI devices
connected to the router, allowing you to offer dynamic services on those devices. In
addition, you can define and automatically provision policies for DMI devices, provide
per-subscriber accounting for services on DMI devices, and develop script services for
service sessions residing on DMI-managed devices.

The router stores data about interfaces and services that the SAE managesin a
configuration group called sdx. When you use the DMI driver, the SRC software
automatically creates this configuration group on the router.

. Managing DMI Devices Using the SRC Software and Junos Space Overview on page 114

. Migrating from the Junos (BEEP) Driver to the Junos DMI Driver (SRC CLI) on page 118
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Managing DMI Devices Using the SRC Software and Junos Space Overview

Using the SRC Junos Device Management Interface (DMI) router driver and Junos Space,
you can manage DMI-enabled routers running Junos OS. Junos Space provides the ability
to manage all Junos devices that provide a DMI. Using the Junos Space GUI, you can
discover and manage DMI devices. The SRC software uses the Junos Space REST API
to configure, monitor, and synchronize with DMI devices.

The SRC Junos DMI router driver provides the integration between the SRC software and
Junos Space to manage Junos devices using the Junos Space REST API. The SRC Junos
DMI router driver is an alternative to the SRC Junos BEEP router driver implementation,
which is obsolete and is not supported on all devices running Junos OS.

All currently supported BEEP features are available with the Junos DMI router driver,
including stateless firewall filters, CoS and advanced services policies (stateful firewall
and NAT). As with the current Junos (BEEP) router driver, script services that use the
Junos XML management protocol command channel are also supported. All drivers
configured within a single SRC host are connected to the same Junos Space cluster. The
Junos DMl driver isindependent of the BEEP driver. Both drivers can be active at the same
time but cannot be connected to the same router running Junos OS.

To provide redundancy, you can configure multiple instances of the Junos DMI driver for
the same router running Junos OS. Only one driver for a given device is active at the same
time.

Like all SAE router drivers, the Junos DMI driver reacts to requests from the device that
signals subscribers logging in and logging out. The driver publishes Interface Tracking
events, performs interface classification to determine any default policies, and initiates
SAE subscriber session login and logout processing. The driver can dynamically activate,
modify, and deactivate policies for existing subscriber sessions, or terminate a subscriber
session. The driver can synchronize the state of a single subscriber session or all sessions.

Configuration Overview

With the Junos (BEEP) driver, because the sdxd daemon establishes the connection to
the SRC software, you need to configure the SRC server on the device. You also need to
create the sdx and sdx-sessions groups and add them to the apply-groups with the
highest priority. However, the Junos DMI router driver initiates the connection to the Junos
Space cluster and does not communicate with the router directly. As a result, no additional
configuration is required on the Junos Space cluster, or on the router to specify the SRC
server. For the groups and the apply-groups configuration, the Junos DMI router driver
automatically configures the device.

The groups name under which you install the SRC policies is configurable. However, for
backward compatibility with the Junos (BEEP) router driver, the default groups name is
“sdx” and “sdx-sessions.”
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Redundancy

Related
Documentation

For redundancy, multiple SRC hosts can be configured in a community. The community
manager appoints a master to become active. The active driver connects to the Junos
Space cluster and manages the router. The standby driver does not connect to Junos
Space, or send any configuration to the router unless it detects the failure of the master
and switches over.

Selecting an active driver requires that the network be reachable between all drivers
managing a particular router.

If a community member cannot reach its peers, it appoints the local driver as an isolated
master. When connectivity is restored, multiple masters may be active. The following
scheme is used to resolve this issue:

1. Ifadriverisappointed andit cannot connect to the Junos Space cluster that has active
connections to its device, the driver shuts down.

2. Iftwo masters are active at the same time, they send pings to each other. In this case,
one of the masters will be demoted and the other performs a full synchronization.

The Juniper Networks database is used to look up the endpoint address of the peers, so
the drivers must be configured to use a shared Juniper Networks database (for example,
by configuring the local Juniper Networks database to participate in the same directory
community).

« Summary of Tasks for Configuring the SRC Software to Manage DMI-Enabled Routers
Running Junos OS (SRC CLI) on page 115

« Adding the Router Running Junos OS as a DMI Network Device (SRC CLI) on page 116

« Configuring the Junos DMI Driver (SRC CLI) on page 117

Summary of Tasks for Configuring the SRC Software to Manage DMI-Enabled Routers
Running Junos OS (SRC CLI)

Related
Documentation

To configure the SRC software to manage DMI-enabled routers running Junos OS through
Junos Space:

1. Add the router running Junos OS as a DMI network device. See “Adding the Router
Running Junos OS as a DMI Network Device (SRC CLI)” on page 116.

2. Configure the SRC Junos DMI driver. See “Configuring the Junos DMI Driver (SRC CLI)”
on page 117.

3. Configure the session store feature for the Junos DMI driver. See “Configuring the
Session Store Feature (SRC CLI)” on page 39.

« Managing DMI Devices Using the SRC Software and Junos Space Overview on page 114

Adding the Router Running Junos OS as a DMI Network Device (SRC CLI) on page 116

Configuring the Junos DMI Driver (SRC CLI) on page 117
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Adding the Router Running Junos OS as a DMI Network Device (SRC CLI)

Use the following configuration statements to configure the SAE to manage the
DMI-enabled router running Junos OS:

shared network device name {
description description;
management-address management-address;
device-type (junose | junos-ise | junos-ptsp | junos |junos-dmi | pcmm | third-party);
interface-classifier interface-classifier ;

}

To add the router running Junos OS as a DMI network device:

1. From configuration mode, access the configuration statements that configure network
devices. This procedure uses rl-dmi as the name of the router.

user@host# edit shared network device r1-dmi

2. (Optional) Add a description for the router.

[edit shared network device rl-dmi]
user@host# set description description

3. (Optional) Add the IP address of the router.

[edit shared network device r1-dmi]
user@host# set management-address management-address

4. (Optional) Specify the device type as DMI.

[edit shared network device r1-dmi]
user@host# set device-type junos-dmi

5. Configure an interface classifier for the network device. For more information about
interface classifiers, see the SRC PE Subscribers and Subscriptions Guide.

[edit shared network device r1-dmi]
user@host# set interface-classifier interface-classifier

6. (Optional) Verify your configuration.

[edit shared network device ril-dmi]
user@host# show
description "Juniper Networks";
management-address 10.10.8.27;
device-type junos-dmi;
interface-classifier {

rule rule-0 {

script #;

3

}

Related . Managing DMI Devices Using the SRC Software and Junos Space Overview on page 114
Documentation
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« Summary of Tasks for Configuring the SRC Software to Manage DMI-Enabled Routers
Running Junos OS (SRC CLI) on page 115

« Configuring the Junos DMI Driver (SRC CLI) on page 117

Configuring the Junos DMI Driver (SRC CLI)

Use the following configuration statements to configure the SAE to manage DMI devices
through Junos Space:

shared sae configuration driver junos-dmi {
junos-space-server-address junos-space-server-address;
junos-space-port-number junos-space-port-number;
junos-space-user-name junos-space-user-name;
junos-space-password junos-space-password,
junos-space-protocol (http | https);
apply-group-name apply-group-name;
sae-community-manager sae-community-manager;

}

To configure the SAE to manage DMI devices through the Junos Space:

1. From configuration mode, access the configuration statements that configure the
DMI device driver.

user@host# edit shared sae configuration driver junos-dmi

2. Specify the IP address of the Junos Space server that manages the routers.

[edit shared sae configuration driver junos-dmi]
user@host# set junos-space-server-address junos-space-server-address

3. Specify the Junos Space port number.
[edit shared sae configuration driver junos-dmi]
user@host# set junos-space-port-number junos-space-port-number
4. (Optional) Specify the protocol used to connect to Junos Space.
[edit shared sae configuration driver junos-dmi]
user@host# set junos-space-protocol https
Where the protocol is one of the following:
. http
- https (default)

5. Specify the Junos Space username.

[edit shared sae configuration driver junos-dmi]
user@host# set junos-space-user-name junos-space-user-name

6. Specify the password to authenticate with Junos Space.
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[edit shared sae configuration driver junos-dmi]
user@host# set junos-space-password junos-space-password

7. Specify the name of the group on the router running Junos OS in which provisioning
objects are stored. This name must match the name configured on the router.

[edit shared sae configuration driver junos-dmi]
user@host# set apply-group-name apply-group-name

8. Specify the name of the community manager that manages DMI driver communities.
Active SAEs are selected from this community.

[edit shared sae configuration driver junos-dmi]
user@host# set sae-community-manager sae-community-manager

9. (Optional) Verify your configuration.

[edit shared sae configuration driver junos-dmi]
user@host# show
Junos-space-password ****kxxx .
Jjunos-space-port-number 8080;
Junos-space-protocol https;
Junos-space-server-address 10.1.2.3;
Junos-space-user-name userl;
apply-group-name sdx;
sae-community-manager sae_mgr;

}

}

Related . Managing DMI Devices Using the SRC Software and Junos Space Overview on page 114

Documentation « Summary of Tasks for Configuring the SRC Software to Manage DMI-Enabled Routers
Running Junos OS (SRC CLI) on page 115

« Adding the Router Running Junos OS as a DMI Network Device (SRC CLI) on page 116

Migrating from the Junos (BEEP) Driver to the Junos DMI Driver (SRC CLI)

Migrating active sessions is not supported when upgrading to SRC Release 4.2 from
previous releases of SRC software. This applies when running BEEP, or when migrating
from the BEEP driver to DMI driver.

Related . Managing DMI Devices Using the SRC Software and Junos Space Overview on page 114
Documentation
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Managing Routers Running Junos OS and
Acting as a PCEF Using the SRC Software
(SRC CLI)

« Managing MX Series Routers Acting as a PCEF Using the SRC Software
Overview on page 119

« Mapping Between SRC Software, Junos OS, and PCC or ePCC Concepts on page 120
« Gx Router Driver Supported 3GPP AVPs Definition on page 122

« 3GPP AVPs Supported for Gx Router Driver in Request and Response
Messages on page 128

« Adding the Routers Acting as a PCEF and Running Junos OS (SRC CLI) on page 131

« Configuring the SAE to Manage Routers Acting as a PCEF and Running Junos OS (SRC
CLI) on page 133

« Viewing the State of Gx Router Drivers (SRC CLI) on page 135

Managing MX Series Routers Acting as a PCEF Using the SRC Software Overview

The SRC software acting as a PCRF uses the Gx router driver to establish a southbound
Gxinterface between the SRC software and the MX Series router (that s, Services Control
Gateway) acting as a PCEF. The SRC software provisions static PCC rules, dynamic PCC
rules, or dynamic ePCC rules to the Services Control Gateway over the Gx interface using
the Diameter attribute-value pairs (AVPs). The SRC software can also send a Diameter
message over the Gx interface to the Services Control Gateway to activate the rules
predefined on the Services Control Gateway. The Services Control Gateway enforces
policy decisions specified by the rules and also provides usage monitoring information
and subscriber information to the SRC software. The SRC software uses the Diameter
protocol for communication between the SRC software and the Services Control Gateway.

Figure 7on page 120 represents the interface between the SRC software and the Services
Control Gateway.
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Figure 7: Interface Between the SRC software and the Services Control
Gateway
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Related . SAE Support for Gx Router Driver on page 10
Documentation . Adding the Routers Acting as a PCEF and Running Junos OS (SRC CLI) on page 131
« Configuring Service-Level 3GPP Attributes for Gx Router Driver (SRC CLI)
« Configuring Subscriber-Level 3GPP Attributes for Gx Router Driver (SRC CLI)

« Configuring Policies for Router Running Junos OS and Acting as PCEF (SRC CLI)

Mapping Between SRC Software, Junos OS, and PCC or ePCC Concepts

This section describes the mapping between the SRC software, Junos OS, and PCC or
ePCC concepts. Table 8 on page 120 lists the mapping between SRC software and Junos
OS terminology and the PCC or ePCC function terminology.

Table 8: SRC Software and Junos OS Terminology Versus PCC or ePCC Terminology

SRC Software and Junos OS Terminology PCC or ePCC Terminology

Subscriber session IP CAN Session

Service associated with service policies PCC Rule

Service associated with application policies ePCC Rule

Service activation Rule-Install

Service deactivation Rule-Remove

Service accounting Usage-Monitoring
Subscriber Session Termination Subscriber Session Detach
Policies, defined by the SRC software Dynamic Rule
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Charging Rule Installation (Service Activation)

SRC software can activate any number of predefined PCC or ePCC rules in the same
CCA-lor RAR message by providing a Charging-Rule-Install AVP. The Charging-Rule-Install
AVP is sent for each service session to be activated. The Charging-Rule-Install AVP can
contain multiple Charging-Rule-Name AVPs, one for each static PCC rule or contain
multiple Charging-Rule-Definition AVPs, one for each dynamic PCC rule or ePCC rule.

0 NOTE: The names appearing in the Charging-Rule-Name AVPs must be
unigue across all policies for a particular subscriber session.

The Services Control Gateway expects to receive the following Charing-Rule-Install AVP
from the SRC software in CCA and RAR messages:

Charging-Rule-Install ::= < AVP Header: 1001 >
*[ Charging-Rule-Definition ] <grouped>
*[ Charging-Rule-Name ] 1005
*[ Charging-Rule-Base-Name ] 1004

Charging-Rule-Definition ::= < AVP Header: 1003 >
{ Charging-Rule-Name } 1005
[ Service-ldentifier ] 439
[ Rating-Group ] 432
*[ Flow-Information ] <grouped>
[ TDF-Application-ldentifier ] 1088
[ TDF-Application-ld-Base ] 1100
[ Flow-Status ] 511
[ QoS-Information ] <grouped>
[ Reporting-Level ] 1011
[ Online ] 1009
[ Precedence ] 1010
[ Monitoring-Key ] 1066
[ Steering-Information ] <grouped>
[ Redirect-Information ] <grouped>
[ Mute-Notification ] 2809
[ Forwarding-Class-Name ] 1104
[ LRF-Profile-Name ] 1102
[ HCM-Profile-Name ] 1103

Flow-Information ::= < AVP Header: 1058 >
[ Flow-Description ] 507
[ ToS-Traffic-Class ] 1014
[ Security-Parameter-Index ] 1056
[ Flow-Label ] 1057
[ Flow-Direction ] 1080

QoS-Inormation ::= < AVP Header: 1016>
[ Max-Requested-Bandwidth-UL ] 516
[ Max-Requested-Bandwidth-DL ] 515

Steering-Information ::= <AVP Header: 1108>
[ Service-Chain-ldentifier ] 1101
[ Steering-Uplink-VRF ] 1109
[ Steering-Downlink-VRF ] 1110
[ Steering-IP-Address ] 1111
[ Keep-Existing-Steering ] 1112
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Redirect-Information ::= < AVP Header: 1085 >
[ Redirect-Support ] 1086
[ Redirect-Address-Type ] 433
[ Redirect-Server-Address ] 435

Charging Rule Removal (Service Deactivation)

The SRC software sends a Charging-Rule-Remove AVP for each PCC or ePCC rule in the
same CCA-U or RAR message while deactivating a service.

The following AVPs are expected by the router from the SRC software in CCA-U and RAR
messages:

Charging-Rule-Remove ::= <AVP Header: 1022>
[ Charging-Rule-Name ] 1005
[ Charging-Rule-Base-Name ] 1004

Charging Rule Report

The router can send charging rule reports for any number of services in the same CCR-U
request or RAA message. This is achieved by providing a Charging-Rule-Report AVP for

each failed rule. The Charging-Rule-Report AVP contains a single Charging-Rule-Name

AVP.

Charging-Rule-Report ::= < AVP Header: 1018 >
*[ Charging-Rule-Name ]
*[ Charging-Rule-Base-Name ]
[ PCC-Rule-Status ]
[ Rule-Failure-Code ]

Related . SAE Support for Gx Router Driver on page 10
Documentation « Managing MX Series Routers Acting as a PCEF Using the SRC Software Overview on
page 119
« Managing PCC or ePCC Rules on Routers Running Junos OS and Acting as PCEF

« Configuring Policies for Router Running Junos OS and Acting as PCEF (SRC CLI)

Gx Router Driver Supported 3GPP AVPs Definition

The Gx router driver of the SRC software supports specific 3GPP attributes or AVPs for
managing the Services Control Gateway.

Table 9 on page 122 describes the 3GPP AVPs supported by the Gx router driver.

Table 9: Gx Router Driver Supported AVPs Definitions

Description

Session-Id 263 UTF8String Session identifier generated by the Services Control
Gateway.
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Table 9: Gx Router Driver Supported AVPs Definitions (continued)

Description

User-Name 1 UTF8String Username provided by the Services Control
Gateway.

Framed-IP-Address 8 OctetString IPv4 address allocated to the user.

Framed-IPv6-Prefix 97 OctetString IPv6 address allocated to the user.

Auth-Application-Id 258 Unsigned32 Application identifier provided by the Services
Control Gateway.

Origin-Host 264 Diameterldentity  Host that originated the Diameter message.

Origin-Realm 296 Diameterldentity = Realm of the host that originated the Diameter
message.

Result-Code 268 Unsigned32 Indicates whether the request is completed
successfully or an error have occurred.

CC-Request-Type 416 Enumerated Reason for sending the request message.

o T—INITIAL_REQUEST
« 2—UPDATE_REQUEST
« 3—TERMINATION_REQUEST

CC-Request-Number 415 Unsigned32 Number for the request message.

*Event-Trigger 1006 Enumerated When sent from Services Control Gateway to SRC
software, indicates that the mentioned event has
occurred at the Services Control Gateway.

When sent from SRC software to Services Control
Gateway, indicates the event triggers to which the
SRC software is subscribed.

o 14—NO_EVENT_TRIGGER

o 39—APPLICATION_START

« 40—APPLICATION_STOP

¢ 33—USAGE_REPORT

Origin-State-Id 278 Unsigned32 Indicates the startup time of Diameter entity or a
monotonically increasing value that is advanced
when the Diameter entity restarts with previous
state lost.

NOTE: The SRC software does not generate any
origin state ID but maintains the origin state ID of
the Services Control Gateway.

*Failed-AVP 279 Grouped Denotes the erroneous AVPs.
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Table 9: Gx Router Driver Supported AVPs Definitions (continued)

Description
Destination-Realm 283 Diameterldentity ~Realm of the host to which the message is to be
routed.
Destination-Host 293 Diameterldentity  Host to which the message is to be routed.
Re-Auth-Request-Type 285 Enumerated Indicates the action to be taken by the equipment

after the expiry of authorization lifetime.

« O—AUTHORIZE_ONLY

Session-Release-Cause 1045 Enumerated Indicates why the IP-CAN session is released by
the SRC software.

« O—UNSPECIFIED_REASON
« 1—UE_SUBSCRIPTION_REASON

*Subscription-Id 443 Grouped

Subscription-ld-Type 450 Enumerated Subscription ID type.
« O—END_USER_E164
« 1—END_USER_IMSI

Subscription-ld-Data 444 UTF8String Identity of end user.

*Charging-Rule-Install 1001 Grouped

*Charging-Rule-Name 1005 OctetString Name for a PCC or ePCC rule. For PCC or ePCC
rules provided by the SRC software, uniquely
identifies a PCC or ePCC rule within one IP CAN
session. For PCC or ePCC rules predefined at the
Services Control Gateway, uniguely identifies a
PCC or ePCC rule within the IP CAN session.

*Charging-Rule-Base-Name 1004 UTF8String Name of a predefined group of PCC or ePCC rules
residing at the Services Control Gateway.

*Charging-Rule-Definition 1003 Grouped

Charging-Rule-Name 1005 OctetString Name for a PCC or ePCC rule. For PCC or ePCC
rules provided by the SRC software, uniquely
identifies a PCC or ePCC rule within one IP CAN
session. For PCC or ePCC rules predefined at the
Services Control Gateway, uniquely identifies a
PCC or ePCC rule within the IP CAN session.

Service-ldentifier 439 Unsigned32 Identifier of the service.

Rating-Group 432 Unsigned32 Identifier of a rating group. All the services subject
to the same rating type are part of the same rating
group.
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Table 9: Gx Router Driver Supported AVPs Definitions (continued)

Description

TDF-Application-Identifier 1088 OctetString Identifier represents an application for which ADC
rule is applied.
TDF-Application-ld-Base 1100 OctetString Group name for a group of Application IDs.
Flow-Status 51 Enumerated Status of the traffic flow.
« O—ENABLED-UPLINK
« 1—ENABLED-DOWNLINK
« 2—ENABLED
« 3—DISABLED
« 4—REMOVED
Reporting-Level non Enumerated Level at which the TDF reports the usage for the
related PCC rule.
« O—SERVICE_IDENTIFIER_LEVEL
o 1—RATING_GROUP_LEVEL
« 2—SPONSORED_CONNECTIVITY_LEVEL
Online 1009 Enumerated Defines whether the online charging interface
provided by the TDF can be used for the associated
PCC rule.
« O—DISABLE_ONLINE
« 1T—ENABLE_ONLINE
Precedence 1010 Unsigned32 Order in which the service data flow templates are
applied at service data flow detection at the TDF.
A PCC rule with lower precedence value is applied
before a PCC rule with higher precedence value.
The precedence value is unique for an IP CAN
session.
Monitoring-Key 1066 OctetString Identifier to a usage monitoring control instance.
Mute-Notification 2809 Enumerated Defines whether the notification about the
application start or stop is sent to the SRC
software or not.
« O—MUTE_REQUIRED
Forwarding-Class-Name 1104 OctetString Name of the forwarding class on the Services
Control Gateway.
LRF-Profile-Name 102 OctetString Name of the LRF profile.
HCM-Profile-Name 1103 OctetString Name of the HCM profile.
*Flow-Information 1058 Grouped
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Table 9: Gx Router Driver Supported AVPs Definitions (continued)

Description

Flow-Description 507 IPFilterRule Defines a packet filter for an IP flow.
ToS-Traffic-Class 1014 OctetString Defines the IPv4 ToS and ToS mask or IPv6 traffic

class and traffic class mask.
Security-Parameter-Index 1056 OctetString Security parameter index of the IPSec packet.
Flow-Label 1057 OctetString IPv6 flow label header.
Flow-Direction 1080 Enumerated Direction for which the filter is applicable.

« O—UNSPECIFIED

o 1—DOWNLINK

« 2—UPLINK

« 3—BIDIRECTIONAL
QoS-Inormation 1016 Grouped
Max-Requested-Bandwidth-UL 516 Unsigned32 Maximum bit rate allowed for the uplink.
Max-Requested-Bandwidth-DL 515 Unsigned32 Maximum bit rate allowed for the downlink.
Steering-Information 1108 Grouped
Service-Chain-ldentifier 1101 octet-string Identifier of the service chain.
Steering-Uplink-VRF 1109 octet-string VRF information about the steering uplink.
Steering-Downlink-VRF 1m0 octet-string VRF information about the steering downlink.
Steering-IP-Address m Address IP address of the steering interface.
Keep-Existing-Steering m2 Enumerated Indicates whether to keep the steering information

or not.

« O—Keep-Existing-Steering Disabled

« 1—Keep-Existing-Steering Enabled
Redirect-Information 1085 Grouped
Redirect-Support 1086 Enumerated Indicates whether the redirection support is

enabled or not.

« O—REDIRECTION_DISABLED
« 1—REDIRECTION_ENABLED
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Table 9: Gx Router Driver Supported AVPs Definitions (continued)

Description

Redirect-Address-Type 433 Enumerated Type of address.

« O—IPv4 address

« 1—IPv6 address

« 2—URL

« 3—SIP Uniform Resource Identifier (URI)

Redirect-Server-Address 435 UTF8String Address of the redirect server with which the end
user should be connected when the account
cannot cover the service cost.

Charging-Information 618 Grouped

Primary-Event-Charging-Function-Name 619 DiameterURI Address of the primary online charging system.
Secondary-Event-Charging-Function-Name 620 DiameterURI Address of the secondary online charging system.
Primary-Charging-Collection-Function-Name 621 DiameterURI Address of the primary offline charging system.
Secondary-Charging- 622 DiameterURI Address of the secondary offline charging system.

Collection-Function-Name

*Usage-Monitoring-Information 1067 Grouped
Monitoring-Key 1066 Octetstring Identifier of the usage monitoring controlinstance.
Usage-Monitoring-Level 1068 Enumerated Indicates whether the usage monitoring instance
isapplicable for IP-CAN session, PCC rules, or ADC
rules.
« 1—PCC_RULE_LEVEL
Usage-Monitoring-Report 1069 Enumerated Indicates that the Services Control Gateway should
report accumulated usage to the SRC software.
¢ O0—USAGE_MONITORING_REPORT_REQUIRED
Usage-Monitoring-Support 1070 Enumerated Indicates that the usage monitoring is disabled.
« 0—USAGE_MONITORING_DISABLED
Granted-Service-Unit 431 Grouped
CC-Total-Octets 421 Unsigned64 Total number of requested, granted, or used octets
regardless of the direction.
CC-Input-Octets 412 Unsigned64 Number of requested, granted, or used octets
received from the user equipment.
CC-Output-Octets 414 Unsigned64 Number of requested, granted, or used octets sent

to the user equipment.
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Table 9: Gx Router Driver Supported AVPs Definitions (continued)

Description

*Charging-Rule-Remove 1022 Grouped

Charging-Rule-Name 1005 OctetString Name for a PCC or ePCC rule. For PCC or ePCC
rules provided by the SRC software, uniquely
identifies a PCC or ePCC rule within one IP CAN
session. For PCC or ePCC rules predefined at the
Services Control Gateway, uniquely identifies a
PCC or ePCC rule within the IP CAN session.

Charging-Rule-Base-Name 1004 UTF8String Name of a predefined group of PCC or ePCC rules
residing at the Services Control Gateway.

Related . SAE Support for Gx Router Driver on page 10
Documentation

. Managing MX Series Routers Acting as a PCEF Using the SRC Software Overview on
page 119

« Mapping Between SRC Software, Junos OS, and PCC or ePCC Concepts on page 120

« Managing PCC or ePCC Rules on Routers Running Junos OS and Acting as PCEF

« 3GPP AVPs Supported for Gx Router Driver in Request and Response Messages on
page 128

3GPP AVPs Supported for Gx Router Driver in Request and Response Messages

Table 10 on page 128 lists the 3GPP attributes supported in CCR, CCA, RAR, and RAA
messages handled by the SRC Gx router driver.

Table 10: 3GPP Attributes Supported in Messages Handled by Gx Router Driver

AVP CCR-I CCA-| CCR-U | CCA-U | CCR-T | CCA-T | RAR

Session-Id 4 4 v v v v 4 4
Subscription-Id v - - = = - - -
User-Name v - - - - - — -
Framed-IP-Address v = - - = = - -
Framed-IPv6-Prefix v - - - - - - -
Auth-Application-Id v v v v v v v 4
Origin-Host v v v v v v v v
Origin-Realm v v v v v v v v
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Table 10: 3GPP Attributes Supported in Messages Handled by Gx Router Driver (continued)

AVP

Result-Code

CCA-I

v

CCA-U

v

CCA-T | RAR

v

RAA

v

CC-Request-Type

v

v

v

CC-Request-Number

Event-Trigger

Origin-State-Id

Failed-AVP

Destination-Realm

Destination-Host

Re-Auth-Request-Type

Session-Release-Cause

Charging-Rule-Name

Charging-Rule-Base-Name

Service-ldentifier

Rating-Group

TDF-Application-ldentifier

TDF-Application-ld-Base

Flow-Status

Reporting-Level

Online

Precedence

Monitoring-Key

Mute-Notification

Forwarding-Class-Name

LRF-Profile-Name

Copyright © 2015, Juniper Networks, Inc.

129



SRC PE 4.9.x Network Guide

Table 10: 3GPP Attributes Supported in Messages Handled by Gx Router Driver (continued)

AVP

HCM-Profile-Name

CCA-I

v

CCR-T | CCA-T | RAR RAA

— v —

Flow-Description

v

ToS-Traffic-Class

Security-Parameter-Index

Flow-Label

Flow-Direction

Max-Requested-Bandwidth-UL

Max-Requested-Bandwidth-DL

Service-Chain-ldentifier

Steering-Uplink-VRF

Steering-Downlink-VRF

Steering-IP-Address

Keep-Existing-Steering

Redirect-Support

Redirect-Address-Type

Redirect-Server-Address

Primary-Event-
Charging-Function-Name

Secondary-Event-
Charging-Function-Name

Primary-Charging-
Collection-Function-Name

Secondary-Charging-
Collection-Function-Name

Usage-Monitoring-Level

Usage-Monitoring-Report
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Table 10: 3GPP Attributes Supported in Messages Handled by Gx Router Driver (continued)

AVP CCR-I CCA-| CCR-U | CCA-U | CCR-T | CCA-T | RAR RAA
Usage-Monitoring-Support - - - - - - v -
CC-Total-Octets - v v - v/ - v -
CC-Input-Octets - v v - v - v -
CC-Output-Octets - v v - v = v =

Related . SAE Support for Gx Router Driver on page 10
Documentation . Managing MX Series Routers Acting as a PCEF Using the SRC Software Overview on
page 119
. Mapping Between SRC Software, Junos OS, and PCC or ePCC Concepts on page 120
« Managing PCC or ePCC Rules on Routers Running Junos OS and Acting as PCEF

« Gx Router Driver Supported 3GPP AVPs Definition on page 122

Adding the Routers Acting as a PCEF and Running Junos OS (SRC CLI)

Use the following configuration statements to add and configure the router (Services
Control Gateway) running Junos OS and acting as a PCEF:

shared network device name {
device-type (junose | junos-ise | junos-ptsp | junos | pcmm | thirdparty | junos-gx);
peers [peers...];

1

shared network device name virtual-router name {
sae-connection [sae-connection...];

1

shared network device name charging-server-info {
primary-event-charging-function primary-event-charging-function;
sec-event-charging-function sec-event-charging-function;
primary-charging-collection-function primary-charging-collection-function;
sec-charging-collection-function sec-charging-collection-function;

}
To configure the router (Services Control Gateway) acting as a PCEF:
1. From configuration mode, access the configuration statements that configure network

devices. You must specify the name of a device with lowercase characters. This
procedure uses gx.englab.juniper.net as the name of the router.

[edit]
user@host# edit shared network device gx.englab.juniper.net

2. Set the type of device to junos-gx.

[edit shared network device gx.englab.juniper.net]
user@host# set device-type junos-gx
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Related
Documentation

Specify the configured peers associated with the device. See Configuring Diameter
Peers (SRC CLI).

[edit shared network device gx.englab.juniper.net]
user@host# set peers [peers...]

From configuration mode, access the configuration statements for virtual routers.
You must specify the name of a device with lowercase characters.

[edit]
user@host# edit shared network device gx.englab.juniper.net virtual-router *

6 NOTE: For the Gx router driver, you can create only one virtual router with
the name set to wildcard "*'.

Specify the SAEs that can manage this router.

[edit shared network device gx.englab.juniper.net virtual-router *]
user@host# set sae-connection [sae-connection...]

(Optional) From configuration mode, access the configuration statements that
configure charging information for the Services Control Gateway.

[edit]
user@host# edit shared network device gx.englab.juniper.net charging-server-info

(Optional) Specify the address of the primary online charging system.

[edit shared network device gx.englab.juniper.net charging-server-info]
user@host# set primary-event-charging-function primary-event-charging-function

(Optional) Specify the address of the secondary online charging system.

[edit shared network device gx.englab.juniper.net charging-server-info]
user@host# set sec-event-charging-function sec-event-charging-function

(Optional) Specify the address of the primary offline charging system.

[edit shared network device gx.englab.juniper.net charging-server-info]
user@host# set primary-charging-collection-function
primary-charging-collection-function

. (Optional) Specify the address of the secondary offline charging system.

[edit shared network device gx.englab.juniper.net charging-server-info]
user@host# set sec-charging-collection-function sec-charging-collection-function

. (Optional) Verify your configuration.

[edit shared network device gx.englab.juniper.net]
user@host# show
device-type junos-gx;
peers [peers...];
virtual-router * {
sae-connection [sae-connection...];

b

Configuring the SAE to Manage Routers Acting as a PCEF and Running Junos OS (SRC
CLI) on page 133
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. Configuring Policies for Router Running Junos OS and Acting as PCEF (SRC CLI)
. Configuring Service-Level 3GPP Attributes for Gx Router Driver (SRC CLI)

« Configuring Subscriber-Level 3GPP Attributes for Gx Router Driver (SRC CL/)

. Viewing the State of Gx Router Drivers (SRC CLI) on page 135

. Managing MX Series Routers Acting as a PCEF Using the SRC Software Overview on
page 119

Configuring the SAE to Manage Routers Acting as a PCEF and Running Junos OS (SRC
CLI)

To set up the SAE to manage the routers (Services Control Gateways) running Junos OS
and acting as a PCEF, configure a Gx router driver that establishes and maintains a
connection with the peer.

Use the following configuration statements to configure the SAE to manage the routers
(Services Control Gateways) acting as a PCEF:

shared sae configuration driver junos-gx {
sae-community-manager sae-community-manager,;
sync-from-sessionstore;
keep-alive-timeout keep-alive-timeout;
registry-retry-interval registry-retry-interval;
reply-timeout reply-timeout;
thread-pool-size thread-pool-size;
thread-idle-timeout thread-idle-timeout,

1

shared sae configuration driver junos-gx charging-server-info {
primary-event-charging-function primary-event-charging-function;
sec-event-charging-function sec-event-charging-function;
primary-charging-collection-function primary-charging-collection-function;
sec-charging-collection-function sec-charging-collection-function;

}

0 NOTE: You can configure the charging information under the [edit shared
sae group group-name configuration driver junos-gx] or [edit shared network
device] hierarchy. The settings configured under the [edit shared network
device] hierarchy override the settings under the [edit shared sae group
group-name configuration driver junos-gx] hierarchy.

To configure the SAE to manage the routers (Services Control Gateways) acting as a
PCEF:

1. From configuration mode, access the configuration statement that configures the Gx
router driver. In this sample procedure, the Gx driver is configured in the POP-ID group.

[edit]
user@host# edit shared sae group POP-ID configuration driver junos-gx
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Specify the name of the community manager that manages Gx driver communities.
Active SAEs are selected from this community.

[edit shared sae group POP-ID configuration driver junos-gx]
user@host# set sae-community-manager sae-community-manager

(Optional) Specify the keepalive timeout till which the SAE waits for a response from
the Diameter server before deleting the registered Diameter server entry.

[edit shared sae group POP-ID configuration driver junos-gx]
user@host# set keep-alive-timeout keep-alive-timeout

(Optional) Specify the interval between retrying a failed registered Diameter server
entry.

[edit shared sae group POP-ID configuration driver junos-gx]
user@host# set registry-retry-interval registry-retry-interval

(Optional) Specify the time till which the SAE waits for a response from the Diameter
server.

[edit shared sae group POP-ID configuration driver junos-gx]
user@host# set reply-timeout reply-timeout

(Optional) Configure the session store parameters for the Gx router driver.

From configuration mode, access the configuration statement that configures the
session store for the Gx router driver.

[edit]
user@host# edit shared sae group POP-ID configuration driver junos-gx session-store

For more information about configuring session store parameters, see “Configuring
the Session Store Feature (SRC CLI)” on page 39.

(Optional) Specify whether the SAE should be synchronized from the session store.

[edit shared sae group POP-ID configuration driver junos-gx]
user@host# set sync-from-sessionstore

(Optional) Specify the timeout till which the SAE waits for the thread to work before
declaring the thread as idle and stopping the thread.

[edit shared sae group POP-ID configuration driver junos-gx]
user@host# set thread-idle-timeout thread-idle-timeout

(Optional) Specify the number of working threads that process requests.

[edit shared sae group POP-ID configuration driver junos-gx]
user@host# set thread-pool-size thread-pool-size

. (Optional) From configuration mode, access the configuration statements that

configure charging information for the Services Control Gateway at group level.

[edit]
user@host# edit shared sae group POP-ID configuration driver junos-gx
charging-server-info

. (Optional) Specify the address of the primary online charging system.

[edit shared sae group POP-ID configuration driver junos-gx charging-server-info]
user@host# set primary-event-charging-function primary-event-charging-function
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. (Optional) Specify the address of the secondary online charging system.

[edit shared sae group POP-ID configuration driver junos-gx charging-server-info]
user@host# set sec-event-charging-function sec-event-charging-function

. (Optional) Specify the address of the primary offline charging system.

[edit shared sae group POP-ID configuration driver junos-gx charging-server-info]
user@host# set primary-charging-collection-function
primary-charging-collection-function

. (Optional) Specify the address of the secondary offline charging system.

[edit shared sae group POP-ID configuration driver junos-gx charging-server-info]
user@host# set sec-charging-collection-function sec-charging-collection-function

. (Optional) Verify your configuration.

[edit shared sae group POP-1D configuration driver junos-gx]

user@host# show

charging-server-info {
primary-charging-collection-function primary-charging-collection-function;
primary-event-charging-function primary-event-charging-function;
sec-charging-collection-function sec-charging-collection-function;
sec-event-charging-function sec-event-charging-function;

}

keep-alive-timeout keep-alive-timeout;

registry-retry-interval registry-retry-interval;

reply-timeout reply-timeout;

sequential-message-timeout sequential-message-timeout;

thread-idle-timeout thread-idle-timeout;

thread-pool-size thread-pool-size;

Adding the Routers Acting as a PCEF and Running Junos OS (SRC CLI) on page 131
Configuring Policies for Router Running Junos OS and Acting as PCEF (SRC CLI)
Configuring Service-Level 3GPP Attributes for Gx Router Driver (SRC CLI)
Configuring Subscriber-Level 3GPP Attributes for Gx Router Driver (SRC CLI)

Viewing the State of Gx Router Drivers (SRC CLI) on page 135

Managing MX Series Routers Acting as a PCEF Using the SRC Software Overview on
page 119

Viewing the State of Gx Router Drivers (SRC CLI)

Purpose

Action

Display the state of Gx router drivers.

Use the following operation mode command:

show sae drivers <device-name device-name> < (brief) >

For example:

user@host> show sae drivers device-name *@gx.englab.juniper.net

Gx Driver

Device name *@gx.englab.juniper.net
Device type Junos-gx

Local IP 10.212.10.9
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Number of SAP

State

Last Connection Update Time

Fri Jun 05 12:20:17 UTC 2015
Active Peers

[(gx.englab.juniper.net, englab.juniper.net)]
of job queue

Length
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number
Number

of
of
of
of
of
of
of
of
of
of
of

Initial CCR Messages Received

Initial Success CCA Messages Sent
Initial Failure CCA Messages Sent

App Start Update CCR Messages Received
App Stop Update CCR Messages Received

Usage Report Update CCR Messages Received

Update Success CCA Messages Sent
Update Failure CCA Messages Sent
Terminate CCR Messages Received
Terminate Success CCA Messages Sent
Terminate Failure CCA Messages Sent

Failure-Notified RAR messages sent

Number of RAR messages sent

Policy-Add RAR messages attempted
Policy-Remove RAR messages attempted
Policy-Modify RAR messages attempted

Session Release Cause RAR messages attempted
RAA messages Received with Success

RAA messages Received with Failure

Number
Number
Number
Number
Number
Number
Number
Number

Number subscriber sessions restored in background

of
of

active user sessions
active service sessions

recovered subscriber sessions
recovered service sessions
recovered interface sessions
invalid subscriber sessions
invalid service sessions
invalid interface sessions
Background restoration start time
Background restoration end time

Session Store Info

Session Store Status

0
operational
c3bng-src9.englab. juniper.net

c3bng-src9.englab. juniper.net

NONOOOOOORPFRPFOOORFRPROORPFRPROOOOOOLRrLPErRO

Fri Jun 05 12:15:30 UTC 2015
Fri Jun 05 12:15:30 UTC 2015
0

sessionsCollected

Name

storeOps_1_1

Status Last Update Time Fri Jun 05 12:15:29 UTC 2015
Current Usage Ratio 0.044387452
Last Modified Time Size(KB)
LiveSessions Size(KB)
Fri Jun 05 12:19:02 UTC 2015 1339.6
59.5

« Adding the Routers Acting as a PCEF and Running Junos OS (SRC CLI) on page 131

« Configuring the SAE to Manage Routers Acting as a PCEF and Running Junos OS (SRC
CLI) on page 133

136
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PART 3

Using Network Devices in the SRC
Network

« Integrating Third-Party Network Devices into the SRC Network (SRC CLI) on page 139
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CHAPTER 10

Integrating Third-Party Network Devices
into the SRC Network (SRC CLI)

« Integrating Network Devices into the SRC Network Overview on page 139

« Logging In Subscribers and Creating Sessions on page 141

« Configuration Tasks for Integrating Third-Party Network Devices (SRC CLI) on page 144
« Setting Up Script Services on page 145

« Adding Objects for Network Devices (SRC CLI) on page 145

« Adding Virtual Router Objects (SRC CLI) on page 146

« Setting Up SAE Communities (SRC CLI) on page 148

« Configuring SAE Properties for the Event Notification API (SRC CLI) on page 150

« Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 151

« Copying Initialization Scripts to the C Series Controller on page 154

« Specifying Initialization Scripts on the SAE (SRC CLI) on page 154

« Using SNMP to Retrieve Information from Network Devices on page 155

« Configuring Global SNMP Communities in the SRC Software (SRC CLI) on page 155

« Using the NIC Resolver in Environments That Have Third-Party Devices (SRC
CLI) on page 156

Integrating Network Devices into the SRC Network Overview

You can integrate third-party routers and other network devices into your SRC network.
The SAE provides a driver that you can use to integrate the SAE with a third-party device.
This device driver uses the session store to store and replicate subscriber and service
session data within a community of SAEs.

To log in subscribers to the SAE, you use assigned IP subscribers or event notification
from an IP address manager.

To activate services and provision policies on the device, you use script services. You can
also activate aggregate services for subscribers. However, you cannot activate normal
services that require policies to be provisioned on the device.
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SAE Communities

Storing Session Data

For SAE redundancy in an SRC network, you can have a community of two or more SAEs.
SAEs in a community are given the role of either active SAE or passive SAE. The active
SAE manages the connection to the network device and keeps session data up to date
within the community. Figure 8 on page 140 shows a typical SAE community.

Figure 8: SAE Community
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When an SAE starts, it negotiates with other SAEs to determine which SAE controls the
network device. The SAE community manager and members of the community select
the active SAE.

A passive SAE needs to take over as active SAE in any of the following cases:

« The active SAE shuts down. In this case, the active SAE notifies the passive SAEs, and
one of the passive SAEs takes over as active SAE.

« A passive SAE does not receive a keepalive message from the active SAE within the
keepalive interval. In this case, the passive SAE attempts to become the active SAE.

To aid in recovering from an SAE failover, the SAE stores subscriber and service session
data. When the SAE manages a network device, session data is stored in the SAE host’s
file system. The SRC component that controls the storage of session data on the SAE is
called the session store. The session store queues data and then writes the data to
session store files on the SAE host’s disk. Once the data is written to disk, it can survive
a server reboot.

For more information, see “Storing Subscriber and Service Session Data” on page 37.

Using Script Services to Provision Third-Party Devices

You use script services to activate services and provision policies on third-party network
devices. A script service is a service into which you can insert or reference a script. You
write a script that will activate services and provision policies on the third-party device,
and then you insert the script into the script service or reference the script in the service.
When the SAE activates a service, it runs the script. The script provisions policies on the
device using a means that the device supports. You can also include an interface in the

140
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script that causes the SAE to send authentication and tracking events when it activates,
modifies, or deactivates a script service session.

The SAE core APl includes two interfaces for creating a script:

« ScriptService—Defines a service provider interface (SPI) that the script service must
implement. The implementation of the ScriptService interface activates, modifies, or
deactivates the service.

« ServiceSessionInfo—Provides a callback interface into the SAE and provides information
about the service session to the script service.

For information about the ScriptService interface and the ServiceSessionInfo interface,
see the script service documentation in the SAE core APl documentation on the Juniper
Networks website at
http://www.juniper.net/techpubs/software/management/src/api-index.html

You can write the script in Java or Jython.

Related . Logging In Subscribers and Creating Sessions on page 141
Documentation « Configuration Tasks for Integrating Third-Party Network Devices (SRC CLI) on page 144
« Adding Objects for Network Devices (C-Web Interface)
. Setting Up SAE Communities (C-Web Interface)

« Configuring the SAE Community Manager

Logging In Subscribers and Creating Sessions

You can use two mechanisms to obtain subscriber address requests and other information
and to set up a pseudointerface on the network device. (You must choose one mechanism;
you cannot mix them.)

1. Assigned IP subscriber. The SAE learns about a subscriber through subscriber-initiated
activities, such as activating a service through the portal or through the SRC Web
Services Gateway).

With this method, you use the assigned IP subscriber login type along with the network
interface collector (NIC) to map IP addresses to the SAE.

2. Event notification from an IP address manager. The SAE learns about subscribers
through notifications from an external IP address manager, such as a DHCP server or
a RADIUS server.

With this method, you use the event notification application programming interface
(API). The API provides an interface to the IP address manager, and lets the IP address
manager notify the SAE of events such as IP address assignments.

Assigned IP Subscribers

With the assigned IP subscriber method of logging in subscribers and creating sessions,
the SRC module uses IP address pools along with network information collector (NIC)
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resolvers to provide mapping of IP addresses to SAEs. You configure the static address
pools or dynamically discovered address pools in the virtual router configuration for a
network device. These pools are published in the NIC. The NIC maps subscriber IP
addresses in requests received through the portal or SRC Web Services Gateway to the
SAE that currently manages that network device.

Login Interactions with Assigned IP Subscribers

This section describes login interactions for assigned IP subscribers. In the example shown
in Figure 9 on page 142, the subscriber activates a service through a portal. You could also
have the subscriber activate a service through the SRC Web Services Gateway.

Figure 9: Login Interactions with Assigned IP Subscribers
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The sequence of events for logging in and creating sessions for assigned IP subscribers

is:

1.

2.

The subscriber logs in to the portal.

The portal sends the subscriber’s IP address to the NIC.

Based on the IP address, the NIC looks up the subscriber’s SAE, network device, and
interface name, and returns this information to the portal.

The portal sends a get Subscriber message to the SAE. The message includes the
subscriber’s IP address, network device, and interface name.

The SAE creates an assigned IP subscriber and performs a subscriber login. Specifically,

it:

a. Runsthe subscriber classification script with the IP address of the subscriber. (Use
the ASSIGNEDIP login type in subscriber classification scripts.)

e.

Loads the subscriber profile.
Runs the subscriber authorization plug-ins.

Runs the subscriber tracking plug-ins.

Creates a subscriber session and stores the session data in the session store file.

6. The SAE pushes service policies for the subscriber session to the network device.

Because the SAE is not notified when the subscriber logs out, the assigned IP idle timer
begins when no service is active. The SAE removes the interface subscriber session when
the timeout period ends.

142
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Event Notification from an IP Address Manager

With the event notification method of logging in subscribers and creating subscriber

sessions, the subscriber logs in to the network device and obtains an IP address through

an address server, usually a DHCP server. The SAE receives notifications about the
subscriber, such as the subscriber’s IP address, from an event notification application
that is installed on the DHCP server.

To use this method of logging in subscribers, you can use the event notification API to

create the application that notifies the SAE when events occur between the DHCP server
and the network device. You can also use Monitoring Agent, a sample application that
was created with the event notification APl and that monitors DHCP or RADIUS messages
for DHCP or RADIUS servers. See the SRC PE Sample Applications Guide.

Login with Event Notification

This section describes login interactions by means of event notifications.

Figure 10: Login Interactions with Event Notification Application
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The sequence of events for logging in subscribers and creating sessions is:

1.

The DHCP client in the subscriber’s computer sends a DHCP discover request to the
DHCP server.

The DHCP server sends a DHCP offer to the subscriber’'s DHCP client.
The DHCP client sends a DHCP request to the DHCP server.

The DHCP server acknowledges the request by sending a DHCP Ack message to the
DHCP client.

The event notification application that is running on the DHCP server intercepts the
DHCP Ack message.

The event notification application sends an ipUp message to the SAE that notifies
the SAE that an IP address is up.

The SAE performs a subscriber login. Specifically, it:

Copyright © 2015, Juniper Networks, Inc. 143



SRC PE 4.9.x Network Guide

Related
Documentation

a. Runs the subscriber classification script.

b. Loads the subscriber profile.

c. Runs the subscriber authorization plug-ins.
d. Runs the subscriber tracking plug-ins.

e. Creates a subscriber session and stores the session in the session store file.
8. The SAE can start script services.

The ipUp event should be sent with a timeout set to the DHCP lease time. The DHCP
server sends an ipUp event for each Ack message sent to the client. The SAE restarts the
timeout each time it receives an ipUp event.

If the client explicitly releases the DHCP address (that is, it sends a DHCP release event),
the DHCP server sends an ipDown event. If the client does not renew the address, the
lease expires on the DHCP server and the timeout expires on the SAE.

. Integrating Network Devices into the SRC Network Overview on page 139

« Using the NIC Resolverin Environments That Have Third-Party Devices (C-Web Interface)
. Configuration Tasks for Integrating Third-Party Network Devices (SRC CLI) on page 144
. Configuring SAE Properties for the Event Notification APl (SRC CLI) on page 150

. Adding Objects for Network Devices (SRC CLI) on page 145

. Setting Up Script Services on page 145

Configuration Tasks for Integrating Third-Party Network Devices (SRC CLI)

To integrate third-party devices into your SRC network, complete the following tasks:

- Write a script and add a script service that references the script.
See “Setting Up Script Services” on page 145.
. Add objects for the devices.
See “Adding Objects for Network Devices (SRC CLI)” on page 145.
« Configure an SAE community.
See “Setting Up SAE Communities (SRC CLI)” on page 148.

« (Optional) Configure SAE properties for the Event Notification API if you are using the
event notification method to log in subscribers.

See “Configuring SAE Properties for the Event Notification APl (SRC CLI)” on page 150.
« Configure the session store.
See “Storing Subscriber and Service Session Data” on page 37.

« If you are using the event notification method to log in subscribers, integrate the SAE
with an IP address manager. There are two ways to do so:

144
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- Use the event notification API to create an application that notifies the SAE when

events occur between the DHCP server and the network device.

See the event notification APl documentation in the SAE CORBA remote API
documentation on the Juniper Networks website at
http://www.juniper.net/techpubs/software/management/src/api-index.html.

- Use Monitoring Agent, a sample application that was created with the event

notification APl and that monitors DHCP or RADIUS messages for DHCP or RADIUS
servers.

See the SRC PE Sample Applications Guide.

Related . Configuration Tasks for Integrating Third-Party Network Devices (C-Web Interface)

Documentation

Integrating Network Devices into the SRC Network Overview on page 139

Logging In Subscribers and Creating Sessions on page 141

Setting Up Script Services

To set up script services:

1.

2.

Related .
Documentation

Write a script that implements the ScriptService interface, a service provider interface
(SPI) for the SAE.

See Customizing Service Implementations.

See the script service documentation in the SAE core APl documentation on the Juniper
Networks website at

http://www.juniper.net/techpubs/software/management/src/api-index.html
Add a script service that references the script.

See SRC Script Services Overview.

Configuration Tasks for Integrating Third-Party Network Devices (SRC CLI) on page 144

Copying Initialization Scripts to the C Series Controller on page 154

Integrating Network Devices into the SRC Network Overview on page 139

Logging In Subscribers and Creating Sessions on page 141

Setting Up SAE Communities (C-Web Interface)

Adding Objects for Network Devices (SRC CLI)

For each network device that the SAE manages, add a router object and virtual router
object.

Use the following configuration statements to add a router object:

shared network device name {
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description description;
management-address management-address;
device-type (junose| junos| pcmm| third-party);
gos-profile [qos-profile...];

}

To add a router object:

1. From configuration mode, access the statements that configure network devices.
This sample procedure uses proxy_device as the name of the router.

user@host# edit shared network device proxy_device

2. (Optional) Add a description for the router object.

[edit shared network device proxy_device]
user@host# set description description

3. (Optional) Add the IP address of the router object.

[edit shared network device proxy_device]
user@host# set management-address management-address

4. Set the type of device that you are adding to third-party.

[edit shared network device proxy_device]
user@host# set device-type third-party

5. (Optional) Verify your configuration.

[edit shared network device proxy_device]
user@host# show
description "Third-party router";
management-address 192.168.9.25;
device-type third-party;
interface-classifier {

rule rule-0 {

script #;

3

}

Related . Adding Objects for Network Devices (C-Web Interface)
Documentation

Configuration Tasks for Integrating Third-Party Network Devices (SRC CLI) on page 144
Adding Virtual Router Objects (SRC CLI) on page 146

Integrating Network Devices into the SRC Network Overview on page 139

Logging In Subscribers and Creating Sessions on page 141

Adding Virtual Router Objects (SRC CLI)

Use the following configuration statements to add a virtual router:

shared network device name virtual-router name {
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sae-connection [sae-connection ...];
snmp-read-community snmp-read-community;
snmp-write-community snmp-write-community;
scope [ scope...];
tracking-plug-in [tracking-plug-in...];

1

To add a virtual router:

1. From configuration mode, access the statements for virtual routers. This sample
procedure uses proxy_device as the name of the router object. For third-party devices,
use the name default for the virtual router.

user@host# edit shared network device proxy_device virtual-router default

2. Specify the addresses of SAEs that can manage this router. This step is required for
the SAE to work with the router.

[edit shared network device proxy_device virtual-router default]
user@host# set sae-connection [ sae-connection ...]

To specify the active SAE and the redundant SAE, enter an exclamation point (!) after
the hostname or IP address of the connected SAE. For example:

[edit shared network device proxy_device virtual-router default]
user@host# set sae-connection [sael! sae2!]

3. (Optional) Specify an SNMP community name for SNMP read-only operations for
this virtual router.

[edit shared network device proxy_device virtual-router default]
user@host# set snmp-read-community snmp-read-community

4. (Optional) Specify an SNMP community name for SNMP write operations for this
virtual router.

[edit shared network device proxy_device virtual-router default]
user@host# set snmp-write-community snmp-write-community

5. (Optional) Specify service scopes assigned to this virtual router. The scopes are
available for subscribers connected to this virtual router for selecting customized
versions of services.

[edit shared network device proxy_device virtual-router default]
user@host# set scope [ scope ...]

6. (Optional) Specify the plug-ins that track interfaces that the SAE manages on this
virtual router.

[edit shared network device proxy_device virtual-router default]
user@host# set tracking-plug-in [ tracking-plug-in ...]

7. (Optional) Verify your configuration.
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[edit shared network device proxy_device virtual-router default]
user@host# show

sae-connection 10.8.221.45;

snmp-read-community ********x.

snmp-write-community ********x-

scope POP-Toronto;

tracking-plug-in flexRadius;

Related . Adding Objects for Network Devices (C-Web Interface)
Documentation « Adding Objects for Network Devices (SRC CLI) on page 145

« Integrating Network Devices into the SRC Network Overview on page 139

Setting Up SAE Communities (SRC CLI)

Tasks to configure SAE communities are:

0 NOTE: If thereis a firewall in the network, configure the firewall to allow SAE
messages through.

1. Configuring the SAE Community Manager on page 148
2. Specifying the Community Manager in the SAE Device Driver on page 149

Configuring the SAE Community Manager

Use the following configuration statements to configure the SAE community manager
that manages third-party network device communities:

shared sae configuration external-interface-features name CommunityManager {
keepalive-interval keepalive-interval ;
threads threads ;
acquire-timeout acquire-timeout ;
blackout-time blackout-time ;

1
To configure the community manager:
1. From configuration mode, access the configuration statements for the community
manager. In this sample procedure, sae_mgr is the name of the community manager.

user@host# edit shared sae configuration external-interface-features sae_mgr
CommunityManager

2. Specify the interval between keepalive messages sent from the active SAE to the
passive members of the community.

[edit shared sae configuration external-interface-features sae_mgr CommunityManager]
user@host# set keepalive-interval keepalive-interval

3. Specify the number of threads that are allocated to manage the community. You
generally do not need to change this value.
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[edit shared sae configuration external-interface-features sae_mgr CommunityManager]
user@host# set threads threads

4. Specify the amount of time an SAE waits for a remote member of the community
when it is acquiring a distributed lock. You generally do not need to change this value.

[edit shared sae configuration external-interface-features sae_mgr CommunityManager]
user@host# set acquire-timeout acquire-timeout

5. Specify the amount of time that an active SAE must wait after it shuts down before
it can try to become the active SAE of the community again.

[edit shared sae configuration external-interface-features sae_mgr CommunityManager]
user@host# set blackout-time blackout-time

6. (Optional) Verify the configuration of the SAE community manager.

[edit shared sae configuration external-interface-features sae_mgr
CommunityManager]
user@host# show
CommunityManager {
keepalive-interval 30;
threads 5;
acquire-timeout 15;
blackout-time 30;

Specifying the Community Manager in the SAE Device Driver

Use the following configuration statements to specify the community manager in the
SAE device driver.

shared sae configuration driver third-party {
sae-community-manager sae-community-manager ;

}

To specify the community manager:

1. From configuration mode, access the configuration statements for the third-party
device driver.

user@host# edit shared sae configuration driver third-party

2. Specify the name of the community manager.

[edit shared sae configuration driver third-party]
user@host# set sae-community-manager sae-community-manager

3. (Optional) Verify the configuration of the third-party device driver.

[edit shared sae configuration driver third-party]
user@host# show
sae-community-manager sae_mgr;

Related . Setting Up SAE Communities (C-Web Interface)
Documentation
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. Configuration Tasks for Integrating Third-Party Network Devices (SRC CLI) on page 144
« Configuring the SAE Community Manager
. Integrating Network Devices into the SRC Network Overview on page 139

. Logging In Subscribers and Creating Sessions on page 141

Configuring SAE Properties for the Event Notification API (SRC CLI)

Use the following configuration statements to configure properties for the Event
Notification API:

shared sae configuration external-interface-features name EventAPI {
retry-time retry-time ;
retry-limit retry-limit ;
threads threads ;
1

To configure properties for the Event Notification API:

1. From configuration mode, access the configuration statements for the Event
Notification API. In this sample procedure, west-region is the name of the SAE group,
and event_api is the name of the Event API configuration.

user@host# edit shared sae group west-region configuration
external-interface-features event_api EventAPI

2. Specify the amount of time between attempts to send events that could not be
delivered.

[edit shared sae group west-region configuration external-interface-features event_api
EventAPI]
user@host# set retry-time retry-time

3. Specify the number of times an event fails to be delivered before the event is discarded.

[edit shared sae group west-region configuration external-interface-features event_api
EventAPI]
user@host# set retry-limit retry-limit

4. Specify the number of threads allocated to process events.

[edit shared sae group west-region configuration external-interface-features event_api
EventAPI]
user@host# set threads threads

5. (Optional) Verify the configuration of the Event Notification API properties.

[edit shared sae group west-region configuration external-interface-features
event_api EventAPIl]

user@host# show

EventAPI {

retry-time 300;

retry-limit 5;
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threads 5;
¥

Related . Using the SAE in a PCMM Environment
Documentation « Configuring SAE Properties for the Event Notification APl (C-Web Interface)
« Initially Configuring the SAE

« Configuring the SAE to Manage PCMM Devices (SRC CLI)

Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers

When the SAE establishes a connection with a router or network device, it can run an
initialization script to customize the setup of the connection. These initialization scripts
are run when the connection between a router or network device and the SAE is
established and again when the connection is dropped.

We provide the lorPublisher script in the /opt/UMC/sae/lib folder. The lorPublisher script
publishes the interoperable object reference (IOR) of the SAE in the directory so that a
NIC can associate a router with an SAE.

For JunosE VRs that supply IP addresses from a local pool, a router initialization script is
provided that identifies which VR supplies each IP pool and writes the information to the
configuration. The SAE runs the script only when a COPS connection is established to
the JunosE router. Consequently, if you modify information about IP pools on a VR after
the COPS connectionis established, the SAE will not automatically register the changes,
and you must update the configuration.

For Junos (only junos-ise device) virtual routers that supply IP addresses from a local
pool, a router initialization script is provided to get the IP pool information from Junos
router and update it in LDAP.

Table 6 on page 71 describes the router initialization scripts that we provide with the
SRC software in the /opt/UMC/sae/lib folder.

Table 11: Router Initialization Scripts

Script Name Function When to Use Script

iorPublisher Publishes the IOR of the SAE into an Use with JunosE routers that do not
internal part of the shared supply IP addresses from local
configuration so that a NIC can pools, and with devices running
associate a router with an SAE. Junos OS.

Use with all devices running Junos
OS.

Use with third-party network
devices.
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Table 11: Router Initialization Scripts (continued)

Script Name Function When to Use Script
poolPublisher Publishes the IOR of the SAE and local  Use with JunosE virtual routers that
IP address poolsinthedirectorysothat supply IP addresses from local
a NIC can associate a router with an pools.
SAE and resolve the IP-to-SAE
mapping.

isePoolPublisher  Publishes the local IP address poolsin  Use with Junos (only junos-ise
the directory so that a NIC can device) virtual routers that supply
associate a router with an SAE and |IP addresses from local pools.
resolve the IP-to-SAE mapping.

Interface Object Fields

Router initialization scripts are written in the Python programming language
(www.python.org) and executed in the Jython environment (www.jython.org).

Router initialization scripts interact with the SAE through an interface object called Ssp.
The SAE exports a number of fields through the interface object to the script and expects
the script to provide the entry point to the SAE.

Table 7 on page 72 describes the fields that the SAE exports.

Table 12: Exported Fields

Ssp Attribute Description

Ssp.properties System properties object (class: java.util.Properties)—The properties
should be treated as read-only by the script.

Ssp.errorLog Error logger—Use the SsperrorLog.printin (message) to send error
messages to the log.

Ssp.infoLog Info logger—Use the Ssp.infoLog.printin (message) to send informational
messages to the log.

Ssp.debuglog Debug logger—Use the Ssp.debuglog.printin (message) to send debug
messages to the log.

The router initialization script must set the field Ssp.routerlnit to a factory function that
instantiates a router initialization object:

« <VRName>—Name of the virtual router in which the COPS client has been configured,
format: virtualRouterName@RouterName

« <virtuallp>—Virtual IP address of the SAE (string, dotted decimal; for example:
192.168.254.1)

. <reallp>—Real IP address of the SAE (string, dotted decimal; for example, 192.168.1.20)
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« <VRIp>—IP address of the virtual router (string, dotted decimal)

. <transportVR>—Name of the virtual router used for routing the COPS connection, or
None, if the COPS client is directly connected

The factory function must implement the following interface:

Ssp.routerlnit(VRName,
virtuallp,

reallp,

VRIp,

transportVR)

The factory function returns an interface object that is used to set up and tear down a
connection for a given COPS server. A common case of a factory function is the
constructor of a class.

The factory function is called directly after a COPS server connection is established. In
case of problems, an exception should be raised that leads to the termination of the
COPS connection.

Required Methods
Instances of the interface object must implement the following methods:

« setup()—Is called when the COPS server connection is established and is operational.
In case of problems, an exception should be raised that leads to the termination of the
COPS connection.

« shutdown()—Is called when the COPS server connection to the virtual router is
terminated. This method should not raise any exceptions in case of problems.

Example: Router Initialization Script

The following script defines a router initialization class named SillyRouterlnit. The interface
class does not implement any useful functionality. The interface class just writes
messages to the infoLog when the router connection is created or terminated.

class SillyRouterlnit:
def __init__ (self, vrName, virtuallp, reallp, vrilp, transportVr):
" initialize router initialization object "
self.vrName = vrName
Ssp.infoLog.printin("SillyRouterlInit created")

def setup(self):
' initialize connection to router
Ssp.infoLog.printin(*'Setup connection to VR %(vrName)s™ %
vars(self))

def shutdown(self):
""" shutdown connection to router
Ssp. infoLog.printin(’'Shutdown connection to VR %(vrName)s"™ %

vars(self))
#
# publish interface object to Ssp core
#

Ssp.routerilnit = SillyRouterlnit
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Related
Documentation

. How SNMP Obtains Information from Routers for the SRC Software on page 70

. Specifying JunosE Router Initialization Scripts on the SAE (SRC CLI) on page 74

« Accessing the Router CLI on page 77

. Viewing Statistics for Specific JunosE Device Drivers (SRC CLI) on page 82

« Troubleshooting Problems with Managing JunosE Routers on page 79

« Updating Local IP Address Pools for Junos Virtual Routers (SRC CLI) on page 91

« Updating Local IP Address Pools for JunosE Virtual Routers (SRC CLI) on page 75

Copying Initialization Scripts to the C Series Controller

Related
Documentation

If you use a script that is not provided with the SRC module, you need to use the file copy
command to copy your script to the C Series Controller. For example:

user@host> file copy ftp://user@myserver/routerinit.py /opt/UMC/sae/lib
Password:

. Specifying Initialization Scripts on the SAE (SRC CLI) on page 154
. Setting Up Script Services on page 145

« Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

Specifying Initialization Scripts on the SAE (SRC CLI)

Use the following configuration statements to specify initialization scripts for third-party
devices:

shared sae configuration driver scripts {
extension-path extension-path ;
general general ;

}

To configure initialization scripts for third-party devices:

1. From configuration mode, access the configuration statements that configure
initialization scripts.

user@host# edit shared sae configuration driver scripts

2. Specify the initialization script for third-party devices.

[edit shared sae configuration driver scripts]
user@host# set general general

3. Configure a path to scripts that are not in the default location, /opt/UMC/sae/lib.

[edit shared sae configuration driver scripts]
user@host# set extension-path extension-path
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4. (Optional) Verify your initialization script configuration.

[edit shared sae configuration driver scripts]
user@host# show

Related . Specifying Initialization Scripts on the SAE (C-Web Interface)

D tati
ocumentation « Copying Initialization Scripts to the C Series Controller on page 154

« Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers on page 71

Using SNMP to Retrieve Information from Network Devices

You can use SNMP to retrieve information from a network device. For example, if you
create a script that uses SNMP, specify the SNMP communities that are on the network
device.

To retrieve information:

+ (Recommended) Specify SNMP communities for each virtual router object.

« Configure global default SNMP communities.

Related . Adding Virtual Router Objects (SRC CLI) on page 146
D tati
ocumentation . Adding Objects for Network Devices (C-Web Interface)
. Configuring Global SNMP Communities in the SRC Software (SRC CLI) on page 155

« Configuring Global SNMP Communities in the SRC Software (C-Web Interface)

Configuring Global SNMP Communities in the SRC Software (SRC CLI)

You can configure global default SNMP communities that are used if a VR does not exist
on the router or if the community strings have not been configured for the VR.

Use the following configuration statements to configure global default SNMP
communities:

shared sae configuration driver snmp {
read-only-community-string read-only-community-string;
read-write-community-string read-write-community-string;

}

To configure global default SNMP communities:

1. From configuration mode, access the statements that configure default SNMP
communities.

user@host# edit shared sae configuration driver snmp

2. Configure the default SNMP community string used for read access to the router.
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Related
Documentation

[edit shared sae configuration driver snmp]
user@host# set read-only-community-string read-only-community-string

3. Configure the default SNMP community string used for write access to the router.

[edit shared sae configuration driver snmp]
user@host# set read-write-community-string read-write-community-string

4. (Optional) Verify your configuration.

[edit shared sae configuration driver snmp]
user@host# show

read-only-community-string ******x*x.
read-write-community-string ****xxxx;

« Using SNMP to Retrieve Information from JunosE Routers and Devices Running Junos
OSs (SRC CLI) on page 101

« Configuring Global SNMP Communities in the SRC Software (C-Web Interface)
« Using SNMP to Retrieve Information from Network Devices on page 155

« How SNMP Obtains Information from Routers for the SRC Software on page 70

Using the NIC Resolver in Environments That Have Third-Party Devices (SRC CLI)

Related
Documentation

If you are using the assigned IP subscriber method of logging in subscribers, and you are
using the NIC to determine the subscriber’s SAE, you need to configure a resolver on the
NIC. The OnePopDynamiclp sample configuration data supports this scenario. The
OnePopDynamiclp configuration supports one point of presence (POP) and provides no
redundancy. The realm for this configuration accommodates the situation in which IP
pools are configured locally on each virtual router object.

You can access the OnePopDynamiclp configuration in the SRC CLI.

. Configuration Tasks for Integrating Third-Party Network Devices (SRC CLI) on page 144
. Integrating Network Devices into the SRC Network Overview on page 139

« Configuring the NIC (SRC CLI) on page 178
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Locating Subscriber Management
Information

« Locating Subscriber Information with the NIC on page 159

« Configuring the NIC (SRC CLI) on page 175

« Obtaining Interface Configuration for OnePopStaticRoutelp or OnePopVrflp on page 197
« Configuring Applications to Communicate with an SAE on page 211

« Configuring SRC Applications to Communicate with an SAE (SRC CLI) on page 213

« Developing Applications That Use NIC on page 221

« NIC Resolution Process on page 229

« NIC Configuration Scenarios on page 235
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Locating Subscriber Information with the
NIC

« Locating Subscriber Management Information on page 159

« Mapping Subscribers to a Managing SAE on page 161

« High Availability for NIC on page 163

« Planning a NIC Implementation on page 165

« NIC Configuration Scenarios on page 166

« NIC Agents Used in the NIC Configuration Scenarios on page 170

« Router Initialization Scripts with NIC Configuration Scenarios on page 172

Locating Subscriber Management Information

For services to be activated for a subscriber session, applications such as the SRC
Volume-Tracking Application (SRC VTA), Dynamic Service Activator, Enterprise Manager
Portal, or a residential portal need to locate the SAE that manages the subscriber.

The NIC is the component that locates which SAE manages a subscriber or an interface.
The NIC uses information that identifies the subscriber or the interface to identify the
managing SAE. A NIC is similar to a Domain Name System (DNS) in that a NIC processes
resolution requests. Rather than translating hostnames to IP addresses and vice versa,
the NIC resolves an identifier for a subscriber or an interface to a reference for the
managing SAE.

The components that participate in this resolution are a NIC host and a NIC proxy, also
called a NIC locator for particular applications. A NIC host processes resolution requests.
A NIC proxy requests data resolution for an application. A NIC proxy is so-named because
it requests information on behalf of an application. A NIC proxy and a NIC host
communicate with each other through Common Object Request Broker Architecture
(CORBA); NIC manages the CORBA interactions for you.

NIC can operatein a client/server mode orin alocal host mode. In the client/server mode,
a NIC host and NIC proxies can reside on different systems. In local host mode, a NIC host
and NIC proxies reside in the same process on a machine.
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NIC Client/Server Mode

NIC Local Host Mode

In client/server mode, a NIC host is the server. A NIC proxy, which comprises libraries
within an application that interacts with a NIC host, is the client.

Figure 11 on page 160 shows a NIC proxy running within an application and a NIC host
running on a different machine. Both communicate through CORBA, with the NIC proxy
providing an identifier for a subscriber and the NIC host returning a reference to the SAE
that manages the subscriber.

Figure 11: Communication Between a NIC Proxy and a NIC Host in
Client/Server Mode

Application

NCproxy | Subscriber ID NIC host
y y¢ SAE reference:

015899

Object request broker
[

In local host mode, a Java application can include the libraries for a NIC host as well as
NIC proxies. With this configuration, the NIC host and the NIC proxies communicate with
each other within the same application. Because both components run within the same
application, the application and the NIC host start and stop at the same time.

If an application uses a local NIC host, all NIC proxies for the application typically
communicate with the local NIC host, but some of the NIC proxies can be configured to
communicate with a NIC host that runs on another system.

When you use NIC in local host mode:

« You cannot use the C-Web interface to monitor or troubleshoot the local NIC host
« The NIC host runs all the resolvers and agents for the host on the local machine.

« Other NIC hosts cannot communicate with agents and resolvers that runin a local NIC
host.

Figure 12 on page 160 shows a NIC proxy and a NIC host running within an application.

Figure 12: Communication Between a NIC Host and a NIC Proxy in Local
Host Mode

Application

NIC brox ——  Subscriber ID NIC host
8 y4—-SAE reference

015957
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Related . Mapping Subscribers to a Managing SAE on page 161
Documentation . High Availability for NIC on page 163
« NIC Proxy Configuration Overview on page 211
« NIC Configuration Scenarios on page 166

« NIC Agents Used in the NIC Configuration Scenarios on page 170

Mapping Subscribers to a Managing SAE

A NIC collects information about the state of the network and can provide mapping from
a specified type of network data, known as a key, to another type of network data, known
as a value. Applications can use a NIC proxy to submit a key to a NIC host. The NIC host
obtains a corresponding value from other components within NIC and returns it through
the NIC proxy to the application. A typical use of a NIC is for a residential portal application
to submit a subscriber’s IP address and for the NIC to return the interoperable object
reference (IOR) of the SAE managing that subscriber.

NIC Proxies and NIC Locators

Typically, an application supports one NIC proxy for each type of data request. A NIC
proxy caches resolution results for a period of time so that it can resolve future requests
without consulting the NIC host, thereby decreasing traffic between the NIC proxy and
the NIC host. Applications that use NIC proxies communicate with the proxy to delete
any invalid cache entries. Caching lets you optimize resolution performance for your
network configuration and system resources.

You configure a NIC proxy when you configure that application. SRC applications such
as the SRC VTA and Dynamic Service Activator contain NIC proxies. If you are writing an
external application that will interact with a NIC, you must include NIC proxies in the
application.

A NIC locator provides the same functionality as a NIC proxy; however, it runs as part of
the NIC host. A NIC locator uses the NIC access interface module, a simple CORBA
interface, to enable non-Java applications to interact with NIC. A NIC locator does not
cache information.

For information about the NIC access interface module, see the APl documentation on
the Juniper Networks website at
http://www.juniper.net/techpubs/software/management/src/api-index.html.

For more information about NIC proxies and NIC locators, see “NIC Proxy Configuration
Overview” on page 211.

NIC Hosts

NIC hosts collect and store SRC information, and respond to requests from NIC proxies.
The components in a NIC host that manage this process are:

Copyright © 2015, Juniper Networks, Inc. 161


http://www.juniper.net/techpubs/software/management/src/api-index.html

SRC PE 4.9.x Network Guide

« NICagents—Collect data from SRC components, publish data, and make data available
to NIC resolvers

« NIC resolvers—Process resolution requests

NIC Agents

NIC agents collect information about the state of the network from many data sources
on the network. Table 13 on page 162 describes the types of agents supplied with NIC.

Table 13: Types of NIC Agents

Type of Agent Type of Information the Agent Makes Available

Consolidator agent Summary information received from other agents.
Directory agent Specified directory entries and changes to directory entries.
Properties agent Information from a specified list of property file.

Typically, you do not configure properties agents.

SAE client agent SAEs managing a subscriber at resolution time.

SAE plug-in agent Subscriber information and interface information for SAE-managed
subscribers and interfaces.

SSR client agent Subscriber information from the Session State Registrar.

XML agent Information from a specified XML document.

Typically, you do not configure XML agents.

NIC Resolvers

NIC resolvers manage information to resolve requests by:

« Receiving and storing information about the state of the network from components
within NIC and other NIC resolvers

« Requesting information from NIC agents and other NIC resolvers
« Receiving requests from the NIC proxies or other NIC resolvers

. Processing requests and sending responses to the requesters

Related . Locating Subscriber Management Information on page 159

Documentation « Configuring a NIC Scenario (SRC CLI) on page 182
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High Availability for NIC

You can configure high availability for NIC when you use client/server mode with the NIC
host and the NIC proxies running on different machines. NIC supports several mechanisms
to maintain high availability. We recommmend that you use NIC replication to keep a NIC
configuration highly available. NIC replication uses groups of NIC hosts that share the
same configuration for NIC resolutions to respond to resolution requests.

When you use NIC in local host mode, you do not need to configure redundancy for a NIC
host, because the NIC host runs within the application.

High Availability in Existing NIC Configurations
If you have a previous NIC configuration, you may be using:

« NIC host redundancy, in which a set of NIC hosts provide redundancy
The SRC CLI does not support NIC host redundancy.

« Redundancy for SAE plug-in agents, in which a set of SAE plug-in agents provide
redundancy

If you have an SAE plug-in agent that uses agent redundancy, enable state
synchronization for the agent and use NIC replication. In SRC Release 1.0.0, configuration
for SAE plug-in agent redundancy is discontinued.

NIC Replication

NIC replication uses the concept of a group to identify a NIC host that has a particular
configuration. A group contains one or more NIC hosts; each NIC host in a group is unique;
for example, each NIC host could reside on a different system. A NIC proxy contacts
specified groups that contain hosts with the same configuration to locate a managing
SAE.

For example, a group might include the host DemoHost, but not two instances of
DemoHost. Typically, each NIC host in a group is located in the same point of presence
(POP). However, a machine can support only one NIC host. The SRC software stores
groups in the directory in ou=dynamicConfiguration, ou=Configuration, o=Management,
o=umc.

For example, Figure 13 on page 163 shows three NIC groups with each group containing a
NIC host that has the same configuration.

Figure 13: NIC Groups

Group 1 Group 2 Group 3

DemoHost DemoHost DemoHost

015900
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Groups let you:

« Distribute network and processing load between two or more groups

« Provide failover protection if one group becomes unavailable

With NIC replication, a NIC proxy can contact multiple NIC hosts that are assigned to
different groups. When a NIC proxy is configured to contact more than one group, the
NIC configuration ona NIC host in each group should be equivalent—the NIC hosts should
use the same configuration scenarios.

A NIC proxy selects a group by using the method specified in the configuration for the
proxy; for example, the NIC proxy can randomly choose a group from a list. The NIC proxy
then sends resolution requests to the corresponding host in that group. If a NIC proxy
submits high numbers of resolution requests to the NIC host, you can configure the NIC
proxy to randomly pick a NIC host or to pick a NIC host in a cyclic order to decrease the
probability that one NIC host manages all the resolution requests.

Figure 14 on page 164 shows resolution requests sent by means of a round-robin selection.

Figure 14: NIC Group Selection by Round-Robin

Group 1 Group 2 Group 3
DemoHost DemoHost DemoHost
Request 1 Request 2 Request 3
NIC proxy
Application §

If the NIC host fails to respond to a specified number of resolution requests, the NIC proxy
stops sending resolution requests to the unavailable NIC host and sends the resolution
requests to another NIC host. The NIC proxy continues to poll the unavailable NIC host
to determine its availability. When the NIC host becomes available, the NIC proxy can
again send resolution requests to that host.

Figure 15 on page 165 shows a NIC proxy that sends a resolution request to Group 1, receives
an error message, then sends two more resolution requests before sending a request to
Group 2 rather than Group 1. When Group 1is available again, the NIC proxy will send the
request to Group 1.
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Figure 15: NIC Resolution Request

Group 1 Group 2
DemoHost DemoHost
Vel
Request 1 | Request2 | Request3 Request 4
Error 1 Error 2 Error 3
NIC proxy
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Application

You configure NIC replication for hosts, then configure NIC proxies to use replication.

Although you can distribute agents and resolvers among different hosts, as shown in the
configuration for the NIC hosts OnePopBO and OnePopH1 in the sample data, we
recommend that you use the DemoHost configuration, which centralizes the configuration
for agents and resolvers.

Related . Router Initialization Scripts with NIC Configuration Scenarios on page 172
D tati
ocumentation « Planning a NIC Implementation on page 165
« NIC Configuration Scenarios on page 166

« NIC Agents Used in the NIC Configuration Scenarios on page 170

Planning a NIC Implementation

The SRC software provides standard NIC configuration scenarios that you can modify
to meet the requirements for your environment. Which scenarios you choose depends
on the applications you use.

If the resolution scenarios do not provide the type of resolution needed, we recommend
that you consult Juniper Professional Services.

To plan your NIC implementation:

1. Review the NIC configuration scenarios, and select the scenario that best fits the
requirements for your application. In most cases, one of the basic configuration
scenarios provides the type of resolution needed.

See “NIC Configuration Scenarios” on page 166.

2. Determine the number of NIC proxies that you will need to access NIC hosts, and
estimate the amount of traffic between the NIC proxies and the NIC hosts. If you
expect heavy traffic between NIC proxies and NIC hosts, configure a number of NIC
hosts to share the traffic load and processing.
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3. Determine which NIC hosts to assign to a group to provide NIC replication; choose
names for these groups.

4. If you have not done so already, determine which systems are to run NIC hosts.

Related .
Documentation

Testing a NIC Resolution (SRC CLI) on page 192

« Router Initialization Scripts with NIC Configuration Scenarios on page 172

« NIC Agents Used in the NIC Configuration Scenarios on page 170

« NIC Resolution Process Overview on page 229

NIC Configuration Scenarios

Table 14 on page 166 lists the NIC configuration scenarios provided in the SRC software.

Table 14: NIC Configuration Scenarios

Configuration Scenario

Name of NIC
Configuration Scenario to

Use Type of Resolution

Basic Configuration Scenarios

For subscribers who have a tunnel  OnePopTunnel Tunnel ID (Tunnel ID + Tunnel ID is comprised of
ID associated with an L2TP Tunnel Session ID + LACIP  Tunnel ID, Tunnel Session
interface use scenario Address) of a subscriberto  ID, and the LAC IP address
the SAE IOR of the interface. Tunnel ID
Can be used in wholesaler — and Tunnel Session ID
retailer ISP scenario, where uniquely identify the tunnel
wholesaler offers tiered services session within the JunoskE
for retail customers through L2TP router. Combined with the
interfaces LAC IP address, they
uniquely identify the
Sample use: subscriber.
Support for the L2TP interfaces
For JunosE local configuration for ~ OnePop Subscriber IPaddresstothe  Simplest configuration.

PPP and DHCP subscribers.
Sample use:

DSL providers for residential
customers.

SAEIOR

IP pools configured locally
on each virtual router (VR)
with IP addresses from a
static pool of IP addresses
configured on the virtual
router.
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Table 14: NIC Configuration Scenarios (continued)

Name of NIC
Configuration Scenario to
Use

Configuration Scenario

Type of Resolution

For subscribers who have an
accounting ID.

OnePopAcctld

Can be used for multiple
subscribers who use the same
accounting ID, in which case NIC
returns all SAE IORs for mapped
subscribers.

Sample use:

Support for the volume-tracking
application.

Accounting ID of a
subscriber to the SAE IOR
and the IP address of a
subscriber to accounting ID

A subscriber's accounting ID
can be specified at
subscriber login from the
SAE subscriber
classification script. As a
result, the accounting ID
encapsulates other
attributes of the subscriber
session processed by the
subscriber classification
script. The OnePopAcctid
configuration scenario can
resolve the encapsulated
attributes.

Forexample, customers can
assign a subscriber
username (login id without
domain name) to an
accounting ID with the
following subscriber
classification.

[<-retailerDn-
>?accountingUserld
=<-userName->?sub?(uniquelD
= <-userName->)]

For subscribers who have assigned  OnePopDynamiclp
IP addresses (assigned external to
the SAE).

Sample use:

In a PacketCable Multimedia
Specification (PCMM)
environment when the SAE acts
as both a policy server and
application manager.

Subscriber IP address to the

SAEIOR

For resolution of a subscriber login
name to an SAE IOR, and of a
subscriber IP address to a
subscriber login name.

OnePopLogin

Sample use:

Support for tracking subscriber
bandwidth usage or for using a
billing model. You can use the SRC
VTA with this scenario.

Subscriber login name to

the SAE IOR and subscriber

|IP address to login name

Uses two resolvers. Use a
separate NIC proxy for each
resolution.
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Table 14: NIC Configuration Scenarios (continued)

Name of NIC
Configuration Scenario to
Use

Configuration Scenario

Type of Resolution

For use with applicationsthatneed = OnePopLoginPull Subscriber login name or a

to support tracking a large number subscriber IP address to an

of subscribers. SAE IOR

For subscribers who connect OnePopPcmm Subscriber IP address to the

through a cable modem
termination system (CMTS)
device.

Sample use:

Ina PCMM environment in which
the policy server is separate from
the application server. This
scenario can be used when the
configuration includes Juniper
Policy Server or another policy
server, and the SAE is an
application manager.

SAE IOR

For use with applications that use
the SAE programming interfaces
and that identify subscribers by the
primary username.

OnePopPrimaryUser

Sample uses:

« Aggregate services

« Dynamic service activator
application

Primary username of a
subscriber to the SAE IOR

Similar to OnePopLogin

For a router configuration in which  OnePopDnSharedIp

VRs share IP pools.
Sample use:

« Services for enterprise
subscribers.

« Support for two different
proxies:

o Subscriber DN to the SAE IOR

« Subscriber IP address to the
SAE IOR

Includes resolution available
inOnPopSharedip and adds
resolution from a subscriber
DN.

Subscriber distinguished
name (DN) or subscriber IP
address to the SAE IOR
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Table 14: NIC Configuration Scenarios (continued)

Configuration Scenario

Name of NIC
Configuration Scenario to

Use Type of Resolution

For a router configuration in which
pools can be shared among
routers. Pools can be assigned by
RADIUS or by a DHCP server.

Sample use:

Support for DHCP and PPP
connections for residential
subscribers.

Subscriber IP address to the
SAE IOR

OnePopSharedlp

For scenarios in which subscribers
have an assigned IP address and
these IP addresses can be
associated with interfaces on
devices running Junos OS.

Static route information for
routers resides in an XML
document in the directory
under the router object.

OnePopStaticRoutelp Assigned subscriber IP

address to the SAE IOR

For scenarios in which subscribers
have an assigned IP address.

Sample use:

« Applications that use an SAE to
manage a provider edge router,
not directly manage end
subscribers, and not support
individual subscriber sessions
for these subscribers.

OnePopVrflp Assigned subscriber IP Similar to
address to the SAE IOR OnePopStaticRoutelp. Used
to support multiple VPNs

with overlapping IP pools.

Static route information for
routers resides in an XML
document in the directory
under the router object.

For scenarios in which subscribers
are identified by a set of IPv6
prefixes defined by the device.
These IPv6 prefixes are made
available to the NIC through SAE
IPv6 plug-in attributes.

Sample use:

« Applications can identify
subscribers based on their IP
addresses and get a reference
to the SAE managing the
subscribers.

The OnePopPrefixlp
scenario is identical to the
OnePop scenario but the IP
poolinformationis provided
by the SAE (through NIC
SAE Plug-in agents) instead
of being read from the
directory.

OnePopPrefixlp

For enterprise customers.

The scenario combines the
OnePop and
OnePopSharedlp scenarios
and adds resolution from a
subscriber DN.

Subscriber IP address or
subscriber DN to the SAE
IOR

OnePopAllRealms

Advanced Configuration Scenario
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Table 14: NIC Configuration Scenarios (continued)

Name of NIC
Configuration Scenario to
Configuration Scenario Use Type of Resolution
For two POPs that share a back MultiPop Subscriber IPaddresstothe  Youcandeploy this scenario
office. SAE IOR in an environment that has
a number of POPs; for
Sample use: example, a configuration in
which there are two POPS
Support foradeployment that has with NIC proxy
a back office that connects to NIC communication to a back
hosts at other sites. office, which in turn

communicates with the
POP hosts. The POP hosts
each support parallel hosts
and agents and manage
resolutionsin the same way.

You can add POPs by
copying the configuration
for one POP and modifying
the configuration to suit
your environment.

Related . Configuration Statements for the NIC on page 175
D tati
ocumentation « Router Initialization Scripts with NIC Configuration Scenarios on page 172

« NIC Agents Used in the NIC Configuration Scenarios on page 170

NIC Agents Used in the NIC Configuration Scenarios

When you configure a NIC configuration scenario, you use the basic configuration for
each NIC agent in the scenario, but modify properties such as directory properties to
make the agent configuration compatible with your SRC configuration. The NIC
configuration scenario that you use determines which agents appear in your configuration.

Table150n page 170 lists all agents that are available in the various configuration scenarios.

Table 15: NIC Agents

Agent Name Type of Agent | Type of Information

Acctldip SAE plug-in Mappings of accounting IDs of a subscribers to the SAE IOR and subscriber IP addresses
to accounting ID(s).

DnVr SAE plug-in Mappings of enterprise access DNs to VRs.

Enterprise Directory List of enterprise names.

IpAcctld SAE plug-in Mappings of subscriber IP addresses to accounting IDs.
IpLoginName SAE plug-in Mappings of IP addresses to login names.
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Table 15: NIC Agents (continued)

Agent Name Type of Agent | Type of Information

IpSaeld SAE client Mappings of IP addresses to SAEs managing a subscriber. Uses the SAE remote interface
to determine which SAEs are managing a subscriber at resolution time.

IpVr SAE plug-in Mappings of IP addresses to VRs.
LoginNameVr SAE plug-in Mappings of login names to VRs.
LoginSaeld SAE client Mappings of login names to SAEs. Uses the SAE remote interface to determine which

SAEs are managing a subscriber at resolution time.

Poollnterface Directory Mappings of IP pools to an interface. Note: Reads a JunosE routing table and extracts
the VR name to perform the mapping.

PoolVvr Directory Mappings of IP pools to VRs.

TunnelldVr SAE plug-in Mapping of Tunnel IDs (Tunnel ID + Tunnel/Session ID + LAC IP Address) to VRs.

UserNameVr SAE plug-in Mappings of subscriber IP addresses to accounting IDs.

VrSaeld Directory Reads information about virtual routers and the mappings between virtual routers and
SAEs.

Table 16 on page 171 shows the types of agents that each configuration scenario uses.

Table 16: Agents in Configuration Scenarios

NIC Configuration

Scenario Directory Agents SAE Plug-In Agents SAE Client Agents SSR Client Agents
OnePop PoolVr, VrSaeld
OnePopAcctld PoolVr, VrSaeld Acctldlp, IpAcctld
OnePopDnSharedip PoolVr, VrSaeld, DnVr
Enterprise

OnePopDynamiclp PoolVr, VrSaeld
OnePopLogin Pool, VrSaeld IpLoginName,

LoginNameVr
OnePopLoginPull IpSaeld, LoginSaeld
OnePopPcmm PoolVr, VrSaeld
OnePopSharedip PoolVr, VrSaeld IpVr
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Table 16: Agents in Configuration Scenarios (continued)

NIC Configuration

Scenario Directory Agents SAE Plug-In Agents SAE Client Agents SSR Client Agents

MultiPop PoolVr, VrSaeld, IpVr
site-specific versions of
PoolVr and VrSaeld

OnePopAllRealms PoolVr, VrSaeld, IpVr
Enterprise
OnePopPrimaryUser VrSaeld UserNameVr

OnePopStaticRoutelp  VrSaeld, Poollnterface

OnePopTunnel VrSaeld TunnelldVr

OnePopVrflp VrSaeld, Poollnterface

Related . Mapping Subscribers to a Managing SAE on page 161
Documentation . Router Initialization Scripts with NIC Configuration Scenarios on page 172
« Configuring a NIC Scenario (SRC CLI) on page 182

« NIC Configuration Scenarios on page 166

Router Initialization Scripts with NIC Configuration Scenarios

The NIC resolutions map VRs to SAEs. For these resolutions, use a router initialization
script that associates each VR with the SAE that manages it. Which router initialization
script you use depends on whether the SAE obtains IP pools from JunosE VRs:

- poolPublisher router initialization script—Use when the SAE obtains local IP pools
locally from JunosE VRs.

- iorPublisher router initialization script—Use when the router is one of the following:
« JunosE routers that do not supply IP addresses from local pools
« devices running Junos OS

« CMTS devices
These devices do not supply IP addresses from local pools in your network.
Table 17 on page 173 lists which type of initialization script should be used with the various

NIC configuration scenarios. The OnePoplLoginPull scenario does not require an
initialization script.
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Table 17: Type of Router Initialization Script to Use for NIC Configuration

Scenarios
poolPublisher or

poolPublisher iorPublisher iorPublisher

One Pop OnePopDnSharedip OnePopAcctld
OneLoginPull OnePopAllReams
OnePopPcmm OnePopDynamiclp
OnePopPrimaryUser OnePoplogin
OnePopSharedip MultiPop

OnePopStaticRoutelp

OnePopVrflp

0 NOTE: If you modify information about IP pools on a VR after the COPS
connection is established, the SAE does not automatically register the
changes, and you must update the directory.

For more information about router initialization scripts for JunosE routers, including how
to update the directory, see “Configuring the SAE to Manage JunosE Routers (SRC CLI)”
on page 67.

For more information about router initialization scripts for devices running Junos OS, see
“Configuring the SAE to Manage Devices Running Junos OS (SRC CLI)” on page 94.

Related . High Availability for NIC on page 163
Documentation « Planning a NIC Implementation on page 165
« NIC Configuration Scenarios on page 166

« NIC Agents Used in the NIC Configuration Scenarios on page 170
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Configuring the NIC (SRC CLI)

Configuration Statements for the NIC on page 175

Before You Configure the NIC on page 177

Configuring the NIC (SRC CLI) on page 178

Reviewing and Changing Operating Properties for the NIC (SRC CLI) on page 179
Configuring NIC Replication (SRC CLI) on page 181

Configuring a NIC Scenario (SRC CLI) on page 182

Configuring Advanced NIC Features on page 191

Verifying Configuration for the NIC (SRC CLI) on page 191

Starting the NIC (SRC CLI) on page 191

Testing a NIC Resolution (SRC CLI) on page 192

Stopping a NIC Host on a C Series Controller (SRC CLI) on page 193
Restarting the NIC (SRC CLI) on page 194

Restarting a NIC Agent (SRC CLI) on page 194

Restarting a NIC Resolver (SRC CLI) on page 194

Changing NIC Configurations (SRC CLI) on page 195

Configuration Statements for the NIC

The SRC CLI provides the following groups of configuration statements for the NIC:

Configuration statements for NIC operating properties
Configuration statements for NIC scenarios

Configuration statements for NIC logging

O NOTE: We recommend that you change only those statements visible at
the basic editing level. Contact Juniper Professional Services or Juniper
Customer Support before you change any of the NIC statements and
options not visible at the basic editing level.
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Configuration Statements for NIC Operating Properties

Use the following configuration statements to configure the NIC operating properties at
the [edit] hierarchy level. These statements are visible at the CLI basic editing level.

slot number nic {
base-dn base-dn;
java-garbage-collection-options java-garbage-collection-options;
java-heap-size java-heap-size;
scenario-name scenario-name;
snmp-agent;
hostname hostname;
runtime-group runtime-group;

1

slot number nic initial {
static-dn static-dn;
dynamic-dn dynamic-dn;

}

slot number nic initial directory-connection {
urlurt;
backup-urls [ backup-urls...];
principal principal;
credentials credentials;
protocol (ldaps);
timeout timeout;
check-interval check-interval,;
blacklist;
snmp-agent;

}

slot number nic initial directory-eventing {
eventing;
signature-dn signature-dn;
polling-interval polling-interval;
event-base-dn event-base-dn;
dispatcher-pool-size dispatcher-pool-size;

1
Configuration Statements for NIC Scenarios

Use the following configuration statements to configure the NIC at the [edit] hierarchy
level. These statements are visible at the CLI basic editing level.

Which agents you configure depends on the NIC configuration scenario that you use.

0 NOTE: Although the CLI provides configuration statements for SSR Client
agents, you typically do not need to change the basic configuration for these
agents. Changes can be made at the expert editing level.

The CLI also provides configuration statements for consolidator agents,
properties agents,and XML agents. At this time, none of the NIC configuration
scenarios uses these agents. The following list does not include the
configuration statements for these agents.
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shared nic scenario name
shared nic scenario name agents name
shared nic scenario name agents name configuration directory {
search-base search-base ;
search-filter search-filter ;
search-scope (0| 1] 2);
server-url server-url ;
directory-backup--urls directory-backup-urls ;
principal principal ;
credentials credentials ;
}
shared nic scenario name agents name configuration sae-client {
principal principal,
credentials credentials;
subscriber-id (user-ip-address | dn| login-name | interface-name | primary-user-name);
search-base search-base;
search-filter search-filter;
search-scope (object | one-level | sub-tree);
server-url server-url;
directory-backup-urls directory-backup-urls ;
}
shared nic scenario name agents agent configuration sae-plug-in {
event-filter event-filter ;
number-of-events number-of-events ;

}
Configuration Statements for NIC Logging

Use the following configuration statements to configure logging for the NIC at the [edit]
hierarchy level.

shared nic scenario name hosts name configuration logger name syslog {
filter filter ;
host host ;
facility facility ;
format format ;
}
shared nic scenario name hosts name configuration logger name file {
filter filter ;
filename filename;
rollover-filename rollover-filename ;
maximum-file-size maximum-file-size ;

}

Related . Before You Configure the NIC on page 177

Documentation - \tc iring the NIC (SRC CLI) on page 178

. For detailed information about each configuration statement, see the SRC PE CL/
Command Reference.

Before You Configure the NIC

When you use NIC in a client/server configuration, you configure the NIC scenario before
you configure the NIC proxies.
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Related
Documentation

Before you configure NIC hosts from the CLI:

« Plan your NIC implementation:
« Choose the NIC configuration scenario to use.
The default scenario is OnePop.

For information about NIC configuration scenarios and NIC agents, see “L.ocating
Subscriber Management Information” on page 159.

« Ensure that the appropriate type of router initialization script is configured for the router
or network device.

See “Locating Subscriber Management Information” on page 159.

Set the editing level for the configuration application you are using, the SRC CLI or the
C-Web interface to basic. This ensures that only the statements that you need to
configure are visible.

To set the editing level for the C-Web interface to basic:

- Click Preferences>Level Basic.

« Configuring the NIC (SRC CLI) on page 178

« Configuring the NIC (C-Web Interface)

« Starting the NIC (SRC CLI) on page 191

« NIC Agents Used in the NIC Configuration Scenarios on page 170

« Router Initialization Scripts with NIC Configuration Scenarios on page 172

« Verifying Configuration for the NIC (SRC CLI) on page 191

Configuring the NIC (SRC CLI)

Before you configure the NIC, complete the prerequisite tasks.
See “Before You Configure the NIC” on page 177.
To configure the NIC:

1. Configure NIC operating properties.

See “Reviewing and Changing Operating Properties for the NIC (SRC CLI)” on page 179.
2. Configure NIC replication.

See “Reviewing and Changing Operating Properties for the NIC (SRC CLI)” on page 179.

3. (Optional) If you plan to use a configuration scenario other than OnePop (the default),
delete any data for the OnePop scenario and configure the scenario name to specify
the configuration scenario.

See “Changing NIC Configurations (SRC CLI)” on page 195.

4. Configure a NIC scenario.

178
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See “Configuring a NIC Scenario (SRC CLI)” on page 182.
5. Verify the NIC configuration.

See “Verifying Configuration for the NIC (SRC CLI)” on page 191.
6. Start the NIC component.

See “Starting the NIC (SRC CLI)” on page 191.

Related . Testing a NIC Resolution (SRC CLI) on page 192

Documentation . Configuration Statements for the NIC on page 175

Reviewing and Changing Operating Properties for the NIC (SRC CLI)

Before you configure a NIC configuration scenario, review the default operating properties
and change values as needed. Operating properties are configured for a slot.

The following topics provide procedures for reviewing and changing operating properties
for NIC with the SRC CLI:

1. Reviewing the Default NIC Operating Properties on page 179
2. Changing NIC Operating Properties on page 180

Reviewing the Default NIC Operating Properties

To review the default NIC operating properties:

1. From configuration mode, access the configuration statement that specifies the
configuration for the NIC on a slot.

[edit]
user@host# edit slot number nic

For example:

[edit]
user@host# edit slot O nic

2. Run the show command.

[edit slot 0 nic]
user@host# show
base-dn o=umc;
Jjava-runtime-environment ../jre/bin/java;
Jjava-heap-size 128m;
snmp-agent;
hostname DemoHost;
initial {
dynamic-dn "ou=dynamicConfiguration, ou=Configuration, o=Management,<base>";

directory-connection {
url ldap://127.0.0.1:389/;
backup-urls ;
principal cn=nic,ou=Components,o=0Operators,<base>;
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credentials ****x*xk-
timeout 10;
check-interval 60;

T

directory-eventing {
eventing;
signature-dn <base>;
polling-interval 15;
event-base-dn <base>;
dispatcher-pool-size 1;

b

static-dn "1=OnePop, I=NIC, ou=staticConfiguration, ou=Configuration, o=Manage

ment,<base>";

}

Changing NIC Operating Properties

In most cases you can use the default NIC operating properties. Change the default
properties if needed for your environment.

To change NIC operating properties:
1. From configuration mode, access the configuration statement that specifies the
configuration for the NIC on a slot.

[edit]
user@host# edit slot number nic

For example:

[edit]
user@host# edit slot O nic

2. (Optional) If you store data in the directory in a location other than the default, o=umc,
change this value.

[edit slot O nic]
user@host# set base-dn base-dn

3. (Optional) Configure the garbage collection functionality of the Java Virtual Machine.

[edit slot O nic]
user@host# set java-garbage-collection-options java-garbage-collection-options

4. (Optional) If you determine that additional memory is needed, change the maximum
memory size available to the (Java Runtime Environment) JRE.

[edit slot O nic]
user@host# set java-heap-size java-heap-size

By default, the JRE can allocate 128 MB. Set to a value lower than the available physical
memory to avoid low performance because of disk swapping.

If you use an SAE plug-in agent, we recommend that you increase the JVM max heap
to a value in the range 400-500 MB.
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If you need help to determine the amount of memory needed, contact Juniper Networks
Customer Services and Support.

5. (Optional) Specify the name of the NIC scenario that you want to configure. The
default scenario is OnePop.

[edit slot O nic]
user@host# set scenario-name scenario-name

6. (Optional) Enable viewing of SNMP counters through an SNMP browser.

[edit slot O nic]
user@host# set snmp-agent

7. (Optional) Change the name of the NIC host. Use the default name of the NIC host
configured for a NIC scenario. In most cases, the NIC host name is DemoHost.

[edit slot O nic]
user@host# set hostname hostname

8. (Optional) Change the initial properties.

See Configuring Basic Local Properties.

Related . Reviewing and Changing Operating Properties for NIC (C-Web Interface)

D tati
ocumentation - onfiguring the NIC (SRC CLI) on page 178

Configuration Statements for the NIC on page 175

Changing NIC Configurations (SRC CLI) on page 195

Verifying Configuration for the NIC (SRC CLI) on page 191

Configuring NIC Replication (SRC CLI)

You configure NIC replication to keep the NIC configuration highly available.
Before you configure NIC replication:

« Make sure that you understand how NIC groups are used.
See “Locating Subscriber Management Information” on page 159.
« Identify which NIC hosts are to provide redundancy for each other.

« Select a name for a group for each of these hosts.
To configure NIC replication:

1. From configuration mode, access the configuration statement that specifies the
configuration for the agent.

[edit]
user@host# slot number nic

For example:

[edit]
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user@host# slot O nic

2. Configure the runtime group for the NIC host.
[edit slot O nic]
user@host# runtime-group runtime-group
For example:

[edit slot O nic]
user@host# runtime-group groupl

Related . Configuring the NIC (SRC CLI) on page 178
Documentation

Configuring a NIC Scenario (SRC CLI)

The following topics provide procedures for configuring a NIC scenario with the SRC CLI:

« Defining the NIC Configuration to Use on page 182
« Configuring Directory Agents on page 185

« Configuring SAE Client Agents on page 187

« Configuring SAE Plug-In Agents on page 188

« Configuring the SAE to Communicate with SAE Plug-In Agents When You Use NIC
Replication on page 189

Defining the NIC Configuration to Use

The OnePop configuration scenario is the default configuration for NIC. If you want to
use another configuration scenario, you first clear data for the configuration scenario and
change the scenario name that identifies the scenario, see “Changing NIC Configurations
(SRC CLI)” on page 195.

When you select a NIC configuration scenario, the software adds the default configuration
for most properties. You can modify the NIC properties, including those for agents.

A CAUTION: We recommend that you change only those statements visible
at the basic editing level. Contact Juniper Professional Services or Juniper
Customer Support before you change any of the NIC statements not visible
at the basic editing level.

To specify a NIC configuration scenario for NIC to use:

1. Make sure that the NIC component is running.

user@host> show component
Installed Components
Name Version Status

182 Copyright © 2015, Juniper Networks, Inc.



Chapter 12: Configuring the NIC (SRC CLI)

nic Release: 7.0 Build: GATEWAY.A.7.0.0.0168 running

2. From configuration mode, access the statement that configures a NIC configuration
scenario, and specify the name of a scenario.

[edit]
user@host# edit shared nic scenario name

For example:

[edit]
user@host# edit shared nic scenario OnePopLogin

3. View the default configuration for the configuration scenario. For example:

[edit shared nic scenario OnePopLogin]
user@host# show

hosts {
DemoHost {
configuration {
hosted-resolvers "/realms/login/Al, /realms/login/Bl, /realms/login/C1l,
/realms/login/D1, /realms/ip/Al, /realms/ip/Bl, /realms/ip/C1l";
hosted-agents "/agents/LoginNameVr, /agents/VrSaeld, /agents/lIpLoginName,

/agents/PoolVr";
}

}
OnePopBO {

configuration {
hosted-resolvers "/realms/login/Al, /realms/login/Cl, /realms/ip/Al,
/real
ms/ip/C1™;
hosted-agents /agents/VrSaeld;
}
b
OnePopH1 {
configuration {
hosted-resolvers "/realms/login/Bl, /realms/login/D1, /realms/ip/Bl";
hosted-agents '/agents/LoginNameVr, /agents/IpLoginName, /agents/PoolVr";

¥
3
}
agents {
VrSaeld {
configuration {
directory {
search-base o=Network,<base>;
search-filter (objectclass=umcVirtualRouter);
search-scope 2;
server-url ldap://127.0.0.1:389/;
backup-servers-url ;
principal cn=nic,ou=Components,o=0Operators,<base>;
o omEomEomEomEo"F fcredentials FrrRRAAk
}
¥

}
LoginNameVr {

configuration {
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sae-plug-in {
event-filter "(&(Y(PA_USER_TYPE=INTF)) ('(PA_LOGIN_NAME=[None])))";
number-of-events-sent-in-a-synchronization-call 50;
}
¥
by
IpLoginName {
configuration {
sae-plug-in {
number-of-events-sent-in-a-synchronization-call 50;
}
}
T
PoolVr {
configuration {
directory {
search-base o=Network,<base>;
search-filter (objectclass=umcVirtualRouter);
search-scope 2;
server-url ldap://127.0.0.1:389/;
backup-servers-url ;
=o®® o®®omEo=® == "F Tprincipal cn=nic,ou=Components,o=0perators,<base>;
TomEmomEomEomEomEo=E o fcredentials FrrRkAAk
T
}
b
¥

4. (Optional) Update logging configuration.
See Logging for SRC Components Overview.
By default, NIC has the following logging enabled for a NIC host:

logger file-1{
file {
filter |ConfigMgr,!DES,/debug-;
filename var/log/nicdebug.log;
rollover-filename var/log/nicdebug.alt;
maximum-file-size 10000000;
}
}
logger file-2 {
file {
filter /info-;
filename var/log/nicinfo.log;
}
}
logger file-3 {
file {
filter /error-;
filename var/log/nicerror.log;
}
}

5. For each agent that the NIC configuration scenario includes, if needed update NIC
agent configuration to define properties specific to your environment, such as directory
properties.
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Each type of agent has different configuration properties. The output from the show
command identifies the type of agent under the agents hierarchy. For example:

VrSaeld {
configuration {
directory {

LoginNameVr {
configuration {
sae-plug-in {

Configuring Directory Agents

Use the following configuration statements to configure NIC directory agents:

shared nic scenario name agents agent configuration directory {
search-base search-base ;
search-filter search-filter ;
search-scope (0| 1] 2);
server-url server-url ;
backup-servers-url backup-servers-url ;
principal principal ;
credentials credentials ;

}

To configure a directory agent:

1.

From configuration mode, access the statement that specifies the configuration for
the agent.

[edit]
user@host# edit shared nic scenario name agents agent configuration directory

For example:

[edit]
user@host# edit shared nic scenario OnePopLogin agents VrSaeld configuration
directory

Review the default configuration for the agent. For example:

[edit shared nic scenario OnePopLogin agents VrSaeld configuration directory]
user@host# show

search-base o=Network,<base>;

search-filter (objectclass=umcVirtualRouter);

search-scope 2;

server-url ldap://127.0.0.1:389/;

directory-backup-urls ;

principal cn=nic,ou=Components,o=Operators,<base>;

credentials ******xx-

(Optional) Change the distinguished name (DN) of the location in the directory from
which the agent should read information.

[edit shared nic scenario name agents name configuration directory]
user@host# set search-base search-base

For example:
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[edit shared nic scenario OnePop agents PoolVr configuration directory]
user@host# set search-base o=myNetwork,<base>

You can use <base> in the DN to refer to the globally configured base DN.
4. (Optional) Change the directory search filter that the agent should use.

[edit shared nic scenario name agents name configuration directory]
user@host# set search-filter search-filter

For example:

[edit shared nic scenario OnePop agents PoolVr configuration directory]
user@host# set search-filter objectclass=umcVirtualRouter

5. (Optional) Change the location in the directory relative to the base DN from which
the NIC agent can retrieve information.

[edit shared nic scenario name agents name configuration directory]
user@host# set search-scope (0| 1] 2)

where:
« O—Entry specified in the search-base statement

- 1—Entry specified in the search-base statement and objects that are subordinate
by one level

. 2—Subtree of entry specified in the search-base statement

6. For aninstallation on a Solaris platform, specify the location of the directory in URL
string format.

[edit shared nic scenario name agents name configuration directory]
user@host# set server-url [dap:// host:portNumber

For example, to specify the directory on a C Series Controller:

[edit shared nic scenario OnePop agents PoolVr configuration directory]
user@host# set server-urlldap://127.0.0.1:389/

7. List the URLs of redundant directories. Separate URLs with semicolons.

[edit shared nic scenario name agents name configuration directory]
user@host# set directory-backup-urls backup-servers-urls

8. Specify the DN that contains the username that the directory server uses to
authenticate the NIC agent.

[edit shared nic scenario name agents name configuration directory]
user@host# set principal principal

For example:

[edit shared nic scenario OnePop agents PoolVr configuration directory]
user@host# set principal cn=nic,ou=Components,o=Operators,<base>

9. Specify the password that the directory server uses to authenticate the NIC agent.
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[edit shared nic scenario name agents name configuration directory]
user@host# set credentials credentials

10. Restart the NIC agent.

user@host>request nic restart agent name name

Configuring SAE Client Agents

Use the following configuration statements to configure NIC SAE client agents:

shared nic scenario nameagents nameconfiguration sae-client {
principal principal;
credentials credentials;
subscriber-id (user-ip-address | dn| login-name | interface-name | primary-user-name);
search-base search-base;
search-filter search-filter;
search-scope (object | one-level | sub-tree);
server-url server-url;
directory-backup-urlsdirectory-backup-urls ;

}

To configure an SAE client agent:

1. From configuration mode, access the statement that specifies the configuration for
the agent.

[edit]
user@host# edit shared nic scenario name agents agent configuration sae-client

For example:

[edit]
user@host# edit shared nic scenario OnePopLoginPull agents IpSaeld configuration
sae-client

2. Review the default configuration for the agent. For example:

[edit shared nic scenario OnePopLoginPull agents IpSaeld configuration
sae-client]

user@host# show

principal cn=umcadmin,<base>;

credentials *******x*-

subscriber-id user-ip-address;

search-base ou=sspadmurls,o=Servers, ;

search-filter (objectclass=corbaObjectReference);

search-scope sub-tree;

server-url ldap://127.0.0.1:389/; directory-backup-urls "*;

3. (Optional) Change the authentication DN.
For example:

[edit shared nic scenario OnePopLoginPull agents IpSaeld configuration sae-client ]
user@host# set principal cn=umcadmin, <base>

4. (Optional) Change the password that the NIC uses to access the directory. For
example:

[edit shared nic scenario OnePopLoginPull agents IpSaeld configuration sae-client ]
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user@host# set credentials —
5. Specify the part of the directory that you want the network publisher to search.

[edit shared nic scenario OnePopLoginPull agents IpSaeld configuration sae-client ]
user@host# set search-base search-base

6. (Optional) Change the URL that identifies the primary Juniper Networks database to
which the NIC agent connects.

[edit shared nic scenario OnePopLoginPull agents IpSaeld configuration sae-client ]
user@host# set server-url server-url

7. Specify the type of subscriber ID that the agent uses to identify the subscriber. The
type can be user-ip-address, dn, login-name, or interface-name. For example, to
specify an IP address:

[edit shared nic scenario OnePopLoginPull agents IpSaeld configuration sae-client ]
user@host# set subscriber-id use-ip-address

Configuring SAE Plug-In Agents

By default, the CORBA naming server on a C Series Controller uses port 2809. The NIC
host is configured to communicate with this naming server; you do not need to change
JacORB properties.

Use the following configuration statements to configure NIC SAE plug-in agents:

shared nic scenario name agents agent configuration sae-plug-in{
event-filter event-filter;
number-of-events number-of-events;

}

If you plan to change the event filter for the agent, make sure that you are familiar with:

« Plug-in attributes and values
See Types of Tracking Plug-Ins.
« Filter syntax

See the documentation for the SAE CORBA Remote API in the SAE Core API
documentation on the Juniper Networks website at:

http://www.juniper.net/techpubs/software/management/src/api-index.html.

To configure an SAE plug-in agent:
1. From configuration mode, access the statement that specifies the configuration for
the agent.

[edit]
user@host# edit shared nic scenario name agents agent configuration sae-plug-in

For example:

[edit]
user@host# edit shared nic scenario OnePopLogin agents LoginNameVr configuration
sae plug-in
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2. Review the default configuration for the agent. For example:

[edit shared nic scenario OnePopLogin agents LoginNameVr configuration
sae-plug-in]

user@host# show

event-filter "(&(Y(PA_USER_TYPE=INTF)) (! (PA_LOGIN_NAME=[None])))";
number-of-events-sent-in-a-synchronization-call 50;

3. (Optional) Change an LDAP filter that change the events that the agent collects.

[edit shared nic scenario name agents agent configuration sae-plug-in]
user@host# set event-filter event-filter

Typically, you do not need to change this value. If you do want to filter other events,
use the format pluginAttribute=attributeValue format for event filters, where:

« pluginAttribute—Plug-in attribute name
- attributeValue—Value of filter
For example:

[edit shared nic scenario name agents agent configuration sae-plug-in]
user@host# set event-filter PA_USER_TYPE=INTF

4. Specify the number of events that the SAE sends to the agent at one time during state
synchronization.

[edit shared nic scenario name agents agent configuration sae-plug-in]
user@host# set number-of-events number-of-events

For example:

[edit shared nic scenario OnePopLogin agents LoginNameVr configuration sae plug-in]
user@host# set number-of-events 50

Configuring the SAE to Communicate with SAE Plug-In Agents When You Use NIC Replication

For each NIC host that uses SAE plug-in agents, configure a corresponding external
plug-in for the SAE. By default, the SAE plug-in agents share events with the single SAE
plug-in. You must also configure the SAE to communicate with the SAE plug-in agent in
each NIC host that you use in the NIC replication.

For information about configuring an external plug-in for the SAE, see Configuring the
SAE for External Plug-Ins (SRC CLI).

To configure an external plug-in:

1. From configuration mode, access the statement that specifies the configuration for
an external plug-in for the SAE that communicates with the agent, and assign the
plug-in a unique name.

[edit]
user@host# shared sae configuration plug-ins name name

2. Configure CORBA object reference for the plug-in.

[shared sae configuration plug-ins name name external]
user@host# corba-object-reference corba-object-reference
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For the CORBA object reference, use the following syntax:
host: port-number/NameService#pluginName
where:

- host—IP address or name of the machine on which you installed the NIC host that
supports the agent

For local host, use the IP address 127.0.0.1.
« port-number—Port on which the name server runs
The default port number is 2809.
« pluginName—Name under which the agent is registered in the naming service

Use the format nicsae_groupname/saePort where groupname is the name of the
replication group. (When replication is not used, the format is nicsae/saePort.)

For example:

[shared sae configuration plug-ins namename external]
user@host# set corba-object-reference
corbaname::127.0.0.1:2809/NameService#nicsae/saePort

Configure attributes that are sent to the external plug-in for a NIC host. Because the
SAE plug-in agents share the event by default, you configure only one for a NIC host.

[shared sae configuration plug-ins name name external]
user@host# set attr
[( router-name | user-dn | session-id | user-type | user-ip-address | login-name)]

Specify the plug-in options that the agent uses. You must specify the options
session-id and router-name, and other options that you specified for the agent’s
network data types and the agent’s event filter. Do not specify attributes options of
the PAT_OPAQUE attribute type, such as the option dhcp-packet.

0 NOTE: Do not include attributes that are not needed.

Reference the NIC as a subscriber tracking plug-in.
[edit shared sae group name configuration plugins event-publishers]
user@host# set subscriber-tracking pool-name
For example, for a pool named nic:
[edit shared sae group name configuration plugins event-publishers]
user@host# set subscriber-tracking nic
Configuring a NIC Scenario (C-Web Interface)
Configuring the NIC (SRC CLI) on page 178
Verifying Configuration for the NIC (SRC CLI) on page 191

Configuration Statements for the NIC on page 175

190

Copyright © 2015, Juniper Networks, Inc.



Chapter 12: Configuring the NIC (SRC CLI)

« NIC Configuration Scenarios Overview on page 235

Configuring Advanced NIC Features

If you want to configure NIC features not available at the basic editing level, set the editing
level to advanced or expert and use the CLI Help to obtain information about statement
options.

Related . Configuring the NIC (SRC CLI) on page 178
Documentation « Configuring a NIC Scenario (SRC CLI) on page 182

. Configuring NIC to Store Log Messages in a File (C-Web Interface)

Verifying Configuration for the NIC (SRC CLI)

Purpose After you complete the NIC configuration, verify the local NIC configuration and the NIC
configuration scenario information.

Action  To verify NIC configuration:

1. In configuration mode, run the show command at the [edit slot O nic] hierarchy level.

[edit slot O nic]
user@host# show

2. In configuration mode, run the show command at the [edit shared nic scenario name
] hierarchy level.

For example:

[edit shared nic scenario OnePop]
user@host# show

Related . Starting the NIC (SRC CLI) on page 191

Documentation Configuring the NIC (SRC CLI) on page 178

Testing a NIC Resolution (SRC CLI) on page 192
Changing NIC Configurations (SRC CLI) on page 195

Starting the NIC (SRC CLI)

Start the NIC component before you configure it. When you enable NIC for the first time,
it creates the default operating properties for the component.

To start NIC:

« From operational mode, enable the NIC.

user@host> enable component nic
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Starting NICHOST: may take a few minutes...

Starting the NIC (C-Web Interface)

Configuring the NIC (SRC CLI) on page 178

Reviewing and Changing Operating Properties for the NIC (SRC CLI) on page 179
Restarting the NIC (SRC CLI) on page 194

Stopping a NIC Host on a C Series Controller (SRC CLI) on page 193

Testing a NIC Resolution (SRC CLI)

Issue a resolution request to the NIC host to test NIC resolution for a specified key by
using the test nic resolve command. As a result, you can view the NIC resolution for the
configured key and log the errors when the resolution fails.

To test a NIC resolution:

Run the test nic resolve command.

user@host> test nic resolve locator locator key key constraints constraints intermediate
where:

- locator—Name of locator that requests information on behalf of an application

- key—Value to be resolved. This value must be of the same NIC data type configured
in the NIC locator.

- (Optional) constraints—Data types that a resolver uses when it executes a role (also
referred to as a transition) in the resolution process. A role resolves a NIC key to a
NIC value.

- (Optional) intermediate—Displays the step-by-step results along with the final
resolution results for the NIC resolution processes.

For example:

user@host > test nic resolve locator /nicLocators/ip key 10.10.10.10 constraints
domain:virneo

The following example shows a successful resolution for an IP key that has the value
192.168.8.2:

user@host> test nic resolve locator /nicLocators/ip key 192.168.8.2

10R:
000000000000003549444C3A736D67742E6A756E697065722E6E65742F7361652F5365727
669636541637469766174696F6E456E67696E653A312E3000
000000000000010000000000000068000102000000000F3137322E32382E3233302E31323
0000022610000000000107372632D382F736165504F412F53
4145000000020000000000000008000000004A414300000000010000001C0O000000000010
0010000000105010001000101090000000105010001

user@host>
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The following example shows an unsuccessful resolution for an IP key that has the value
192.168.8.2:

user@host> test nic resolve locator /nicLocators/ip key 192.168.3.2

Failed to resolve key 192.168.3.2 for resolver /nicLocators/ip due to
net.juniper.smgt.gateway.nic.protocol .NICExc
IDL:net/juniper/smgt/gateway/nic/protocol/NICException:1.0

user@host>

The following example shows both the step-by-step resolution and final resolution results
for an IP key that has the value 11.11.0.0:

user@host> run test nic resolve locator /nicLocators/ip key 11.11.0.0 intermediate
Showing Intermediate Results

ValueType: IpPool
([11.11.0.0 11.11.0.10])

ValueType:Vr
default:vrO@jsrc.englab.juniper._net

FINAL RESULT
Type ID: "IDL:smgt.juniper.net/sae/ServiceActivationEngine:1.0"
Profiles:
1. 110P 1.2 10.212.10.9 8801 "c3bng-src9/saePOA/SAE"
TAG_ORB_TYPE 0x4a414300
TAG_CODE_SETS char native code set: UTF-8
char conversion code set: 1S0-8859-1
wchar native code set: UTF-16
wchar conversion code set: 0x05010001, 0x00010100

Related . Configuring NIC Test Data (SRC CLI) on page 219
D mentation
ocumentatio . Testing a NIC Resolution (C-Web Interface)

« Stopping a NIC Host on a C Series Controller (SRC CLI) on page 193

Stopping a NIC Host on a C Series Controller (SRC CLI)

If you run NIC in client/server mode, you can stop the NIC host independently of the NIC
Proxy.

To stop a NIC host:

. From operational mode, disable the NIC.

user@host> disable component nic

Related . Stopping a NIC Host on a C Series Controller (C-Web Interface)
Documentation | . _i-rting the NIC (SRC CLI) on page 194
. Restarting a NIC Agent (SRC CLI) on page 194

. Restarting a NIC Resolver (SRC CLI) on page 194
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« Changing NIC Configurations (SRC CLI) on page 195

Restarting the NIC (SRC CLI)

To restart a NIC host:

« From operational mode, restart the NIC.

user@host> request restart nic

You can also restart the NIC at the slot level.

Related . Stoppinga NIC Host on a C Series Controller (SRC CLI) on page 193
Documentation « Restarting a NIC Agent (SRC CLI) on page 194
« Restarting a NIC Resolver (SRC CLI) on page 194
« Changing NIC Configurations (SRC CLI) on page 195

« Restarting the NIC (C-Web Interface)

Restarting a NIC Agent (SRC CLI)

You can restart a NIC agent to have the agent read all data in the directory again. Restart
a NIC agent if the agent is not synchronized with the directory, or if you switch from one
directory to another.

Torestart a NIC agent:

. From operational mode, restart the agent.

user@host>request nic restart agent name name

You can restart all NIC agents by omitting an agent name for the request nic restart agent
command.

You can also restart a NIC agent at the slot level.

Related . Stopping a NIC Host on a C Series Controller (SRC CLI) on page 193
Documentation o tarting the NIC (SRC CLI) on page 194
« Restarting a NIC Resolver (SRC CLI) on page 194

« Changing NIC Configurations (SRC CLI) on page 195

Restarting a NIC Resolver (SRC CLI)

In rare instances, such as when you are troubleshooting a NIC configuration, you may
want to restart a NIC resolver.
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To restart a NIC resolver:

. From operational mode, restart a resolver.

user@host>request nic restart resolver name name

You can restart all NIC resolvers by omitting a resolver name for the request nic restart
resolver command.

You can also restart a NIC resolver at the slot level.

Related . Stoppinga NIC Host on a C Series Controller (SRC CLI) on page 193
Documentation . _i-rting the NIC (SRC CLI) on page 194
. Restarting a NIC Agent (SRC CLI) on page 194

« Changing NIC Configurations (SRC CLI) on page 195

Changing NIC Configurations (SRC CLI)

If you change the type of NIC resolution that you use in your network (for example, from
the OnePop configuration scenario to the OnePopAllRealms configuration scenario),
delete any existing data and specify the scenario name for the new NIC configuration
scenario; otherwise, the new NIC configuration may not perform resolutions correctly.

To change the type of NIC resolution that you use in your network:

1. Set the editing level for the CLI to expert.

user@host> set cli level expert

2. Disable the NIC:

user@host> disable component nic

3. Delete the NIC configuration data for the existing configuration scenario from the
directory.

user@host > request nic clear scenario-data

4. Navigate to the [edit slot O nic] hierarchy level.

5. Change the value of scenario-name for the local configuration to identify the new
configuration scenario. For example:

[edit slot O nic]
user@host# set scenario-name OnePopSharedip

6. Return to operational mode, and restart the NIC host.

user@host>request nic slot number restart

7. Set the editing level for the CLI to basic.
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user@host> set cli level basic

8. Configure the new NIC scenario.

Configuring the NIC (SRC CLI) on page 178
Configuring Advanced NIC Features on page 191
NIC Configuration Scenarios on page 166
Configuration Statements for the NIC on page 175

Changing NIC Configurations (C-Web Interface)

196
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Obtaining Interface Configuration for
OnePopStaticRoutelp or OnePopVrflp

« Network Publisher Overview on page 197

« NIC Document That Maps Subscriber IP Addresses to a Junos OS Interface on page 198
« Configuration Statements for the Network Publisher on page 198

« Before You Configure and Run the Network Publisher on page 199

« Configuring the Network Publisher (SRC CLI) on page 200

« Running the Network Publisher (SRC CLI) on page 205

« Files Used to Test Network Publisher on page 206

« Configuring Information to Test the Network Publisher (SRC CLI) on page 206

« Troubleshooting Network Publisher Operations (SRC CLI) on page 207

« Reviewing the Information Collected from a Device Running Junos OS (SRC
CLI) on page 208

Network Publisher Overview

The network publisher is a NIC component that connects to devices running Junos OS
and collects information, such as information about system interfaces and VPNSs, from
IPv4 and IPv6 routing tables. After collecting the information, the network publisher
stores this information in the Juniper Networks database for access by the NIC.

Use the network publisher to collect information from Junos OS routing tables for the
following configuration scenarios:

. OnePopStaticRoutelp—Resolves an IP address for a subscriber whose traffic enters
the network through a Junos OS interface to a reference for the SAE that manages the
interface.

. OnePopVrflp—Resolves an IP address for a subscriber whose traffic enters the network
through a VPN configured on a Junos OS interface. This scenario provides support for
multiple VPNs that have overlapping IP pools.

You run the network publisher whenever you want to get routing table information from
one or more routers; the network publisher does not automatically update configuration
information in the directory.
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Related . NICDocument That Maps Subscriber IP Addresses to a Junos OS Interface on page 198
Documentation « Files Used to Test Network Publisher on page 206
. Before You Configure and Run the Network Publisher on page 199
. Configuration Statements for the Network Publisher on page 198

« Configuring the Network Publisher (C-Web Interface)

NIC Document That Maps Subscriber IP Addresses to a Junos OS Interface

NIC stores information about IP pools or networks that map to Junos OS interfaces using
routing table information. These files comply with the syntax in the file
/opt/UMC/nic/etc/networkConfig.xsd. A sample file /opt/UMC/nic/networkConfig.xml
shows the type of information generated by the network publisher.

Related . Network Publisher Overview on page 197

D tati
ocumentation « Reviewing the Information Collected from a Device Running Junos OS (SRC CLI) on

page 208

Configuration Statements for the Network Publisher

Use the following configuration statements to configure the network publisher.

slot number network-publisher logger logger-name file {
filter filter,;
filename filename;
rollover-filename rollover-filename;
maximum-file-size maximum-file-size;

1

slot number network-publisher logger logger-name syslog {
filter filter,;
hostname hostname;
facility facility;
format format;

1

slot number network-publisher routers {
router-release-number router-release-number;
router-script-version router-script-version,;

1

slot number network-publisher routers authentication {
login-name login-name,;
credentials credentials;
protocol protocol;

1

slot number network-publisher routers router router-name {
router-address router-address;
router-release-number router-release-number;
router-script-version router-script-version;

}
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slot number network-publisher routers router router-name authentication {
login-name login-name;
credentials credentials;
protocol protocol;

}

slot number network-publisher select {
route-table-filter route-table-filter ;
route-entry-filter route-entry-filter ;

}

slot number network-publisher directory-connection {
urlurt,
principal principal;
credentials credentials;
base-dn base-dn;

}

slot number network-publisher routers test-mode {
enable-file-input;
input-location input-location;
enable-file-output;
output-location output-location;

}

slot number network-publisher routers router router-name test-mode {
enable-file-input;
input-location input-location;
enable-file-output;
output-location output-location;

}

For detailed information about each configuration statement, see the SRC PE CL/
Command Reference.

Network Publisher Overview on page 197
Before You Configure and Run the Network Publisher on page 199
Configuring the Network Publisher (SRC CLI) on page 200

Before You Configure and Run the Network Publisher

Before you configure and run the network publisher:

Verify the version of the Junos OS that is running on each devices running Junos OS.

Typically, all the devices running Junos OS should run the same version of the Junos
OS.

Verify that the C Series Controller can connect to the SAE-managed devices running
Junos OS.

Make sure that an SSH (recommended) or a Telnet service is enabled on each router
from which the network publisher is to collect interface information.

When you run the network publisher, it connects to a number of devices running Junos
OS through the configured protocol.
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- |ldentify the routing tables and elements in the routing tables from which you want the
network publisher to collect information. Which tables and elements you select depends
on the application to use the NIC OnePopStaticRoutelp or the OnePopVrflp
configuration scenario.

. Before you run the network publisher, make sure that the NIC is enabled.

« Configuring the Network Publisher (SRC CLI) on page 200
« Configuring the Network Publisher (C-Web Interface)
. Starting the NIC (SRC CLI) on page 191

« Network Publisher Overview on page 197

Configuring the Network Publisher (SRC CLI)

To configure the network publisher, complete the following tasks:

1. Configuring Local Configuration for the Network Publisher on page 200

2. Configuring Connections Between Devices Running Junos OS and the Network
Publisher on page 201

3. Configuring Router Authentication for the Network Publisher on page 202
4. Configuring Routing Table Filters for the Network Publisher on page 203

5. Configuring the Connection Between the Network Publisher and the Juniper Networks
Database on page 204

Configuring Local Configuration for the Network Publisher

You configure the network publisher for a slot. There is no shared configuration for the
network publisher.

Use the following configuration statements to configure the basic local configuration for
the network publisher:

slot number network-publisher logger logger-name file {
filter filter;
filename filename;
rollover-filename rollover-filename;
maximum-file-size maximum-file-size;

}

slot number network-publisher logger logger-name syslog {
filter filter;
hostname hostname;
facility facility;
format format;

}

To set up the basic configuration for the network publisher:

1. From configuration mode, access the configuration statement that specifies the
configuration for the network publisher for a slot.

200
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[edit]
user@host# edit slot O network-publisher

2. Configure logging for the network publisher as you do for other SRC components.

Configuring Connections Between Devices Running Junos OS and the Network Publisher

The network publisher connects to the Junos XML management protocol server on a
device running Junos OS. You can configure connection information for a group of routers
running Junos OS that use the same version of Junos XML management protocol, and
configure information for devices running Junos OS that use a different version.

Use the following configuration statements to configure connection information to allow
the network publisher to connect to devices running Junos OS:

slot number network-publisher routers {
router-release-number router-release-number;
router-script-version router-script-version;

1

slot number network-publisher routers router router-name {
router-address router-address;
router-release-number router-release-number;
router-script-version router-script-version;

1
To configure Junos XML management protocol connection information for the network
publisher to connect to devices running Junos OS:
1. From configuration mode, access the configuration statement that specifies the

configuration for the network publisher for a slot.
[edit]
user@host# edit slot O network-publisher routers

2. Specify the release number of the Junos OS running on the devices.

[edit slot O network-publisher routers]
user@host# set router-release-number 8.5R1

3. (Optional) Specify the version of Junos XML management protocol running on the
devices running Junos OS.

[edit slot O network-publisher routers]
user@host# set router-script-version 1.0

4. (Optional) Configure connection information for devices running Junos OS that use
a different version of the Junos OS to the Junos XML management protocol software.

a. Specify the router name of the router that uses a different version of the software.

[edit slot O network-publisher routers]
user@host# set router my-router

b. Configure the IP address of the router.

[edit slot O network-publisher routers router my-router]
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user@host# set router address 10.10.4..4
c. Specify the release number of the Junos OS running on the devices.

[edit slot O network-publisher routers router my-router]
user@host# set router-release-number 8.5R2

d. Specify the version of Junos XML management protocol running on the devices
running Junos OS.

[edit slot O network-publisher routers router my-router]
user@host# set router-script-version 1.0

Configuring Router Authentication for the Network Publisher

You can configure connection authentication information for a group of devices running
Junos OS that use the same authentication information, and configure information for
devices running Junos OS that use a different username and passwaord.

0 NOTE: For the network publisher to access devices running Junos OS,
configure authentication for all devices or each specific device.

Use the following configuration statements to configure connection authentication
information to allow the network publisher to connect to devices running Junos OS:

slot number network-publisher routers authentication {
login-name login-name;
credentials credentials;
protocol protocol;
1
slot number network-publisher routers router router-name authentication {
login-name login-name,;
credentials credentials;
protocol protocol;

}
To configure authentication information for the network publisher to connect to devices
running Junos OS:
1. From configuration mode, access the configuration statement that specifies the

configuration for router authentication.
[edit]
user@host# edit slot O network-publisher routers authentication

2. Specify the release number of the Junos OS running on the devices.

[edit slot O network-publisher routers]
user@host# set router-release-number 8.5R1

3. Specify the protocol to connect to the device running Junos OS. We recommend that
you use SSH.

[edit slot O network-publisher routers authentication]
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user@host# set protocol ssh

4. Specify the username to log into the Junos OS.

[edit slot O network-publisher routers authentication]
user@host# set login-name Chris-Bee

5. Specify the password for the username.

[edit slot O network-publisher routers authentication]
user@host# set credentials credentials

6. (Optional) Configure authentication information for devices running Junos OS that
use different authentication information.

a. Specify the router name.

[edit slot O network-publisher routers]
user@host# edit router my-router authentication

b. Specify the username to log into the Junos OS.

[edit slot O network-publisher routers router my-router authentication]
user@host# set login-name Bee-C

c. Specify the password for the username.

[edit slot O network-publisher routers router my-router authentication]
user@host# set credentials credentials

Configuring Routing Table Filters for the Network Publisher

The network publisher can collect information from Junos IPv4 and IPv6 routing tables.
Specify which routing tables the network publisher should include to meet the
requirements of your application that uses the NIC OnePopStaticRoutelp or OnePopVrflp
configuration scenario.

By default, the network publisher collects information from all IPv4 routing tables,
including tables for VPNs, and entries for all protocols. Based on your network
configuration, consider which protocols to exclude from the configuration for network
publisher.

Use the following configuration statements to identify the routing tables and routing
table elements from which to collect information for the network publisher:

slot number network-publisher select {
route-table-filter route-table-filter ;
route-entry-filter route-entry-filter ;

1
To specify the routing tables from which the network publisher collects information:
1. From configuration mode, access the configuration statement that specifies the

configuration for the IPv4 and IPv6 routing tables from which the network publisher
is to collect information.

Copyright © 2015, Juniper Networks, Inc. 203



SRC PE 4.9.x Network Guide

[edit]
user@host# edit slot O network-publisher select

2. Specify the routing table from which the network publisher collects information:

[edit slot O network-publisher select]
user@host# set route-table-filter route-table-filter

For example, to select only IPv6 tables:

[edit slot O network-publisher select]
user@host# set route-table-filter “table-name=*inet6.0”

You can use regular expressions to identify routing tables.
3. Specify the element(s) in a routing table:

[edit slot O network-publisher select]
user@host# set route-entry-filter route-entry-filter

For example, to select only those entries that pertain to OSPF advertisements:

[edit slot O network-publisher select]
user@host# set route-entry-filter “protocol=0SPF”

Configuring the Connection Between the Network Publisher and the Juniper Networks Database

Configure the connection properties that the network publisher uses to connect to the
Juniper Networks database. The network publisher can then store information about
routing tables from devices running Junos OS in the Juniper Networks database.

Use the following configuration statements to configure the connection information that
the network publisher uses to connect to the Juniper Networks database:

slot number network-publisher directory-connection {
urlurl;
principal principal;
credentials credentials;
base-dn base-dn;

}

To configure connection information for the Juniper Networks database:

1. From configuration mode, access the configuration statement that specifies the
configuration for router authentication.

[edit]
user@host# edit slot O network-publisher directory-connection
2. Specify the URL of the primary Juniper Networks database.

[edit slot O network-publisher directory-connection]
user@host# set url url
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3. Specify the distinguished name (DN) that defines the username with which the network
publisher accesses the Juniper Networks database, for example cn = umcadmin, o=
umc.

[edit slot O network-publisher directory-connection]
user@host# set principal cn=umcadmin,o=umc

4. Specify the password with which the network publisher accesses the Juniper Networks
database; for example:

[edit slot O network-publisher directory-connection]
user@host# set credentials admin123

5. (Optional) Specify the DN of the subtree in the database that stores the router data;
for example o = Network, o = umc:

[edit slot O network-publisher directory-connection]
user@host# set base-dn o=Network,o=umc

Related . Before You Configure and Run the Network Publisher on page 199
Documentation « Configuring System Logging (SRC CL/)
« Configuring an SRC Component to Store Log Messages in a File (SRC CL/)
« Running the Network Publisher (SRC CLI) on page 205

« Network Publisher Overview on page 197

Running the Network Publisher (SRC CLI)

You run the network publisher each time you want to collect information from routing
tables on devices running Junos OS.

Before you run the network publisher, make sure that:

« The network publisher is configured.

. The NIC is enabled.
To run the network publisher:

« From operational mode, run one of the following commands:

user@host> request network-publisher execute

user@host> request network-publisher slot O execute

Related . Before You Configure and Run the Network Publisher on page 199
Documentation « Configuring the Network Publisher (SRC CLI) on page 200
. Starting the NIC (SRC CLI) on page 191

« Network Publisher Overview on page 197
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« Files Used to Test Network Publisher on page 206

Files Used to Test Network Publisher

Related
Documentation

You can configure the network publisher to use files to test a configuration or to
troubleshoot network publisher operation.

Network publisher supports the following types of files:

- Input files—Use to test a configuration before routes to the NIC are available or before
VPNs are configured. You can also use input files to set up a test configuration for
demonstration purposes.

« Output files—Use to view the information collected from the router to see whether the
network publisher is collecting the information you expect.

You must enable the network publisher to use files. Although you can specify a directory
location for these files at the advanced editing level, we recommend that you use the
default filenames:

« Input file—/opt/UMC/nic/var/sample/junos/rt/router—name_1..xml

« Qutput file for a specific router—/opt/UMC/nic/var/junos/rt/router—name_1..xml

« Network Publisher Overview on page 197
« Configuring Information to Test the Network Publisher (SRC CLI) on page 206

. Reviewing the Information Collected from a Device Running Junos OS (SRC CLI) on
page 208

Configuring Information to Test the Network Publisher (SRC CLI)

You can use an input file to verify that the network publisher is collecting information as
configured or to set up a demonstration for an application.

To configure the network publisher to use an input file:

1. Enable the network publisher to use an input file for all routers or for a specific router.
Sample syntax for all routers:

[edit slot O network-publisher routers test-mode]
user@host# set enable-file-input

Sample syntax to collect information for a router named my-router:

[edit slot O network-publisher routers router my-router test-mode]
user@host# set enable-file-input

2. Run the network publisher.

user@host> request network-publisher execute

206
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Related . Configuring Information to Test the Network Publisher (C-Web Interface)
Documentation « Network Publisher Overview on page 197
. Files Used to Test Network Publisher on page 206

. Troubleshooting Network Publisher Operations (SRC CLI) on page 207

Troubleshooting Network Publisher Operations (SRC CLI)

Problem Description: The network publisher is not collecting the expected data.

Solution 1. Make sure that the network publisher can connect to the configured routers.

2. Make sure that authentication is configured correctly for the network publisher and
on the router.

3. Verify the configuration for the network publisher.

[edit slot O network-publisher]
user@host# show
directory-connection {
url ldap://127.0.0.1:389;
base-dn o=Network,0=UMC;
principal cn=umcadmin,o=umc;
credentials ******kk;
1
select {
}
logger logl {
file {
filter /debug-;
filename var/log/netpub_debug.log;
rollover-filename var/log/netpub_debug.alt;
maximum-file-size 2000000;
}
1
logger log2 {
file {
filter /info-;
filename var/log/netpub_info.log;
rollover-filename var/log/netpub_info.alt;
maximum-file-size 2000000;
}
1
logger log3 {
file {
filter /error-;
filename var/log/netpub_error.log;
rollover-filename var/log/netpub_error.alt;
maximum-file-size 2000000;
1
}
routers {
router-release-number 7.6R7;
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Related
Documentation

authentication {
login-name admin2;
credentials ***¥¥kkx;

}

router elf {
address 10.227.7.115;

}

router giant {
address 10.227.7.124;

}
}

Configure the network publisher to use an input file to ensure that the network publisher
is collecting information as configured. Modify the content of the input file to reflect
the router information.

See “Configuring Information to Test the Network Publisher (SRC CLI)” on page 206
Configure the network publisher to use an output file, and review the file.

See “Reviewing the Information Collected from a Device Running Junos OS (SRC CLI)”
on page 208

Before You Configure and Run the Network Publisher on page 199
Configuring the Network Publisher (SRC CLI) on page 200

Network Publisher Overview on page 197

Reviewing the Information Collected from a Device Running Junos OS (SRC CLI)

Purpose

Action

Related
Documentation

Review information that the network publisher collects from a device running Junos OS.

1.

Enable an output file to collect information from all routers or for a specific router.

Sample syntax for all routers:

[edit slot O network-publisher routers test-mode]
user@host# set enable-file-output

Sample syntax to collect information for a router named my-router:

[edit slot O network-publisher routers router my-router test-mode]
user@host# set enable-file-output

Run the network publisher.
user@host> request network-publisher execute

Use FTP to transfer the file from the C Series Controller to another system; then open
the file on the remote system and examine the file content.

Network Publisher Overview on page 197
Files Used to Test Network Publisher on page 206
Troubleshooting Network Publisher Operations (SRC CLI) on page 207

208
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« Specifying Filenames and URLs

« Reviewing the Information Collected from a Device Running Junos OS (C-Web Interface)
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Configuring Applications to Communicate
with an SAE

« NIC Proxy Configuration Overview on page 211

« Before You Configure a NIC Proxy on page 212

NIC Proxy Configuration Overview

Related
Documentation

You configure applications to communicate with network information collector (NIC)
hosts. A NIC host can be local within an application, or external to the application. For
Java applications, you also configure NIC proxies as part of an application.

For a number of SRC components, such as the SRC Volume-Tracking Application (SRC
VTA) and the Dynamic Service Activator, you can configure the NIC proxy for the
application from the SRC CLI. For other applications, such as the sample residential
portal, you configure the NIC proxy in a property file. If you configure a NIC proxy from a
property file, the fields are the same as the fields that appear at the CLI. When you develop
and test SRC components that use a NIC, you can configure a NIC proxy stub to take the
place of the NIC host.

For more information about NIC proxies, see “Locating Subscriber Management
Information” on page 159.

. Configuring Resolution Information for a NIC Proxy (SRC CLI) on page 214
« Changing the Configuration for the NIC Proxy Cache (SRC CLI) on page 216
. Before You Configure a NIC Proxy on page 212

« Configuration Statements for NIC Proxies on page 213

« Configuring a NIC Proxy for NIC Replication (SRC CLI) on page 217

. Removing the NIC Proxies on page 228
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Before You Configure a NIC Proxy

Related
Documentation

Before you configure a NIC proxy, you should have a good understanding of:

« NIC resolution
« NIC data types

« How NIC proxies work

See “Locating Subscriber Management Information” on page 159, “NIC Resolution Process
Overview” on page 229, and “NIC Proxy Configuration Overview” on page 211.

o NOTE: You cannot configure a local NIC host when the NIC is runningona C
Series Controller.

The values that you configure for a NIC proxy depend on the particular application; for
example, you must specify the type of data used for the key and the type of data used
for the value for each application.

Before you configure a NIC proxy for an application, obtain the following information
from the system manager who maintains the NIC configuration for NIC hosts:

. The name of the resolver that the application uses.
. The type of key the application will provide to the NIC host.
« The type of value the NIC host is to return.
« Whether or not the application will use a local NIC host.
. |f the application does not use a local NIC host:
- The size of the NIC proxy cache.

- The groups to be listed for NIC host selection. These groups provide NIC replication.

« Configuring a NIC Proxy (C-Web Interface)

« Configuring Resolution Information for a NIC Proxy (SRC CLI) on page 214
« Changing the Configuration for the NIC Proxy Cache (SRC CLI) on page 216
« Instantiating a Configuration Manager on page 224

. Configuration Statements for NIC Proxies on page 213

212
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Configuring SRC Applications to
Communicate with an SAE (SRC CLI)

Configuration Statements for NIC Proxies on page 213

Configuring Resolution Information for a NIC Proxy (SRC CLI) on page 214
Changing the Configuration for the NIC Proxy Cache (SRC CLI) on page 216
Configuring a NIC Proxy for NIC Replication (SRC CLI) on page 217
Configuring NIC Test Data (SRC CLI) on page 219

Configuration Statements for NIC Proxies

Use the following configuration statements to configure a NIC proxy for SRC components.
You access these statements from the hierarchy for a component, such as:

[edit shared acp configuration]
[edit shared vta nic-proxy name]
[edit shared sae configuration]

nic-proxy-configuration name {

}

nic-proxy-configuration name resolution {
resolver-name resolver-name;
key-type key-type;
value-type value-type;
expect-multiple-values;
constraints constraints;

}

nic-proxy-configuration name cache {
cache-size cache-size;
cache-cleanup-interval cache-cleanup-interval;
cache-entry-age cache-entry-age;

1
nic-proxy-configuration name nic-host-selection {

groups groups;

selection-criteria (roundRobin | randomPick | priorityList);
}

nic-proxy-configuration name nic-host-selection blacklisting {
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try-next-system-on-error;
number-of-retries-before-blacklisting number-of-retries-before-blacklisting;
blacklist-retry-interval blacklist-retry-interval;

}

Use the following statements to configure a NIC proxy stub for SRC components. You
access these statements from the hierarchy for a component, such as:

« [edit shared dsa configuration]
« [edit shared vta configuration]
« [edit shared sae configuration]

nic-proxy-configuration name test-nic-bindings {
use-test-bindings;

}

nic-proxy-configuration name test-nic-bindings key-values name {
value;

}

Related . Before You Configure a NIC Proxy on page 212
Documentation . Fordetailed information about each configuration statement, see SRC PE CLI Command
Reference.
« Configuring Resolution Information for a NIC Proxy (SRC CLI) on page 214
. Changing the Configuration for the NIC Proxy Cache (SRC CLI) on page 216

« Configuring a NIC Proxy for NIC Replication (SRC CLI) on page 217

Configuring Resolution Information for a NIC Proxy (SRC CLI)

Use the following statements to configure resolution information for a NIC proxy:

nic-proxy-configuration name resolution {
resolver-name resolver-name,;
key-type key-type;
value-typevalue-type;
expect-multiple-values;
constraints constraints;

1
To configure resolution information for a NIC proxy:
1. From configuration mode, access the configuration statement that specifies the NIC
proxy configuration.

[edit]
user@host# component-hierarchy nic-proxy-configuration name resolution

For example:

[edit]
user@host# edit shared sae configuration nic-proxy-configuration ip resolution
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2. Specify the NIC resolver that this NIC proxy uses.

[edit shared sae configuration nic-proxy-configuration ip resolution]
user@host# set resolver-name resolver-name

This resolver must be the same as one that is configured on the NIC host. For example:

[edit shared sae configuration nic-proxy-configuration ip resolution]
user@host# set resolver-name /realms/ip/Al

3. Specify the NIC data type that the key provides for the NIC resolution.

[edit shared sae configuration nic-proxy-configuration ip resolution]
user@host# set key-type key-type

For example:

[edit shared sae configuration nic-proxy-configuration ip resolution]
user@host# set key-type ip

To qualify data types, enter a qualifier within parentheses after the data type; for
example, to specify username as a qualifier for the key LoginName:

[edit shared sae configuration nic-proxy-configuration ip resolution]
user@host# set key-type LoginName (username)

4. Specify the type of value to be returned in the resolution for the application that uses
the NIC proxy.

[edit shared sae configuration nic-proxy-configuration ip resolution]
user@host# set value-type value-type

For example:

[edit shared sae configuration nic-proxy-configuration ip resolution]
user@host# set value-type Saeld

5. (Optional) If the key can have more than one value, specify that the key can have
multiple corresponding values.

[edit shared sae configuration nic-proxy-configuration ip resolution]
user@host# set expect-multiple-values

6. (Optional. Available at the Advanced editing level.) If the application provides a
constraint in the resolution request, specify the data type for the constraint. The
constraint represents a condition that must or may be satisfied before the next stage
of the resolution process can proceed.

[edit shared sae configuration nic-proxy-configuration ip resolution]
user@host# set constraints constraints

Related . Before You Configure a NIC Proxy on page 212

Documentation . Changing the Configuration for the NIC Proxy Cache (SRC CLI) on page 216
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« Configuring a NIC Proxy for NIC Replication (SRC CLI) on page 217
. Configuration Statements for NIC Proxies on page 213

« NIC Proxy Configuration Overview on page 211

Changing the Configuration for the NIC Proxy Cache (SRC CLI)

You can modify cache properties for the NIC proxy to optimize the resolution performance
for your network configuration and system resources. Typically, you can use the default
settings for the cache properties. The configuration statements are available at the
Advanced editing level.

Use the following configuration statements to change values for the NIC proxy cache:

nic-proxy-configuration name cache {
cache-size cache-size;
cache-cleanup-interval cache-cleanup-interval,
cache-entry-age cache-entry-age;

}

To configure the cache for a NIC proxy:

1. From configuration mode, access the configuration statement that specifies the NIC
proxy configuration.
[edit]
user@host# component-hierarchy nic-proxy-configuration name cache
For example:
[edit]
user@host# edit shared sae configuration nic-proxy-configuration ip cache
2. Specify the maximum number of keys for which the NIC proxy retains data.

[edit shared sae configuration nic-proxy-configuration ip cache]
user@host# set cache-size cache-size

If you decrease the cache size or disable the cache while the NIC proxy is running, the
NIC proxy removes entries in order of descending age until the cache size meets the
new limit.

3. Specify the timeinterval at which the NIC proxy removes expired entries fromits cache.

[edit shared sae configuration nic-proxy-configuration ip cache]
user@host# set cache-cleanup-interval cache-cleanup-interval

4. Specify how long an entry remains in the cache.

[edit shared sae configuration nic-proxy-configuration ip cache]
user@host# set cache-entry-age cache-entry-age
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Related . Before You Configure a NIC Proxy on page 212
Documentation « Configuring Resolution Information for a NIC Proxy (SRC CLI) on page 214
« Configuring a NIC Proxy for NIC Replication (SRC CLI) on page 217
. Configuration Statements for NIC Proxies on page 213

« NIC Proxy Configuration Overview on page 211

Configuring a NIC Proxy for NIC Replication (SRC CLI)

Typically, you configure NIC replication to keep the NIC highly available. You configure
NIC host selection to specify the groups of NIC hosts to be contacted to resolve a request,
and to define how the NIC proxy handles NIC hosts that the proxy is unable to contact.
The configuration statements are available at the Normal editing level.

Use the following configuration statements to configure NIC host selection for a NIC
proxy:

nic-proxy-configuration name nic-host-selection {
groups groups;
selection-criteria (roundRobin | randomPick | priorityList);

}

nic-proxy-configuration name nic-host-selection blacklisting {
try-next-system-on-error;
number-of-retries-before-blacklisting number-of-retries-before-blacklisting;
blacklist-retry-interval blacklist-retry-interval,;

}

To configure a NIC proxy to use NIC replication:

1. From configuration mode, access the configuration statement that specifies the NIC
proxy configuration.

[edit]

user@host# component-hierarchy nic-proxy-configuration name nic-host-selection
For example:

[edit]

user@host# edit shared sae configuration nic-proxy-configuration ip nic-host-selection

2. Specify the list of groups of NIC hosts that the NIC proxy can contact for resolution
requests. Use commas to separate the group names.

[edit shared sae configuration nic-proxy-configuration ip nic-host-selection]
user@host# set groups groups

For example

[edit shared sae configuration nic-proxy-configuration ip nic-host-selection]
user@host# set groups [groupl group2]
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If you configure more than one group, specify the selection criteria that the NIC proxy
uses to determine which NIC host to contact.

[edit shared sae configuration nic-proxy-configuration ip nic-host-selection]
user@host# set selection-criteria (roundRobin | randomPick | priorityList)

where:

« roundRobin—NIC proxy selects NIC hosts in a fixed, cyclic order. The NIC proxy
always selects the next host in the list.

- randomPick—NIC proxy selects NIC hosts randomly from the list.

« priorityList—NIC proxy selects NIC hosts according to their assigned priorities in the
list. If the host with the highest priority in the list is not available, the NIC proxy tries
the host with the next-highest priority, and so on.

Priorities are defined by the order in which you specify the groups. You can change
the order of NIC hosts in the list by using the insert command.

Access the configuration statement that specifies the NIC proxy configuration for
blacklisting—the process of handling nonresponsive NIC hosts.

[edit shared sae configuration nic-proxy-configuration ip nic-host-selection]
user@host# edit blacklisting
[edit shared sae configuration nic-proxy-configuration ip nic-host-selection blacklisting]

Specify whether or not the NIC proxy should contact the next specified NIC host if a
NIC host is determined to be unavailable.

[edit shared sae configuration nic-proxy-configuration ip nic-host-selection blacklisting]
user@host# set try-next-system-on-error

(Optional) Change the number of times the NIC proxy tries to communicate with a
NIC host before the NIC proxy stops communicating with the NIC host for a period of
time. The default is 3.

[edit shared sae configuration nic-proxy-configuration ip nic-host-selection blacklisting]
user@host# set number-of-retries-before-blacklisting
number-of-retries-before-blacklisting

(Optional) Change the interval at which the NIC proxy attempts to connect to an
unavailable NIC host. The default is 15 seconds.

[edit shared sae configuration nic-proxy-configuration name nic-host-selection
blacklisting]
user@host# set blacklist-retry-interval blacklist-retry-interval

Before You Configure a NIC Proxy on page 212
Configuring Resolution Information for a NIC Proxy (SRC CLI) on page 214
Changing the Configuration for the NIC Proxy Cache (SRC CLI) on page 216

Configuration Statements for NIC Proxies on page 213
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« NIC Proxy Configuration Overview on page 211

Configuring NIC Test Data (SRC CLI)

To test a resolution without NIC, you can configure a NIC proxy stub to take the place of
the NIC. The NIC proxy stub comprises a set of explicit mappings of data keys and values
in the NIC proxy configuration. When the SAE (or another SRC component configured to
use a NIC proxy stub) passes a specified key to the NIC proxy stub, the NIC proxy stub
returns the corresponding value. When you use a NIC proxy stub, no NIC infrastructure is
required.

For example, you can specify a subscriber’s IP address that is associated with a particular
SAE. When the SRC component passes this IP address to the NIC proxy stub, the NIC
proxy stub returns the corresponding SAE.

To use the NIC proxy stub for the SAE:

1. In configuration mode, navigate to the NIC proxy configuration and specify the type
of key you want to map to a value.

[edit shared sae configuration nic-proxy-configuration name]
user@host# set resolution key-type key-type

For example, to specify the key ip for the ip NIC proxy configuration:
[edit shared sae configuration nic-proxy-configuration ip]
user@host# set resolution key-type ip

2. Enable a NIC proxy stub for a resolution.
[edit shared sae configuration nic-proxy-configuration ip]

user@host# set test-nic-bindings user-test-bindings

3. Specify the values of the keys for testing. These statements are available at the Expert
CLI editing level.

[edit shared sae configuration nic-proxy-configuration ip]
user@host# set test-nic-bindings key-values name value
where:
- name—Indicates the NIC data value for the proxy.

. value—Specifies a value for the NIC data type.

For example, to set up a login name to IP mapping for login name jane@virneo.com
to the IP address 192.0.2.30:

[edit shared sae configuration nic-proxy-configuration ip]

user@host# set test-nic-bindings key-values jane@virneo.com 192.0.2.30

For example, to set up an IP to SAE ID mapping for IP address 190.0.2.30 to SAE ID
identified by the URL for the CORBA IOR corbaloc::10.227.7.145:8801/SAE:
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[edit shared sae configuration nic-proxy-configuration ip]
user@host# set test-nic-bindings key-values 192.0.2.30 corbaloc::10.20.7.145:8801/SAE

e NOTE: The SAE writes the value of the CORBA IOR to the var/fun directory.
The IP address in the corbaloc URL can be adjusted to the IP address or
DNS name of the SAE.

You can use the key ANY_KEY to match any key for any key type. For example, if you
want all IP addresses to resolve to the same SAE:

[edit shared sae configuration nic-proxy-configuration ip]
user@host# set test-nic-bindings key-values ANY_KEY corbaloc::10.20.7.145:8801/SAE

Related . Planning a NIC Implementation on page 165
Documentation « NIC Configuration Scenarios on page 166
. High Availability for NIC on page 163

« Configuring NIC Test Data (C-Web Interface)
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« External Application Requirements for NIC on page 221

« External Non-Java Applications That Use NIC on page 221

« Creating a NIC Locator to Include with a Non-Java Application on page 222

» External Java Applications That Use NIC on page 223

« Developing a Java Application to Communicate with a NIC Proxy on page 224

« Updating Information About Address Pools on page 228

External Application Requirements for NIC

Related
Documentation

If you write an external application to use NIC to perform a resolution, you can include
NIC functionality in one of the following ways:

« Fornon-Java applications, use the interface module NicAccess, an IDL file that provides
access to the NIC locator feature. The NIC locator can resolve the value of one or more
keys.

. ForJava applications, include the NIC proxy client libraries to use NIC in client/server
mode.

« For Java applications, include the NIC proxy client libraries and the NIC host client
libraries to use NIC in local host mode.

. External Non-Java Applications That Use NIC on page 221
« External Java Applications That Use NIC on page 223

« Creating a NIC Locator to Include with a Non-Java Application on page 222

External Non-Java Applications That Use NIC

If you write an application in a language other than Java, you can use the NIC access
interface module, a simplified CORBA interface, to perform one or more resolutions. By
using this interface you can access through CORBA NIC locators, NIC proxies that run
within the NIC host. The configuration properties for NIC locators are similar to those for
NIC proxies in applications such as aggregate services and the sample residential portal.
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For information about the NIC access interface module, see the APl documentation
on the Juniper Networks website
athttp://www.juniper.net/techpubs/software/management/src/api-index.html.

External Application Requirements for NIC on page 221
External Java Applications That Use NIC on page 223

Creating a NIC Locator to Include with a Non-Java Application on page 222

Creating a NIC Locator to Include with a Non-Java Application

Related
Documentation

A NIC locator provides the same functionality as a NIC proxy, but is designed to work with
non-Java applications.

You use the NIC access interface module to include NIC locators with your application
by compiling the IDL file with your application files.

To use the NIC access interface module to create NIC locators:

Connect to the directory.
Obtain a CORBA reference to the NIC access interface from one of the following:

« The access IOR provided in the directory in the dynamic configuration DN under the
hostname—typically, host/demohost.

« Acorbaloc URL in the format:

corbaloc::<host>:8810/Access

From the NIC access interface module, obtain a NIC locator, as identified by NicFeature.
For example:

feature = access.getLocatorFeature(nicNameSpace); //nicNameSpace example “
/nicLocators/ip”

In the NIC configuration scenarios, the syntax for a NIC locator is /nicLocators/<NIC
key type> where.

« nicLocators—Specifies all of the NIC locators in a NIC host.

. <NIC key type>—Specifies the type of data that the key provides for the NIC
resolution, such as ip, login, DN.

Search for the key. For example:

feature.lookupSingle(NicLocatorKey key) //NicLocatorKey is coming from the IDL

For information about the NIC access interface module, see the APl documentation
on the Juniper Networks website at
http://www.juniper.net/techpubs/software/management/src/api-index.html.

External Java Applications That Use NIC on page 223

External Application Requirements for NIC on page 221
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. External Non-Java Applications That Use NIC on page 221

External Java Applications That Use NIC

Related
Documentation

If you write an external Java application that interacts with a NIC, include NIC libraries in
the application. These libraries are for NIC proxies and local NIC hosts. These libraries
are located in the SDK+AppSupport+Demos+Samples.tar.gz on the Juniper Networks
website at: https://www.juniper.net/support/products/src/index.html. You can locate the
files in the SDK/lib/nic directory.

Typically, each NIC resolution process requires one NIC proxy. For example, the
OnePoplogin sample data includes two resolution processes:

« Mapping of a subscriber’s IP address to the subscriber’s login name

« Mapping of the subscriber’s login name to the SAE reference
An application that uses both these resolution processes would require two NIC proxies.

The NIC proxy provides a simple Java interface, the NIC application programming interface
(API). You configure the NIC proxy to communicate with one resolver. For efficiency if
you use NIC in client/server mode, the NIC proxy caches the results of resolution requests
so it can respond to future requests for the same key without contacting the resolver.

The SRC software includes a factory interface, the NIC factory, to allow applications to
instantiate, access, and remove NIC proxies. It also includes JAR files for NIC client and
NIC host libraries.

You must configure an application to communicate with a NIC proxy.

If you are using Java Runtime Environment (JRE) 1.3 or higher, you must include in your
application the Java archive (JAR) files, available in the
SDK+AppSupport+Demos+Samples.tar.gz file on the Juniper Networks website at:
https://www.juniper.net/support/products/src/index.html. The files are located in the
/SDK/lib/ directory.

« For more information about the API calls, see the online documentation on the Juniper
Networks website at
http://www.juniper.net/techpubs/software/management/src/api-index.html

« External Application Requirements for NIC on page 221
. External Non-Java Applications That Use NIC on page 221

« Creating a NIC Locator to Include with a Non-Java Application on page 222
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Developing a Java Application to Communicate with a NIC Proxy

Configuration tasks that use the API calls to communicate with the NIC proxy are:

« Instantiating a Configuration Manager on page 224

« Passing a Reference to the Configuration Manager to the NIC Factory on page 224
« Instantiating the NIC Factory Class on page 224

« Initializing Logging on page 225

« Instantiating the NIC Proxy on page 225

- Managing a Resolution Request on page 226

« Deleting Invalid Results from the NIC Proxy’s Cache on page 227

« Removing the NIC Proxies on page 228

Instantiating a Configuration Manager
The application must instantiate a configuration manager.

To enable the application to instantiate a configuration manager to obtain a NIC instance
from the NIC factory:

. Call one of the following methods:

- For some applications (other than Web applications), in which you must define the
system property -DConfig.bootstrapFilename, you can call the following method:

ConfigMgr configMgr = ConfigMgrFactory.getConfigMgr();

- For Web applications, you can instantiate the configuration manager as follows:

ConfigMgr configMgr = ConfigMgrFactory.getConfigMgr(properties);

- properties—java.util.Properties object, typically the bootstrap file, which contains
all the configuration properties for the NIC proxy.

Passing a Reference to the Configuration Manager to the NIC Factory

To pass a reference to the configuration manager to the NIC factory class:

« Call the following method in the application:

NicFactory.setConfigManager(configMgr);

Instantiating the NIC Factory Class

The way you instantiate the NIC factory depends on the object request broker (ORB)
configuration:

« If the NIC proxy uses the default ORB, call the following method in the application:

NicFactory nicFactory = NicFactory.getinstance();
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This code instantiates a new NIC factory. Unless the NicFactory.destroy method has
been called, subseqguent calls to this method will return the instantiated NIC factory.

« If the NIC proxy does not use the default ORB, call the following method:

NicFactory.initialize(props);
NicFactory nicFactory = NicFactory.getinstance();

- props—java.util.Properties object, which contains the ORB properties for the NIC
proxy. For example, if the NIC proxy uses JacORB but JacORB is not the default ORB,
the ORB properties are:

org.omg.CORBA.ORBClass=org.jacorb.orb.ORB
org.omg.CORBA.ORBSingletonClass=org.jacorb.orb.ORBSingleton

This code will instantiate a new NIC factory using the specified ORB. Unless the
application has called the NicFactory.destroy method, subsequent calls to the
getinstance() method will return the instantiated NIC factory. However, if the application
has called the destroy() method, it must recall the initialize() method before it can
call the getinstance() method.

For information about the NicFactory.destroy method, see “Removing the NIC Proxies”
on page 228.

Initializing Logging

You must initialize logging only if you want to view the logging information produced by
the NIC proxy.

To enable the application to initialize logging:

. Call the following method:
Log.init(configMgr, configNameSpace);

- configMgr—Instance of the configuration manager, the value returned from the
getConfigMgr() method

- configNameSpace—String that specifies the configuration namespace where you
defined the logging properties

- Ifyoudefine the logging properties in the bootstrap file, specify the root namespace,
“/7

Log.init(configMegr, "/");

- If you define the logging properties in the directory, specify the namespace relative
to the property Config.net.juniper.smgt.lib.config.staticConfigDN, which you
configure in the bootstrap file.

Log.init(configMgr, "/Applications/Quota");

Instantiating the NIC Proxy

To enable the application to instantiate a NIC proxy:

Copyright © 2015, Juniper Networks, Inc. 225



SRC PE 4.9.x Network Guide

. Call the following method:
NIC nicProxy = nicFactory.getNicComponent(nicNameSpace, configMgr)

Alternatively, if the expected data value (specified for the property nic.value in the NIC
proxy configuration) is an SAE reference, you can call the following method:

Saelocator nicProxy = nicFactory.getSaelLocator(nicNameSpace, configMgr);
- nicFactory—Instance of the NIC factory

- nicNameSpace—String that specifies the configuration namespace where you defined
the properties for the NIC proxy

- If you define the NIC properties in the bootstrap file, specify the root namespace,
“/7

NIC nicProxy = nicFactory.getNicComponent("/", configMgr)

- If you define the properties in the directory, specify the namespace relative to the
property Config.net.juniper.smgt.lib.config.staticConfigDN, which you specified in
the bootstrap file.

NIC nicProxy = nicFactory.getNicComponent("/Applications/Quota", configMgr)

- configMgr—Instance of the configuration manager, the value returned from the
getConfigMgr() method

Managing a Resolution Request
To enable the application to submit a resolution request and obtain the associated values:

1. Construct a NicKey object to enable the application to pass the data key to the NIC
proxy:

NicKey nicKey = new NicKey(stringKey);

. stringKey—Data key for which you want to find corresponding values.

For the syntax of allowed data types, see “NIC Resolution Process Overview” on
page 229.

2. Iftheresolution process specifies constraints that you wish to provide in the resolution
request, add them to the NicKey object:

NicKey.addConstraint(constName, constValue);

. constName—Name of the constraint.

For the allowed data types and their syntax, see “NIC Resolution Process Overview”
on page 229.

. constValue—Specific value of the constraint.

For the allowed syntax for the data types, see “NIC Resolution Process Overview” on
page 229.

3. Call a method that starts the resolution process.
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For example, you can call a method specified in the NIC interface:
NicValue val = nicProxy.lookupSingle(nicKey);

Alternatively, if the expected data value is an SAE reference, you can call the following
method:

Saeld saeld = nicProxy.lookupSae(nicKey);

4. Callthe getValue method to access the string representation of the data value obtained
by the NIC proxy.

String val=val.getValue();

Alternatively, if the expected data value is an SAE reference:

String val=saeld.getValue();

5. (Optional) Call a method to get intermediate values obtained during a resolution.

. Call the getintermediateValue method if the application expects only one value.
This method takes the name of a data type and returns as a string the first value it
finds.

String getintermediateValue(String dataTypeName){};
1

Forinformation about data types, see “NIC Resolution Process Overview” on page 229.

. Call the getintermediateValues or getAllintermediateValues method if the
application expects multiple values. These methods take the name of a data type
and return values as follows:

- The getintermediateValues method returns a list of values as a string array.
String[] getIintermediateValues(String dataTypeName){};

- Forinformation about data types, see “NIC Resolution Process Overview” on
page 229

- The getAllintermediateValues method returns a map of all intermediate values
for the request. The key for the map is the name of the network data type, and
the value of the map is a string array of the intermediate values.

Map getAllintermediateValues();

Deleting Invalid Results from the NIC Proxy’s Cache

If the application receives an exception when using values that the NIC proxy returned
for a specific key, it must inform the NIC proxy to delete this entry from its cache.

To enable the application to inform the NIC proxy to delete an entry from its cache:

« Call the following method:
nicProxy.invalidateLookup(nicKey, nicValue);

- nickey—Data key that you want to remove from the cache
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- nicValue—Optional data value that corresponds to this key

If the application passes a null data value to the NIC proxy, the NIC proxy removes all
the values associated with the data key from its cache.

Removing the NIC Proxies

Related
Documentation

Make sure that before your application shuts down, it removes the NIC proxy instances
to release resources for other software processes.

To remove one NIC proxy instance:

« Call the following method:
NicProxy.destroy();
To remove all NIC proxy instances, call the following method:

NicFactory.destroy();

« NIC Configuration Scenarios Overview on page 235

« Configuring NIC to Store Log Messages in a File (C-Web Interface)
« Constraints as NIC Data Types on page 232

« NIC Data Types on page 230

. External Application Requirements for NIC on page 221

« Configuring NIC to Store Log Messages in a File (C-Web Interface)

Updating Information About Address Pools

Related
Documentation

If you associate an existing address pool with an interface and you do not want to wait
for this new information to be propagated based on the Cache Entry Age property of the
NIC proxy or the Event Life Expectancy property of the agents, then you must manually
clear the NIC proxy cache.

To clear the NIC proxy cache when an application is deployed in a J2EE container that
supports Java Management Extension (JMX) software, do one of the following:

« Use the NicProxyMgmt MBean.
. Restart the application.

. Restart the application server.

« Deleting Invalid Results from the NIC Proxy’s Cache on page 227
« Removing the NIC Proxies on page 228
. Passing a Reference to the Configuration Manager to the NIC Factory on page 224

. External Non-Java Applications That Use NIC on page 221
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NIC Resolution Process

« NIC Resolution Process Overview on page 229
« NIC Data Types on page 230
« Constraints as NIC Data Types on page 232

NIC Resolution Process Overview

Because NIC can process all types of network data, you must use different resolution
processes for different types of data mappings to maximize the performance of the NIC
configuration. Resolving data requests consumes significant resources.

Table 18 on page 229 shows the resolutions that the components in the NIC configuration
scenarios perform. For customized types of resolutions, contact Juniper Networks
Professional Services.

Table 18: Available NIC Resolutions

Key Value

Subscriber’s IP address (device running  SAE reference

Junos OS)

Subscriber’s IP address Subscriber’s login name
Subscriber’s IP address SAE reference
Subscriber’s login name SAE reference
Subscriber’s username SAE reference

Access DN SAE reference

NIC Realms

Each resolution process and the resolvers that perform that process are defined by a
realm—a group of resolvers that perform a series of resolution tasks to provide a mapping
from a specified key to a specified data type. For example, the sample data provided for
the NIC includes a realm called dn in which the resolution process takes an access
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subscriber’s distinguished name (DN) as the key and returns a reference to the SAE
managing this subscriber as the value.

A set of hosts in a NIC can support multiple realms. Similarly, the agents in a NIC can
support more than one realm. However, you can assign a resolver only to one realm.

A NIC host can support NIC resolvers for multiple realms. Consequently, you can simplify
the NIC configuration and minimize the use of network resources by limiting the number
of NIC hosts in your NIC configuration. NIC hosts can also handle multiple NIC resolvers
in the same realm. In this case, when a NIC host receives a request, it chooses a NIC
resolver as follows:

1. ltidentifies the NIC resolvers that are available to process the request.

2. If multiple NIC resolvers are available, it obtains a cost value associated with the
resolution process from each resolver and selects the resolver that has the lowest
cost value.

Key to Value Resolution

Related
Documentation

NIC Data Types

A resolution process typically defines several transitions or roles, with each transition
resolving a NIC key to a value. For example, the resolution process to identify the SAE
that manages a particular subscriber based on that subscriber’s IP address involves the
following roles:

1. Given the IP address, determine the IP address pool.
2. From the IP address pool, determine the VR.

3. From the VR, determine the SAE that manages that VR.

A role specifies the types of data with which it works. NIC supports a number of data
types, including one that lets you add an identifier to other data types to let you specify
different values for one data type.

Forinformation about NIC data types, see “NIC Data Types” on page 230 and “Constraints
as NIC Data Types” on page 232.

. Managing a Resolution Request on page 226

AnyString

The NIC supports the data types that appear in the following list. You can qualify these
data types by adding an identifier to:

. Distinguish between different instances of a data type in a resolution scenario.

« Provide information about a data type to clarify the use of that data type in a resolution.

230
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Dn

Domain

Enterprise

Router

Interface

Generic data type to represent the information that you want to collect.
Value—Alphanumeric characters

Guidelines—You can qualify this data type with an identifier to provide information
about the type of data that AnyString represents.

Example—My(IP), My(Vr)

DN of an access.
Value—DN

Example—accessName=PrimaryAccess, enterpriseName=juniper, ou=Sunnyvale,
retailerName=\VPNprovider, o=Users, o=umc

Domain name.
Value—Name of a domain

Example—Example.net

DN of an enterprise.
Value—DN

Example—enterpriseName=juniper, ou=Sunnyvale, retailerName=\VPNprovider, o=Users,
o=umc

Name of router.
Value—Text string

Example—routerl

Name of a router’s interface. Can include a virtual routing forwarding identifier Vrfld).
If a Vrfld is present, the DSA passes it to the SAE in an assigned|p request. The SAE
uses the Vrfld to support IP addresses that may be the same across different VRFs.

Value—<interfaceName>/<ID>@<vrName>@ <routerName>
<interfaceName>#<vrfld>@vrName@routerName

Example—FastEthernet4/1.0/4@boston@routerl

fastEthernet4/1.0#vpn_a@boston@routerl
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Interfaceld

Ip

IpPool

Saeld

vr

- |dentifier of an interface.
« Value—<intfIndex>@<routerName>

. Example—4@router]

« Subscriber’s IP address.
. Value—IP address

. Example—192.0.2.10

. |P address pool.
« Value—Range of IP addresses enclosed in square brackets and parentheses

« Guidelines—If you enter an IP address that includes a value greater than 255 in one
octet of the address, that part of the address is masked to fit the eight bits.

« Example—([192.0.2.0192.0.2.255])

« SAE reference.
« Value—CORBA interoperable object reference (IOR) for SAE

« Example—IOR:000000000000002438444C3A736...

« Name of the virtual router.
« Value—<vrName>@-<routerName>

« Example—vri@routerl

Constraints as NIC Data Types

Constraints are data types that a resolver uses when it executes a role. You can define:

. Multiple constraints for a role—Software performs an OR operation to determine
whether the constraint is met.

« Multiple data typesin a constraint—Software performs an AND operation to determine
whether the multiple constraints are met.

Constraints can be either mandatory or optional. If a constraint is mandatory and the
resolver for the role does not receive an appropriate value in the data request, the resolver
must obtain the constraint value from other NIC resolvers. However, if a constraint is

232
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optional and the resolver for the role does not receive an appropriate value in the data
request, the resolver can execute its role without the constraint value. In this case, the
resolver may obtain multiple values for the data key, and the NIC host responds to the
NIC proxy as follows:

. |f the request is for multiple results, the host provides all the results.

. |f the request is for one result and the resolution process returns different results, the
host returns an error message.

« If the resolution process returns multiple instances of the same result, the resolver
provides only one result.

For example, if you want to obtain an SAE reference for a subscriber’s IP address, you
could define the following roles:

1. From the IP address, determine the VR (mandatory constraint IpPool).

2. From the VR, determine the SAE that manages that VR.
Because the first step has a mandatory constraint, the resolver for this role must use the
IP pool supplied in the request, or obtain the IP pool from another resolver that determines

IP pools from IP addresses. So you must define an extra step at the start of the resolution
process:

1. From the IP address, determine the IP pool.
2. From the IP address, determine the VR (mandatory constraint IpPool).

3. From the VR, determine the SAE that manages that VR.

Related . NIC Resolution Process Overview on page 229

D tati
ocumentation NIC Data Types on page 230

Managing a Resolution Request on page 226
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NIC Configuration Scenarios

« NIC Configuration Scenarios Overview on page 235
« OnePop Scenario on page 236

« OnePopPcmm Scenario on page 238

« OnePopDynamiclp Scenario on page 240

« OnePopSharedlp Scenario on page 242

« OnePopStaticRoutelp Scenario on page 244
« OnePopVrflp Scenario on page 247

« OnePopAcctld Scenario on page 249

« OnePoplLogin Scenario on page 251

« OnePoploginPull Scenario on page 253

« OnePopPrimaryUser on page 254

« OnePopDnSharedlp Scenario on page 256

« OnePopAllRealms Scenario on page 260

« OnePopTunnel Scenario on page 264

« OnePopPrefixlp Scenario on page 265

« MultiPop Scenario on page 266

NIC Configuration Scenarios Overview

The NIC configuration scenarios in the sample data provide resolutions for a variety of
network configurations.

Each NIC scenario includes two types of configuration:

« Centralized—A single host configuration for use with NIC replication. In a centralized
configuration all agents and resolvers reside on one host. The name of this host is
DemoHost.

- Distributed—A multiple host configuration in which agents and resolvers are distributed
among more than one host. This type of configuration is designed for use with NIC host
redundancy. In most cases, the hosts are named OnePopH1 (a host in a pop) and
OnePopBO (a host in a back office).
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Related
Documentation

OnePop Scenario

The best way to view the sample data is with the NIC Web Admin tool.

For a summary of the NIC configuration scenarios included in the sample data, see “NIC
Configuration Scenarios” on page 166.

« NIC Proxy Configuration Overview on page 211

« Before You Configure the NIC on page 177

« Configuration Statements for the NIC on page 175
« Configuring the NIC (SRC CLI) on page 178

The OnePop scenario illustrates a configuration that supports one POP. The realm for
this configuration accommodates the situation in which IP address pools are configured
locally on each VR. The resolution process takes a subscriber’s IP address as the key and
returns a reference to the SAE managing this subscriber as the value.

Figure 16 on page 236 shows the resolution graph for this realm.

Figure 16: Resolution Process for ip Realm

Role A Role B Role C
Subscriber's IP address IP pool —— | VR name SAE reference

9014923

The following agents collect information for resolvers in this realm:

« Directory agent PoolVr collects and publishes information about the mappings of IP
address pools to VRs.

« Directory agent VrSaeld collects and publishes information about the mappings of
VRs to SAEs.

The OnePop sample provides two host configurations: a centralized configuration and
a distributed configuration. The OnePop Centralized configuration also provides an
example of NIC host redundancy.

Centralized Configuration

In this configuration, single host DemoHost supports all agents and resolvers. When the
NIC proxy sends a subscriber’s IP address to host DemoHost, the following sequence of
actions occurs:

1. The host passes the IP address to resolver Al.

2. Resolver Al obtains an IP pool fo