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About the Documentation

« SRC Documentation and Release Notes on page xvii
« Audience on page xvii

« Documentation Conventions on page xvii

« Documentation Feedback on page xix

« Requesting Technical Support on page xix

SRC Documentation and Release Notes

Audience

For a list of related SRC documentation, see http://www.juniper.net/techpubs/.

If the information in the latest SRC Release Notes differs from the information in the SRC
guides, follow the SRC Release Notes.

This documentation is intended for experienced system and network specialists working
with routers running Junos OS and JunosE software in an Internet access environment.
We assume that readers know how to use the routers, directories, and RADIUS servers
that they will deploy in their SRC networks. If you are using the SRC software in a cable
network environment, we assume that you are familiar with the PacketCable Multimedia
Specification (PCMM) as defined by Cable Television Laboratories, Inc. (CableLabs) and
with the Data-over-Cable Service Interface Specifications (DOCSIS) 1.1 protocol. We
also assume that you are familiar with operating a multiple service operator (MSO)
multimedia-managed IP network.

Documentation Conventions

Table 1on page xviii defines the notice icons used in this guide. Table 2 on page xviii defines
text conventions used throughout this documentation.
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Table 1: Notice Icons

Icon

Meaning

Informational note

Description

Indicates important features or instructions.

Caution

Indicates a situation that might result in loss of data or hardware damage.

Warning

Alerts you to the risk of personal injury or death.

Laser warning

A
4L
&

Alerts you to the risk of personal injury from a laser.

Table 2: Text Conventions

Convention

Description

Examples

Bold text like this

« Represents keywords, scripts, and toolsin
text.

« Represents a GUI element that the user
selects, clicks, checks, or clears.

« Specify the keyword exp-msg.

« Run the install.sh script.

« Use the pkgadd tool.

« To cancel the configuration, click Cancel.

Bold text like this

Represents text that the user must type.

user@host# set cache-entry-age
cache-entry-age

Fixed-width text like this

Represents information as displayed on your
terminal’s screen, such as CLI commands in
output displays.

nic-locators {
login {
resolution {
resolver-name /realms/
login/Al;

key-type LoginName;
value-type Saeld;

¥

Regular sans serif typeface

« Represents configuration statements.

« Indicates SRC CLIcommandsand options
in text.

« Represents examples in procedures.
« Represents URLs.

« system ldap server{
stand-alone;

« Use the request sae modify device failover
command with the force option

« user@host#...

« http://www.juniper.net/techpubs/software/
management/src/api-index.html

Italic sans serif typeface

Represents variables in SRC CLI commands.

user@host# set local-address
local-address

Angle brackets In text descriptions, indicate optional Another runtime variable is <gfwif>.
keywords or variables.
Key name Indicates the name of a key on the keyboard.  Press Enter.
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Table 2: Text Conventions (continued)

Key names linked with a plussign  Indicates that you must press two or more
(+) keys simultaneously.

Press Ctrl + b.

Italic typeface « Emphasizes words.
« Identifies book names.
« |dentifies distinguished names.

« |dentifies files, directories, and paths in
text but not in command examples.

« There are two levels of access: user and
privileged.

o SRC PE Getting Started Guide
« 0=Users, o=UMC
« The /etc/default.properties file.

Backslash At the end of a line, indicates that the text
wraps to the next line.

Plugin.radiusAcct-1.class=\
net.juniper.smgt.sae.plugin\
RadiusTrackingPluginEvent

Words separated by the | symbol  Represent a choice to select one keyword or
variable to the left or right of this symbol.
(The keyword or variable may be either
optional or required.)

diagnostic | line

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can
improve the documentation. You can send your comments to
techpubs-comments@juniper.net, or fill out the documentation feedback form at
https://www.juniper.net/cgi-bin/docbugreport/ . If you are using e-mail, be sure to include

the following information with your comments:

« Document or topic name
« URL or page number

. Software release version (if applicable)

Requesting Technical Support

Technical product support is available through the Juniper Networks Technical Assistance
Center (JTAC). If you are a customer with an active J-Care or JNASC support contract,
or are covered under warranty, and need post-sales technical support, you can access
our tools and resources online or open a case with JTAC.

« JTAC policies—For a complete understanding of our JTAC procedures and policies,

review the JTAC User Guide located at

http://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf .

. Product warranties—For product warranty information, visit

http://www.juniper.net/support/warranty/ .

« JTAC hours of operation—The JTAC centers have resources available 24 hours a day,

7 days a week, 365 days a year.
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Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online
self-service portal called the Customer Support Center (CSC) that provides you with the
following features:

« Find CSC offerings: http://www.juniper.net/customers/support/

« Search for known bugs: http:/www2.juniper.net/kb/

« Find product documentation: http://www.juniper.net/techpubs/

« Find solutions and answer questions using our Knowledge Base: http://kb.juniper.net/

« Download the latest versions of software and review release notes:
http://www.juniper.net/customers/csc/software/

« Search technical bulletins for relevant hardware and software notifications:
https://www.juniper.net/alerts/

. Join and participate in the Juniper Networks Community Forum:
http://www.juniper.net/company/communities/

« Open a case online in the CSC Case Management tool: http://www.juniper.net/cm/

To verify service entitlement by product serial number, use our Serial Number Entitlement
(SNE) Tool: https://tools.juniper.net/SerialNumberEntitlementSearch/

Opening a Case with JTAC
You can open a case with JTAC on the Web or by telephone.

« Use the Case Management tool in the CSC at http://www.juniper.net/cm/ .

. Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).

For international or direct-dial options in countries without toll-free numbers, see
http://www.juniper.net/support/requesting-support.html.
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PART 1

Providing Specialized Services in an SRC
Environment

+ Managing Tiered and Premium Services with QoS on JunosE Routers (SRC
CLI) on page 3

« Managing Subscribers for a Wireless Roaming Environment on page 17

« Configuring VolIP Services in an SRC Network on page 25

« Providing Packet Mirroring in an SRC Network on page 29

Copyright © 2011, Juniper Networks, Inc.



SRC PE 4.2.x Solutions Guide

2 Copyright © 2011, Juniper Networks, Inc.



CHAPTERI1

Managing Tiered and Premium Services
with QoS on JunoskE Routers (SRC CLI)

« Overview of QoS on JunosE Routers on page 3

« Dynamically Managing QoS Profiles on page 4

« Configuring QoS Profile-Tracking Plug-Ins (SRC CLI) on page 9

« Configuring Search Filters for QoS Profile-Tracking Plug-Ins on page 11
« Updating QoS Profile Data in the Directory on page 12

« Examples: Searching for QoS Information on page 13

Overview of QoS on JunosE Routers

Tiered Internet access and premium services such as video on demand, gaming, or
videoconferencing require QoS profiles to be running on the subscriber interface on the
router running JunoskE Software. The router allows only one QoS profile to be attached
to aninterface at one time. Therefore, as a subscriber activates and deactivates different
services, the QoS profile running on the interface needs to change. Also, as subscribers
activate services, they may have multiple QoS services running at the same time; for
example, internet-gold with videoconferencing.

With the SRC software, you can:

. Dynamically manage QoS profiles on the router running JunoskE Software to control a
combination of services that require QoS.

« Update the directory with a list of QoS profiles that are currently configured on a router
running JunoskE Software.

« Search the directory for QoS policy information.

Related . Dynamically Managing QoS Profiles on page 4
Documentation . Delivering QoS Services in a Cable Environment
. Configuring QoS Profile-Tracking Plug-Ins (SRC CLI) on page 9
. Updating QoS Profile Data in the Directory on page 12

. Examples: Searching for QoS Information on page 13
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Dynamically Managing QoS Profiles

The SAE provides a QoS-tracking plug-in (QTP) that you can use to ensure that, as a
subscriber activates and deactivates services, the required QoS profile is attached to the
subscriber interface. With the QTP, the QoS profile selected is based on the activation
state of an aggregation of services, not just one service.

For example, a subscriber activates a QoS service on a subscriber interface that requires
a QoS profile that supports 512 best effort. The subscriber then activates a faster service
(for example, 1024 best effort), as well as video on demand, and now has two QoS
services running on an interface. The subscriber now needs a QoS profile to be attached
to the interface that supports both video on demand and 1024 best-effort service. The
QTP can determine which QoS profile the subscriber needs, and can cause the existing
QoS profile to be removed from the subscriber interface and the new QoS profile to be
attached to the interface.

Note that if a profile is installed on a subscriber interface and the QTP installs a new
profile, the new profile is based on QoS services that are currently active. The new profile
does not combine the functionality of the previous profile with the new profile. For
example, if a subscriber has a default policy with QoS profile be-512 installed on the
subscriber interface, and the subscriber activates a video-on-demand service, the QTP
does not combine the functionality of be-512 with the profile that supports video on
demand.

How QoS Profile Tracking Works

The SAE manages policies on router interfaces through service sessions. Service session
configurations contain the policy that needs to be installed onaninterface when a service
is activated. The policy definition can include the name of a QoS profile to attach to the
interface when the policy is installed.

When you set up the QTP, you create a QoS profile attachment service. The purpose of
this service is to attach the required QoS profile to an interface. This service is hidden
from subscribers and is under only QTP control.

Because profiles need to be changed only when QoS services are activated or deactivated,
the QTP tracks services and reacts to service state changes by adjusting the QoS profile
attachment as needed by deactivating and activating the QoS profile attachment service.

Subscribers who need their services managed by the QTP are subscribed to the QoS
profile attachment service.

Identifying QoS Services

When you set up a service, you identify the service as a QoS service in one of the fields
in the service definition. For example, you can assign a service name or category to indicate
that the service is a QoS service, or you could assign the QTP instance name in the
Tracking Plugin field.

When the SAE notifies the QTP that a service has been activated or deactivated, the
QTP determines whether it is a QoS service by searching attributes in the service object.
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The QTP uses a search filter that you set up to search an attribute for the information
that you assigned to the service to indicate that it is a QoS service.

For example, suppose you enter mygtp in the tracking plug-in field of QoS services to
indicate that the service is a QoS service. You would set up the search filter to search
tracking plug-in attributes for any service that contains myqgtp:

(attribute.trackPlug=*myqtp*)

Or you might configure the category to indicate that a service is a QoS service. The
following filter searches service category attributes for any entry that contains ultra, video
on demand, or video telephony:

(| (serviceCategory=*ultra*)(|(serviceCategory=*video on
demand*) (serviceCategory=*video telephony*)))

To obtain a list of attribute names for the sspService object class, see the LDAP schema
documentation in SDK+AppSupport+Demos+Samples.tar.gz file in the folder
SDK/doc/ldap or on the Juniper Networks Web site at

http://www.juniper.net/techpubs/software/management/src

Determining the QoS Profile

After the QTP determines that a service is a QoS service, it needs to obtain the name of
the QoS profile for the service. The QTP generates a QoS profile name based on active
QoS services as follows:

1. Obtains QoS profile input values.

The QTP obtains these values by taking the value of an attribute in the service
definition. You specify which attribute that you want the QTP to use as the input value.
For example, you can specify the service name, the category, or the contents of the
design and graphics attribute.

2. Compiles a list of the QoS profile input values.
3. Removes duplicate values from the list.
4. Sorts the remaining list by using a case-sensitive alphanumeric comparison.

5. Concatenates the values with a separator. The default value for the separator is a
hyphen (-). You can specify a different separator.

Table 3 on page 5 shows how lists of QoS profile input values are sorted and then
concatenated.

Table 3: Examples of Concatenated QoS Profile Input Values

Input — QoS Profile Input Values Output — Concatenated Name

be512, vod be512-vod

game, bel024, vod be1024-game-vod
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Table 3: Examples of Concatenated QoS Profile Input Values (continued)

Input — QoS Profile Input Values Output — Concatenated Name

bel28 bel28

6. Adds a prefix to the resulting name. The default prefix is gos-profile. (You can specify
a different value.) The output from our examples now looks like this:

« gos-profile-be512-vod

. qos-profile-be1024-game-vod

. gos-profile-bel28

The names that result from this process are the QoS profile names.

As you can see from this process, you need to design services and configure the QTP so
that the resulting QoS profile names match the names of the QoS profiles configured
on the router running JunoskE Software.

Typically, a QoS designer creates a number of QoS profiles that support all the services
that are expected to be used. This design results in various QoS profiles that need to be
configured on each router. If a required QoS profile is not configured on the router, the
hidden QoS profile attachment service cannot be activated. Services are still activated
for the subscriber, but the services will not provide the expected traffic requirements.
When this happens, the SAE logs the error but does not send an error message to the
subscriber.

Setting Up Policy Groups

You need to create two types of policy groups in your QTP configuration. The QoS profile
attachment service needs a policy group that attaches the required QoS profile to the
subscriber interface when the attachment service is activated. QoS services need policy
groups that classify traffic and specify the action to take on traffic that matches the
classifier. (You can set up traffic classifiers to match any traffic.)

Policy Group for QoS Profile Attachment Service

The policy group for the hidden QoS profile attachment service must have an egress
policy list with only one policy rule that contains a QoS profile attachment action. The
QoS profile attachment action must have a variable parameter in the QoS profile field.

0 NOTE: The policy group for the QoS profile attachment service must contain
only one egress policy list and must contain one and only one QoS profile
attachment action. Otherwise, the SRC software will require a license for the
hidden service.

When the profile attachment service is activated, the QTP substitutes the QoS profile
attribute in the policy with the QoS profile name that it determined. The service then
loads the policy.
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The following example creates a policy group for the QoS profile attachment service.
This policy group does not match any traffic.

1. Create a policy group called Pg-gos-attach, and add an egress policy list.

2. Inthe egress policy list, create a policy rule that has a QoS profile attachment action
with QoS profile gpName.

By default, the QTP looks for gpName as the variable parameter.

When the QTP determines the required QoS profile name, it substitutes gpName with
the value that it acquired.

Setting Up Services

You need to set up a QoS profile attachment service and QoS services. Both types of
services are value-added (SSP) services.

In the QoS profile attachment service, assign the policy group that you configured for the
service. For example, policyGroupName=Pg-qgos-attach, ou=ent, o=Policies, o=umc.

In QoS services, assign the policy group that you configured for the service.

Subscribe subscribers to the QoS profile attachment service and to the appropriate QoS
services.

Reestablishing Default QoS Profile

A default QoS profile may be installed on the subscriber interface before the QTP installs
QoS profiles in response to the activation of QoS services. For example, a profile may
have been attached to the subscriber interface when the default policy was installed.
Once QoS services are no longer active on the interface, the QTP can reestablish the
QoS profile that was installed on the interface before the QTP began tracking services
and installing profiles on the interface.

Example: How QTP Activates a QoS Service

The following example shows the process that QTP uses when a subscriber activates a
QoS service. In this example, QoS profile input values are taken from the service name
attribute. The hidden QoS profile attachment service is named svc-qos-attach. The
svc-gos-attach service contains a policy that has the variable parameter gpName
assigned as the QoS profile name.

1. The subscriber does not have any active services.
2. The subscriber activates service be512, which is a QoS service.
a. The SAE sends a Service Session Start event to the QTP.

b. The QTP searches an attribute in the service definition and determines that the
service is a QoS service.

c. Using the SAE Common Object Request Broker Architecture (CORBA) remote
application programming interface (API), the QTP gets a list of the subscriber’s
active QoS services.
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8.

a.

b.

h.

a.

The list contains only service be512 because that is the only service that the
subscriber has activated.

The QTP adds the default prefix to the QoS profile input value to obtain the QoS
profile name. The result is:

gos-profile-be512

The QTP deactivates the hidden svc-gos-attach service. Because this
svc-gos-attach service was not active before, this operation does not have any
effect.

The QTP activates the hidden svc-gos-attach service, and it substitutes variable
parameter gpName with $’gos-profile-be512’ as the QoS profile name in the policy.

The policy loads qos-profile-be512 on the subscriber interface.

. The subscriber activates service vod, which is a QoS service.

The SAE sends a Service Session Start event to the QTP.

QTP searches attributes in active service definitions and determines that the service
is a QoS service.

. The QTP gets a list of the subscriber’s active QoS services. The result is:

be512, vod

The QTP sorts the list and concatenates the QoS profile input values with the
separator. The result is:

be512-vod

The QTP adds the default prefix to the concatenated name to obtain the QoS
profile name. The result is:

gos-profile-be512-vod.
The QTP deactivates the hidden svc-gos-attach service.

The QTP activates the hidden svc-gos-attach service, and it substitutes variable
parameter gpName with $’gos-profile-be512-vod’ as the QoS profile name in the
policy.

The policy loads qos-profile-be512-vod.

. The subscriber deactivates service vod.

The QTP follows the same procedure as in Step 2 above and determines that the
QoS profile name is gos-profile-vod.

The QTP deactivates the hidden svc-gos-attach service.

The QTP reactivates the hidden svc-gos-attach service, and it substitutes variable
parameter gpName with $’gos-profile-be512’ as the QoS profile name in the policy.

The policy loads qos-profile-be512.
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Related .
Documentation

Overview of QoS on JunosE Routers on page 3

Configuring QoS Profile-Tracking Plug-Ins (SRC CLI) on page 9

Configuring QoS Profile Attachment Actions (SRC CLI)

Configuring Search Filters for QoS Profile-Tracking Plug-Ins on page 11

Updating QoS Profile Data in the Directory on page 12

Configuring QoS Profile-Tracking Plug-Ins (SRC CLI)

Use the following configuration statements to configure the QoS profile tracking plug-in
with the SRC CLI:

j—

shared sae configuration plug-ins name name qgos-profile-tracking {

}

threads threads ;

default-qos-profile default-qos-profile ;

separator separator ;

gos-profile-prefix qos-profile-prefix ;
service-selection-attribute service-selection-attribute ;
search-filter search-filter ;

invisible-qos-service invisible-qos-service ;
gos-profile-parameter-name qos-profile-parameter-name ;

From configuration mode for the QoS profile tracking plug-in.

user@host# edit shared sae configuration plug-ins name QosTracking
qos-profile-tracking

Configure the number of working threads that all QTP instances share when they
process QTP events.

[edit shared sae configuration plug-ins name QosTracking qos-profile-tracking]
user@host# set threads threads

Configure the name of the QoS profile that is attached to the interface when QoS
services have been deactivated.

See “Dynamically Managing QoS Profiles” on page 4.

[edit shared sae configuration plug-ins name QosTracking qos-profile-tracking]
user@host# set default-qos-profile default-qos-profile

Configure the character that is placed between QoS profile input values when the
system concatenates the values during the process of creating QoS profile names.

[edit shared sae configuration plug-ins name QosTracking qos-profile-tracking]
user@host# set separator separator

Configure the prefix added to the QoS service name as part of the process to determine
the name of the QoS profile that needs to be attached to an interface for a particular
service.
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[edit shared sae configuration plug-ins name QosTracking qos-profile-tracking]
user@host# set qos-profile-prefix qos-profile-prefix

o

Configure the name of the attribute in the service definition that you want the QTP to
use as QoS profile input values.

[edit shared sae configuration plug-ins name QosTracking qos-profile-tracking]
user@host# set service-selection-attribute service-selection-attribute

Configure the search filter that the SAE uses to search service objects in the directory
to find QoS services.

~

See “Configuring Search Filters for QoS Profile-Tracking Plug-Ins” on page 11

[edit shared sae configuration plug-ins name QosTracking qos-profile-tracking]
user@host# set search-filter search-filter

8. Configure the name of the hidden QoS profile attachment service that the QTP uses
to attach QoS profiles to and remove QoS profiles from a router interface.

[edit shared sae configuration plug-ins name QosTracking qos-profile-tracking]
user@host# set invisible-qos-service invisible-qos-service

e}

. Configure the name of the variable parameter used in the QoS profile name field in
the QoS profile attachment action of the policy group that is assigned to the hidden
QoS service.

[edit shared sae configuration plug-ins name QosTracking qos-profile-tracking]
user@host# set qos-profile-parameter-name qos-profile-parameter-name

10. Verify your configuration.

[edit shared sae configuration plug-ins name QosTracking
qos-profile-tracking]

user@host# show

threads 1;

default-qos-profile ;

separator -;

qos-profile-prefix qos-profile;
service-selection-attribute serviceName;
search-filter (attribute.trackPlug=);
invisible-gos-service svc-qos-attach;
qos-profile-parameter-name gpName;

Related . Updating QoS Profile Data in the Directory on page 12
Documentation
v ! « Query Fields on page 12
. Examples: Searching for QoS Information on page 13

« Overview of QoS on JunosE Routers on page 3
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Configuring Search Filters for QoS Profile-Tracking Plug-Ins

The SAE uses a search filter to search service objects in the directory to find QoS services.
You can set up the filter to search the values of any attribute in the service object, such
as service name, category, or tracking plug-in. The search is successful when a value
matches the filter.

To configure the search:

« Create a filter in a format similar to the LDAP search filter. Table 4 on page 11 lists the
values that you can use for filters. Each filter string <filter> contains a simplified LDAP
query.

Table 4: Settings for Filter Strings

Filter String Action

0 Matches no objects
(*) Matches all objects
List of <attribute>= <value> pairs « If <value> is * checks for any value.

- If <value> is an explicit string, checks
whether any value of the property matches
the string, regardless of case.

<attribute>—Name of a property or
attribute <ldapAttributeName>

<value>—0ne of the following - If <value> is a string that contains a *
checks whether any value of the property
. * (asterisk) contains the string, regardless of case.

- Explicit string

« String that contains an *
Note: To define a special character
(* &, !'|\)in astring, precede it with the
backslash symbol (\).

(&<filter><filter>...) True if all filters match
(|<filter><filter>...) True if at least one filter matches
(I<filter>) True if the filter does not match

The default is attribute.trackPlug=; note that you need to add a search value after the
equal sign. For example:

« Tosearch tracking plug-in attributes for any entry that contains gtp:
(attribute.trackPlug=*qgtp*)

. Tosearch service category attributes for any entry that contains ultra, video on demand,
or video telephony:

(|(serviceCategory=*ultra*)(|(serviceCategory=*video on
demand*) (serviceCategory=*video telephony*)))
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Related
Documentation

Dynamically Managing QoS Profiles on page 4
Configuring QoS Profile-Tracking Plug-Ins (SRC CLI) on page 9
Updating QoS Profile Data in the Directory on page 12

For information about obtaining a list of attribute names for the sspService object
class, see the documentation for the LDAP schema in
SDK+AppSupport+Demos+Samples.tar.gz file in the folder SDK/doc/ldap or on the
Juniper Networks Web site at

http://www.juniper.net/techpubs/software/management/src

Examples: Searching for QoS Information on page 13

Updating QoS Profile Data in the Directory

Related
Documentation

Query Fields

Condition Type

Condition Value

Find

You can update the directory with a list of QoS profiles that are currently configured on
a router running JunosE Software.

Dynamically Managing QoS Profiles on page 4

Configuring QoS Profile-Tracking Plug-Ins (SRC CLI) on page 9
Configuring Search Filters for QoS Profile-Tracking Plug-Ins on page 11
Query Fields on page 12

Overview of QoS on JunosE Routers on page 3

The following fields appear in the Query dialog box of the Policy Editor.

Object to be searched.
Value—router, QoS profile, or policy group

Default—No value

Name of the QoS profile, router, or policy group that you want to search.

Value—Name of the router, QoS profile, or policy group. If you selected router or policy
group as a condition type, you can select a name from the drop-down menu. If the
condition type is QoS profile, continue selecting entries in the drop-down menu until
you reach the name of a policy group.

Default—No value
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Supported

Object that you want to find. The software searches for this object on the QoS profile,
router, or policy group defined in condition type and condition value.

Value—Name of the router, QoS profile, or policy group. If you selected router or policy
group as a condition type, you can select a name from the drop-down menu. If the
condition type is QoS profile, continue selecting entries in the drop-down menu until
you reach the name of a policy group.

Default—No value

Whether or not to search for the condition type that exists or does not exist on the
router, QoS profile, or policy group.

Value—Checked or unchecked

- Checked—Searches for the condition type that is on the router, QoS profile, or policy
group

- Unchecked—Searches for the condition type that is not on the router, QoS profile,
or policy group

Default—No value

Examples: Searching for QoS Information

The query example in Figure 1on page 13 searches for all QoS profiles on router chimera.

Figure 1: Searching for All QoS Profiles on a Router

Router Query
Azpect |DDS Profile Configuration |
Condition Tupe | Router - |
Condition Yalue |Chimer‘a |v|
Find [0S Profile -]
Supported [v]

The following OoS Profiles are supported by Router “chimera" for QoS Profile configuration:
fpagp

aagpl

atni-default

ethernet-default

merial-default

merver-default

| || Clear || Cloze |

Copyright © 2011, Juniper Networks, Inc. 13



SRC PE 4.2.x Solutions Guide

The gquery in Figure 2 on page 14 searches for QoS profiles in policy group DHCP.

Figure 2: Searching for QoS Profiles in a Policy Group

Aspect |QDS Profile Configuration |
Condition Type |F‘olicy Group v|
Condition Yalus [DHce [=]
Find [005 Profile -]
Supported [v]

The following 005 Profile iz supported by Policy Group "DHCP" for (o5 Profile Configuration:
atm-default atm—vc atm-vp

| (uery || Clear || Close |

The queryin Figure 3 on page 14 searches for all policy groups that router bigfoot supports.
For a policy group to be supported on a router, both the policy group and the router must
contain the same QoS profile.

Figure 3: Searching for All Policy Groups on a Router

Aspect |D05 Profile Configuration |
Condition Type |R0ut8r" -]
Condition Yalue |hir—|F00t |v|
Find |Policg| Group v|
Supported [vi

The following Policy Groups are supported by Router "bigfoot" for (oS Profile configurationt
content-provider {policyGroupName=content-provider,o=Policies,o=UHC}
content-provider—fast (policyGroupMame=content-provider—fast,o=Policies,o=UMC)
content-provider—medium {policyGrouplame=content-provider-medium,o=Policies,o=UHC)
content-provider—slow {policyGroupMame=content-provider—zlow,o=Policies,o=UMC}
[DHCP ¢policyGroupMame=0HCP  0=Policies o=lMC}

eglimit {policyGroupMame=eglimit,ou=ent,o=Policies,O=UMC}

EntDefault (policyGroupMame=Entlefault . ou=ent . o=Policies,0=UHC)

internet—fast {policybGroupMame=internet-fast,o=Policies, o=UMC}

internet-medium {policyGroupMame=internet-medium,o=Policies,o=UMC}

internet-slow {policyGroupMame=internet—slow,o0=Policies, o=UMC}

I5P {policyCroupMame=ISP,0=Palicies,o=UHC}

FPP {policyGroupMame=PPP,0=Policies o=lMC}

FPP-special {policyGroupMame=PPP-special,o=Policies,o=UMC}

edirect (policyGroupMame=redirect,ou=ent,o=Palicies,O=IMC}

| | Clear | Close
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Related . Dynamically Managing QoS Profiles on page 4
D mentation
ocumentatio . Policy Management Overview
. Policy Components

« Overview of QoS on JunosE Routers on page 3
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CHAPTER 2

Managing Subscribers for a Wireless
Roaming Environment

« Overview of a Wireless Roaming Environment on page 17
« Subscriber Access in a Wireless Roaming Environment on page 17

« Configuring Subscriber Access for a Wireless Location on page 18

Overview of a Wireless Roaming Environment

In a roaming wireless environment, subscribers can log in to a wireless access point at a
variety of wireless locations owned by service providers that participate in a roaming
network agreement. The wireless locations participating in the agreement can be owned
by one or more service providers.

Typically, RADIUS manages information about subscribers between the wireless locations.
A RADIUS server for an Internet service provider (ISP) manages authentication for its
subscribers, and shares information with the other ISPs with which the service provider
has a roaming agreement. Subscribers can log in to an SAE from any supported site.

The SAE provides support for RADIUS vendor-specific attributes for wireless Internet
service provider roaming (WISPr).

Related . Subscriber Access in a Wireless Roaming Environment on page 17

Documentation
u : . Configuring Subscriber Access for a Wireless Location on page 18

. For more information about RADIUS vendor-specific attributes for wireless Internet
service provider roaming (WISPr): http://www.wi-fialliance.org/opensection/wispr.asp

Subscriber Access in a Wireless Roaming Environment

When subscribers log in to a wireless location that has a roaming agreement with other
locations, the following sequence of events occurs:

1. Subscribers connect to the local wireless location and provide login information on a
portal page that provides a universal access method. This login information is
forwarded to the SAE.

2. Based on the login information, an access service starts.
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3. The subscriber is authenticated by RADIUS; the authorization includes RADIUS
vendor-specific attributes for WISPr.

4. Policies are activated for the subscriber on the router.

5. After successful start of the access service, the portal page redirects the subscriber
to a specified start page.

Figure 4 on page 18 shows how subscribers interact with an SAE-managed wireless
location that has a roaming agreement with wireless locations.

Figure 4: Subscriber Access to a Wireless Roaming Group
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Related . Overview of a Wireless Roaming Environment on page 17

Documentation
v ! . Configuring Subscriber Access for a Wireless Location on page 18

Configuring Subscriber Access for a Wireless Location

Tasks to use the SAE to manage a wireless access point that participates in a roaming
agreement are:

1. Configuring RADIUS Authentication on page 18

2. Creating Subscriber Access to an ISP on page 21

3. Creating Web Access on page 22

4. Setting Idle Timeout Options for the SAE on page 23

Configuring RADIUS Authentication

You configure RADIUS authentication for users who connect from a wireless location,
and set up RADIUS authentication to support a roaming environment between wireless
Internet service providers. You can use the Flexible RADIUS Authentication plug-in that
is provided with the SRC software, or you can create a custom RADIUS authentication

plug-in.
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Configuring a Custom
RADIUS
Authentication Plug-In

Configuring the
Flexible RADIUS
Authentication Plug-In

If you create a custom plug-in, be sure that it supports the same RADIUS attributes as
those configured for the flexible RADIUS authentication plug-in. See “Configuring the
Flexible RADIUS Authentication Plug-In” on page 19.

Forinformation about creating a custom plug-in, see SAE CORBA Plug-In Service Provider
Interface (SPI) on the Juniper Networks Web site at:
http://www.juniper.net/techpubs/software/management/src/api-index.html

The default flexible RADIUS authentication plug-in, flexRadiusAuth, provides support
for RADIUS vendor-specific attributes for WISPr, which are listed in the following
procedure. These attributes use the IANA private enterprise number 14122 assigned to
the Wi-FI Alliance. For more information about these attributes, see
http://www.wi-fialliance.org/opensection/wispr.asp

You should be familiar with the general procedure for configuring the flexible RADIUS
authentication plug-in before configuring it to include the WISPr attributes. For information
about configuring the flexible RADIUS authentication plug-in, see Configuring Tracking
Plug-Ins (SRC CLI).

When you configure the plug-in, you can use the following standard attribute values to
set values in authentication response packets:

. setAcctinterimTime
. setSubstitution

. setTerminateTime
Examples in the following procedure show how you can use these attribute values.
To configure the plug-in to support a roaming environment:

1. Configure attributes.
. Required attributes:
- Anidentifier for the wireless location:
vendor-specific. WISPr.Location-ID=/dentifier

This attribute can be aninterface description (ifAlias) or other value that identifies
the JunosE interface to which the wireless access point connects.

. The URL of the start page returned by the RADIUS server of the ISP:

vendor-specific. WISPr.Redirection-URL=Command to make the URL available to
the SRC software

For example:
vendor-specific. WISPr.Redirection-URL=setProperty(“ startURL=%s" % ATTR)

The default configuration sets a session property named startURL.

. The URL of a page that a subscriber can use to log out of the network:

vendor-specific. WISPr.Logoff-URL=URL of a log out page
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. Bandwidth attributes (recommended):
. The maximum transmission rate in bits per second:

vendor-specific. WISPr.Bandwidth-Max-Up=Command to make the rate available
to the SRC software

For example:

vendor-specific. WISPr.Bandwidth-Max-Up=setSubstitution(“ max_up_rate=%s"
% ATTR)

. The maximum receive rate in bits per second:

vendor-specific. WISPr.Bandwidth-Max-Down=Command to make the rate available
to the SRC software

For example:
vendor-specific. WISPr.Bandwidth-Max-Down=setSubstitution(“
max_down_rate=%s" % \ ATTR)
. Optional attributes:
- The name of the wireless location:
vendor-specific. WISPr.Location-Name=Name of the wireless location
- The date and time that the subscriber session is to end:

vendor-specific. WISPr.Session-Terminate-Time=Command to set the session
terminate time

For example:

vendor-specific. WISPr.Session-Terminate-Time=setTerminateTime(ATTR)

. The end of the subscriber session at the end of the billing day:

vendor-specific. WISPr.Session-Terminate-End-Of-Day=ATTR or
setTerminateTime("00:00:00")

If the operator of the wireless location does not support daily billing, do not
configure this attribute, and remove it if present.

- Aservice type for billing:
vendor-specific. WISPr.Billing-Class-Of-Service=Service type
2. Foreach attribute that you configure, configure the packet type to which the attribute
applies. Table 5 on page 20 shows the packet types associated with each attribute.

Table 5: Packet Types for RADIUS Attributes

RADIUS Attribute Associated RADIUS Packet Definition

vendor-specific WISPr.Location-ID RadiusPacket.stdAuth.auth.vendor-specific. WISPr.Location-1D
vendor-specific WISPr.Redirection-URL RadiusPacket.stdAuth.auth.vendor-specific.WISPr.Redirection-URL
vendor-specific WISPr.Logoff-URL RadiusPacket.stdAuth.auth.vendor-specific. WISPr.Logoff-URL
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Table 5: Packet Types for RADIUS Attributes (continued)

RADIUS Attribute Associated RADIUS Packet Definition

vendor-specific WISPr.Bandwidth-Max-Up RadiusPacket.stdAuth.auth.vendor-specific. WISPr.Bandwidth-Max-Up

vendor-specific. WISPr.Maximum-Max-Down RadiusPacket.stdAuth.auth.vendor-specific. WISPr.Maximum-Max-Down

vendor-specific WISPr.Location-Name RadiusPacket.stdAuth.auth.vendor-specific. WISPr.Location-Name

vendor-specific WISPr.Session-Terminate-Time  RadiusPacket.stdAuth.auth.vendor-specific. WISPr.Session-Terminate-Time

vendor-specificWISPrSession-Terminate-End-Of-Day ~ RadiusPacket.stdAuth.authvendor-specific WISPr.Session-Terminate-End-Of-Day

vendor-specific WISPr.Billing-Class-Of-Service  RadiusPacket.stdAuth.auth.vendor-specific. WISPr.Billing-Class-Of-Service

Creating Subscriber Access to an ISP

Configure a service that lets subscribers connect to an ISP through a captive portal, a
single Web page to which subscribers connect. The policies associated with the service
should specify a Junos OS policing or JunosE rate-limiting policy to set the maximum
bandwidth at which:

« A subscriber can send traffic.

« A subscriber can receive traffic.

When you configure the policies, define the bandwidth values as parameters so that the
policies can be applied across a number of subscribers.

To configure a service to access the ISP:

1. Create the SRC service to use RADIUS authentication.
See Adding a Normal Service (SRC CLI).

2. Create a policy group the sets the maximum bandwidth at which a subscriber can
send traffic, and the maximum bandwidth at which a subscriber can receive traffic.
Use parameters to set these values.

To configure policies, see:
« Configuring Policy Groups (SRC CLI) on page 178
« Configuring Global Parameters (SRC CLI)

. Configuring Local Parameters (SRC CLI)

For example, you can create a policy configuration that includes:
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Creating Web Access

« Alocal parameter named max_up_rate that sets the maximum rate at which the
subscriber can send data

« Alocal parameter named max_down_rate that sets the maximum rate at which the
subscriber can receive data

« A policy group Receive(Downstream) that references max_down_rate

- A policy group Send(Upstream) that references max_up_rate

Substitutions for these parameters can then be referenced in the RADIUS attributes:

vendor-specific. WISPr.Bandwidth-Max-Up=setSubstitution(“ max_up_rate=%s" % ATTR)
vendor-specific.WISPr.Bandwidth-Max-Down=setSubstitution(“ max_down_rate=%s"
% ATTR)

When subscribers connect to and log in to a wireless access point, they are directed to
asingle Web page that is referred to as a captive portal page. This page is part of a service
selection portal. A captive portal page receives and manages redirected Web requests.
The SRC Application Library provides an unsupported, demonstration application for a
residential service selection portal.

When creating a captive portal page for a wireless roaming environment, configure the
page to:

. Start an access service that is configured to be authenticated by the RADIUS server
of the ISP.

. After the access service starts, redirect the subscriber to the page specified by the
Redirect-URL RADIUS attribute. This page is the start page for the subscriber's home
ISP.

You can retrieve the URL of the start page from the service session property startURL.
Note that startURL is the default name used for the flexible RADIUS authentication
plug-in; you can assign a different name to this property.

You can use the Subscriber.readSubscription() method in the Common Object Request
Broker Architecture (CORBA) remote application programming interface (API) to
retrieve the redirect URL.

Note that when you develop the portal, you can use the following methods in the SAE
CORBA remote API to retrieve session data after the access service starts:

« Subscriber.readSubscriber()

« Subscriber.readSubscription()

For more information about these methods, see the SAE CORBA remote API
documentation on the Juniper Networks Web site at

http://www.juniper.net/techpubs/software/management/src/api-index.html.

22
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Setting Idle Timeout Options for the SAE

You can configure the following options to ensure that the timeout values are consistent
with the requirements for your environment:

« |dle timeout—Defines how long a session is idle before the connection is closed.
« Adjust session time—Adjusts the session time reported in an accounting messaged by
subtracting idle time from the time if the session times out.

To configure the timeout settings:

1. Configure the service activation authentication through a RADIUS server to return an
idle timeout. This configuration requires that the RADIUS server returns the idle timeout
vendor-specific attribute (VSA).

or
Configure the idle timeout in the SRC service definition. For example:

[edit services global service servicel]
user@host# set idle-timeout 5

Although aninterval up to 5 minutes is typically recommended, for the SRC software,
we recommend a minimum of 15 minutes.

2. Configure the adjust-session-time statement for the SAE to ensure that session time
is accurately reported for accounting purposes. For example:

[edit shared sae group wireless configuration]
user@host# set idle-timeout adjust-session-time

Related . Overview of a Wireless Roaming Environment on page 17

Documentation
« Subscriber Access in a Wireless Roaming Environment on page 17
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CHAPTER 3

Configuring VoIP Services in an SRC
Network

« Overview of Session Management for VolP Services on page 25
« Configuring Policies and Services for VolP on page 26
« Activating VolP Services for Assigned IP Subscribers on page 27

« Setting Timeouts for Assigned IP Subscriber Sessions on page 28

Overview of Session Management for VolP Services

When the SAE activates a service session, it authorizes the session with authorization
plug-ins; it may use the admission control plug-in (ACP) to perform call admission control
and allocate bandwidth; and it installs the policy required for the service on a JunosE
interface.

VolP and multimedia service sessions are typically established in multiple phases that
require changes to installed policies and authorized bandwidth while the service session
remains active. To support VolP sessions, the SAE allows changes to active service
sessions. These changes include:

« Controlled bandwidth. If bandwidth demand increases, the authorization plug-in must
authorize the change.

« Policy parameters. Only parameter substitution values can be changed. Policy
parameters can include classifiers, such as destination address and port, and actions,
such as rate-limit profiles.

. Session and idle timeouts. All attributes that can be set for initial service activation
can be set for service session modifications.

Accounting and Tracking

Accounting information is preserved across service session changes. Accounting
information for a complete service session includes the sum of counters for all service
session segments.

When the ACP receives an interim update request, it compares the upstream and
downstream bandwidth in the request with the current values. If the bandwidth has
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changed, ACP modifies its counters based on the difference between the current and
new values.

Tracking plug-ins are informed of service session changes through an interim update
message. The interim update is sent even if regular interim updates are disabled. If the
controlled bandwidth changes, the interim update message contains the new bandwidth
settings.

VolP Call Setup

Initial setup of a VoIP call requires changes to bandwidth and to the endpoint address
during call setup. The setup sequence for a VolP call can follow this pattern:

1. The subscriber attempts to establish a call.

2. The gatekeeper (or Session Initiation Protocol [SIP] proxy) performs local admission
control.

3. The gatekeeper allocates a Codec for the call; for example, 64 kbps.

4. The gatekeeper activates the VolP service on the SAE with 64 kbps bandwidth and
a destination address of unknown.

5. The SAE performs admission control, activates a service session, and installs policies
on the router.

6. The gatekeeper negotiates call parameters with the remote endpoint.

7. The gatekeeper modifies the VolIP service with negotiated parameters; for example,
32 kbps, destination address 10.10.3.4, and UDP port 5678.

8. The SAE creates new policies that reflect changes to the traffic classifier and rate-limit
profile, and then removes the existing policies from the router and installs the new
policies.

9. The SAE sends interim updates to the ACP and tracking plug-ins.

Related . Overview of Global and Local Parameters

Documentation . . L . - .
For information about configuring and managing policies, see the SRC PE Services and

Policies Guide

Configuring Policies and Services for VolP on page 26

Activating VolP Services for Assigned IP Subscribers on page 27

Configuring Policies and Services for VolP

When you set up a service that supports VolP, you need to create a policy group for the
VolIP service and assign the policy group to the VolIP service.

The SAE installs the policy on the router when the service is activated. When the service
session is modified during VoIP call setup, the SAE replaces policy values with new values
that were negotiated during call setup. The SAE then creates a new policy and installs
it on the router.

26 Copyright © 2011, Juniper Networks, Inc.



Chapter 3: Configuring VolIP Services in an SRC Network

Related
Documentation

When you set up a policy group for VolP services, you need to assign variable parameters
to fields that the SAE will need to modify. For example, source and destination addresses
and UDP ports might be replaced with actual values. Upstream and downstream rate-limit
parameters, such as committed rate and burst sizes, are likely to be modified.

« Overview of Session Management for VolP Services on page 25
« Configuring Policy Groups (SRC CLI) on page 178

« Activating VolP Services for Assigned IP Subscribers on page 27

Activating VolP Services for Assigned IP Subscribers

Related
Documentation

When the SAE activates VoIP services, signaling proxies must identify subscriber
equipment based on the IP address of the equipment. In the enterprise model, an IT
manager typically subscribes to a service at a particular level in the subscriber hierarchy,
and then provides the service to all access lines and subscribers who are at lower levels
in the hierarchy. In cases such as this, the SAE manages the router interface but not the
subscriber. The SAE does not know the IP addresses of the subscribers and therefore
cannot provide the IP address to the signaling proxies.

A type of subscriber session called assigned IP supports the case in which the SAE does
not manage the subscriber but needs to provide the IP address to signaling proxies. The
SAE dynamically creates an assigned IP session based on an API call. The VolP gateway
must provide the following information to the SAE before the SAE can create the assigned
IP session:

« The subscriber’s IP address

. The name of a managed interface (The SAE applies policies for service sessions to
this interface.)

. The name of the virtual router in which the managed interface resides

The NIC maps the subscriber’s IP address to the SAE reference of the managing SAE, the
interface name, and the virtual router name and provides this information to the VolP
gateway.

The network information collector (NIC) keeps track of managed interfaces through a
NIC SAE plug-in agent. When an interface start, stop, or interim update event occurs, the
SAE sends the interface tracking events to the NIC SAE plug-in agent. The NIC uses this
information as part of the process of creating these mappings.

. Overview of Session Management for VolP Services on page 25
« Configuring the NIC (SRC CLI)
« Configuring Policies and Services for VolP on page 26

. Setting Timeouts for Assigned IP Subscriber Sessions on page 28
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Setting Timeouts for Assigned IP Subscriber Sessions

To set timeouts for assigned IP subscriber sessions in the SAE configuration:

1. From configuration mode, access the SAE configuration statement that configures
subscriber sessions.

[edit]
user@host# edit shared sae configuration subscriber-sessions

2. Specify the interval after which assigned IP subscriber sessions are deactivated if no
service session is active.

[edit shared sae configuration subscriber-sessions]
user@host# set assigned-ip-idle-timeout assigned-ip-idle-timeout

Related . Overview of Session Management for VolP Services on page 25
Documentation . Tracking and Controlling Subscriber and Service Sessions with SAE APIs
« Configuring Access to Subscriber Data (SRC CLI)

. Activating VolP Services for Assigned IP Subscribers on page 27
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CHAPTER 4

Providing Packet Mirroring in an SRC
Network

« Overview of Packet-Mirroring Services on page 29

« Configuring Packet-Mirroring Support in an SRC Network on page 30

« Configuring the Script Service for Packet Mirroring on page 31

« Configuring Parameters for the Script Service for Packet Mirroring on page 32
« Specifying Maximum Number of RADIUS Peers (SRC CLI) on page 34

« Example: Using the Sample Packet-Mirroring Application on page 35

« Defining RADIUS Attributes for Dynamic Authorization Requests with the SAE Core
APl on page 36

Overview of Packet-Mirroring Services

Packet mirroring allows you to mirror subscriber traffic by configuring a script service
with the SRC software that applies policies on a router running JunosE Software for
RADIUS-based packet mirroring.

When the SAE activates a packet-mirroring service session, the session sends dynamic
RADIUS requests, such as change-of-authorization (COA) messages, to a RADIUS device
such as a router running JunoskE Software.

In RADIUS-based packet mirroring on a router running JunosE Software, a RADIUS
administrator uses RADIUS attributes to configure packet mirroring of a particular
subscriber’s traffic. The router creates dynamic secure policies for the mirroring operation.
The original traffic is sent to its intended destination, and the mirrored traffic is sent to
an analyzer device (the mediation device). The mirroring operations are transparent to
the subscriber whose traffic is being mirrored. This dynamic method uses RADIUS
attributes and RADIUS vendor-specific attributes (VSAs) to identify a subscriber whose
traffic is to be mirrored and to trigger the mirroring session. RADIUS-based mirroring uses
dynamically created secure policies based on certain RADIUS VSAs. You attach the
secure policies to the interface used by the mirrored subscriber. The packet-mirroring
VSAs that the RADIUS server sends to the E Series router are MD5 salt-encrypted.

You must deploy RADIUS-based packet mirroring on routers running Junosk Software
to monitor the subscriber traffic.
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Related . Configuring Packet-Mirroring Support in an SRC Network on page 30
D .
ocumentation . Configuring the Script Service for Packet Mirroring on page 31
. Configuring Parameters for the Script Service for Packet Mirroring on page 32

. Example: Using the Sample Packet-Mirroring Application on page 35

Configuring Packet-Mirroring Support in an SRC Network

To support packet mirroring in an SRC network, configure a script service that can be
activated to set up RADIUS-based packet-mirroring policies on a router running JunosE
Software. The script service defines the parameters needed to mirror subscriber traffic,
such as the address of the subscriber or the analyzer device. This script service is activated
for the subscriber whose traffic should be mirrored.

You must have preconfigured RADIUS-based packet mirroring on routers running JunosE
Software. The JunosE software provides RADIUS-based packet mirroring, which allows
the router to create dynamic secure policies for the mirroring operation. The RADIUS
administrator can configure and manage interface mirroring services that are activated
by means of COA.

To set up the SRC software for packet mirroring:

« Create a script service for packet mirroring.

The SRC software includes a sample script service that you can configure to send
dynamic RADIUS requests to the router running JunosE Software. You can use the
sample service definition and customize it for your environment by modifying the service
substitutions.

See “Configuring Parameters for the Script Service for Packet Mirroring” on page 32.
« Configure subscriptions to the packet-mirroring service.

You can set up the subscriptions to activate immediately on login.

See Configuring Subscriptions (SRC CLI).
« (Optional) Configure the maximum number of RADIUS peers.

See “Specifying Maximum Number of RADIUS Peers (SRC CLI)” on page 34.

Related . Forinformationabout configuring RADIUS-based packet mirroring on the router running
Documentation JunosE Software, see the JunosE Policy Management Configuration Guide

« Forinformation about dynamic RADIUS requests, see RFC 3576—Dynamic Authorization
Extensions to Remote Authentication Dial In User Service (RADIUS) (July 2003)

« Configuring the Script Service for Packet Mirroring on page 31
. Example: Using the Sample Packet-Mirroring Application on page 35

« Overview of Packet-Mirroring Services on page 29

30 Copyright © 2011, Juniper Networks, Inc.



Chapter 4: Providing Packet Mirroring in an SRC Network

Configuring the Script Service for Packet Mirroring

To configure the script service for packet mirroring:
1. Create a script service in the services global service name hierarchy or the services
scope name service name hierarchy. For example:
[edit]
user@host# edit services global service packetMirroring
2. Set the type to script.

[edit services global service packetMirroring]
user@host# set type script

3. (Optional) Configure other properties as needed for your service.
4. Configure the script properties.
a. Access the script hierarchy for the configured script service.

[edit services global service packetMirroring]
user@host# edit script

b. Specify URL as the script type.

[edit services global service packetMirroring script]
user@host# set script-type url

c. Specify the name of the Java class that implements the script service.

[edit services global service packetMirroring script]
user@host# set class-name net.juniper.smgt.sae.packetMirroring.LiService

d. Configure the URL of the script service or the path and filename of the service.

[edit services global service packetMirroring script]
user@host# set file file:///opt/UMC/sae/var/run/pm.jar

5. Verify the configuration.

[edit services global service packetMirroring script]
user@host# show
type script;
status active;
available;
script {
script-type url;
class-name net.juniper.smgt.sae.packetMirroring.LiService;
file file:///opt/UMC/sae/var/run/pm.jar;

3

6. Configure the parameters for the script service.

See “Configuring Parameters for the Script Service for Packet Mirroring” on page 32.

Related . Configuring Packet-Mirroring Support in an SRC Network on page 30
Documentation
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. Adding a Normal Service (SRC CLI)

« Customizing Service Implementations

. Example: Using the Sample Packet-Mirroring Application on page 35
« Overview of SRC Script Services

« Overview of Packet-Mirroring Services on page 29

Configuring Parameters for the Script Service for Packet Mirroring

Provide parameter substitutions with the values that are in the service definitions for the
script service.

Table 6 on page 32 lists the parameters specified by the sample packet-mirroring script
service. In most cases, you can use the sample script service without modification.

Table 6: Parameter Substitutions for Packet-Mirroring Services

Parameter Name Description

dynAnalyzerlPAddress RADIUS VSA that is the IP address of the analyzer device. This attribute
is required.

dynAnalyzerPortNumber  RADIUS VSA that is the UDP port number of the monitoring application
in the analyzer device. If specified, dynMirrorldentifier must also be
specified.

dynMirrorldentifier RADIUS VSA in the form of a hexadecimal string. If specified,
dynAnalyzerPortNumber must also be specified.

dynClientlp |IP address of the dynamic RADIUS client.

dynClientPort UDP port number of the dynamic RADIUS client.

dynServerlp |IP address of the C Series Controller.

dynServerPort UDP port number of the C Series Controller.

dynSecret Shared secret.

dynRetry Number of retries for sending dynamic RADIUS packet when no

RADIUS response is received. The retry interval is 3 seconds.

32
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Table 6: Parameter Substitutions for Packet-Mirroring Services

(continued)
Parameter Name Description
dynConfig Content of dynamic RADIUS request packets in the format <action>.

<radiusAttributeName>=<pluginEventAttribute>\n

« action—Action that is executed on packet content (attribute)
- start
. stop
. start-stop

« radiusAttributeName—Valid RADIUS attribute specified as follows:
- Standard RADIUS attribute name or number.

« JunosE VSA in one of the following formats:
vendor-specific.4874.<vsa#>[.salt]
26.4874.<vsa#>[.salt]
where .salt indicates that the attribute is MD5 salt-encrypted in
the RADIUS packet.

« pluginEventAttribute—Valid Python expression

« \n—New-line characterincluded between the lines of a configuration
containing multiple lines; the entire configuration must be enclosed
in guotation marks

For example:
start-stop.Acct-Session-Id = ifSessionld

“ start-stop.Acct-Session-Id=ifSessionld\nstart.vendor-specific.
4874.58.salt=1\nstart vendor spec:|f|c JUNIPER Unisphere- Med—

[ dynAnalyzerIPAddress ])\nstart vendor SDECIfIC JUNIPER.
Unisphere-Med-Port-Number.salt=int(custom
['dynAnalyzerPortNumber'])\nstop.vendor-specific.4874.58.salt=0"

To configure substitutions for the script parameters:

1. At the hierarchy for the script service, specify substitutions for the parameters. For
example:

[edit services global service packetMirroring]

user@host# set parameter substitution [ dynAnalyzerlPAddress=10.227.6.221
dynAnalyzerPortNumber=9100 dynMirrorldentifier=0x0000000100000001
dynSecret=\"secret\” dynRetry=2 dynClientlp=10.227.7.111 dynClientPort=9099
"dynConfig=\"start-stop.Acct-Session-Id =
ifSessionld\\nstart.vendor-specific. JUNIPER.Unisphere-LI-Action.salt=1\\nstar
t.vendor-specific.JUNIPER.Unisphere-Med-Dev-Handle.salt=custom['dynMirroride
ntifier']\\nstart.vendor-specific.JUNIPER.Unisphere-Med-Ip-Address.salt=intlp(c
ustom['dynAnalyzerlPAddress'])\\nstart.vendor-specific.JUNIPER.Unisphere-Me
d-Port-Number.salt =
int(custom['dynAnalyzerPortNumber'])\\nstop.vendor-specific.JUNIPER.Unisph
ere-LI-Action.salt=0\"" ]

2. Verify the configuration.

[edit services global service packetMirroring]
user@host# show
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type script;
status active;
parameter {
substitution [ dynAnalyzerlPAddress=10.227.6.221
dynAnalyzerPortNumber=9100
dynMirrorldentifier=0x0000000100000001 dynSecret=secret dynRetry=2
dynClientlp=10.227.7.111 dynClientPort=9099 "dynConfig=\"'start-stop.
Acct-Session-1d = ifSessionld\\nstart.vendor-specific.JUNIPER.
Unisphere-LI1-Action.salt= 1\\nstart.vendor-specific.JUNIPER.
Unisphere-Med-Dev-Handle.salt= custom[“dynMirrorldentifier"]
\\nstart.vendor-specific.JUNIPER.
Unisphere-Med-Ip-Address.salt= intlp(custom[“dynAnalyzerlPAddress"])
\\nstart.vendor-specific.JUNIPER.
Unisphere-Med-Port-Number.salt = int(custom["dynAnalyzerPortNumber®])
\\nstop.vendor-specific.JUNIPER.Unisphere-LI-Action.salt=0\"" ];
}
script {
script-type url;
class-name net.juniper.smgt.scriptServices.packetMirroring.LiService;
file file:///opt/UMC/sae/lib/pm._jar;
¥

Related . Configuring Packet-Mirroring Support in an SRC Network on page 30
Documentation . Adding a Normal Service (SRC CLI)
. Setting Parameter Values for Services (SRC CLI)
« Customizing Service Implementations

. Defining RADIUS Attributes for Dynamic Authorization Requests with the SAE Core
APl on page 36

Specifying Maximum Number of RADIUS Peers (SRC CLI)

The dynamic RADIUS server can maintain a certain number of peers.
To specify the maximum number of peers with the SRC CLI:

1. From configuration mode, access the SAE configuration statement that configures
dynamic RADIUS options.

[edit]
user@host# edit shared sae configuration dynamic-radius-server

N

Specify the maximum number of peers maintained by the dynamic RADIUS server.

[edit shared sae configuration dynamic-radius-server]
user@host# set maximum-cached-peer maximum-cached-peer

Related . Configuring Packet-Mirroring Support in an SRC Network on page 30

D tati
ocumentation Defining RADIUS Attributes for Dynamic Authorization Requests with the SAE Core

APl on page 36

Example: Using the Sample Packet-Mirroring Application on page 35
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« Overview of Packet-Mirroring Services on page 29

Example: Using the Sample Packet-Mirroring Application

To use the sample packet-mirroring application:

1. Download the SRC sample applications to your system from the Juniper Networks
Web site:

http://www.juniper.net/support/csc/swdist-erx/src.html
2. Locate the file that contains the service definition:
/SDK/scriptServices/packetMirroring/ldif/service.ldif

3. Import the sample service definition to the Juniper Networks Database on the C Series
Controller. To load the sample data into the database, you can use an LDAP tool, such
as ldapadd.

You can obtain ldapadd from the following Web site:
http://www.openldap.org/

To load data into the Juniper Networks database, you need the IP address of the
database and the database credentials. The default bind distinguished name (DN)
for the database is cn=umcadmin, o=umc and the password is admin123.

4. Copy the /lib/pm.jar file used by the script service to the /opt/UMC/sae /var/run
directory on the C Series Controller.

5. Modify the service substitutions for your environment.

You can make these substitutions by defining the parameter substitutions in the
packetMirroring service (serviceName=packetMirroring, o=Services, o=umc) with the
SRC CLI or by passing the values through the SAE core API.

For information about parameter substitutions, see “Configuring Parameters for the
Script Service for Packet Mirroring” on page 32. For information about passing the
values through the SAE core AP, see “Defining RADIUS Attributes for Dynamic
Authorization Requests with the SAE Core API” on page 36.

6. Configure a subscription to the packetMirroring service that is activated on login.
For information about subscriptions, see Overview of Subscriptions.

7. If you are modifying the sample application, copy the sae.jar and logger.jar files from
the SKD/lib directory, and add the sae.jar and logger.jar files to the classpath when
you compile your application.

Example: Packet Mirroring for PPP Subscribers

When a PPP subscriber is subscribed to the packet-mirroring service, configure the service
as an activate-on-login service at user connection time. After the subscriber has logged
in through the SAE remote API, the packet-mirroring service can be subscribed to the
PPP subscriber and activated. When the service is activated, a COA request is sent to
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the router running Junosk Software that includes the PPP subscriber’s accounting session
ID to start packet mirroring for this subscriber.

Example: Packet Mirroring for DHCP Subscribers

When a DHCP subscriber is subscribed to the packet-mirroring service, configure the
service as an activate-on-login service at user connection time. After the subscriber has
logged in through the SAE remote API, the packet-mirroring service can be subscribed
to the DHCP subscriber and activated. When the service is activated, a COA request is
sent to the router running JunosE Software that includes the DHCP subscriber’s IP address
and virtual router name for the router running JunosE Software to start packet mirroring
for this subscriber.

Configuring DHCP Subscriber Sessions

You can use DHCP option 82 to identify the subscriber session. For example, if you set
DHCP option 82 as the user login name, an external application can use this setting to
search for the subscriber session. The following subscriber classification script illustrates
this example:

[eEEreme=csaUpUsapUMC og Nare=<-chad 8218 oot Tieting-> 2 2(niefeaaName=<-chad 828 oo Titg=>)]
loginType = “ ADDR”

[<-retailerDN->??sub?(uniquelD=<-userName->)]

retailerDN 1= “*“
& userName !=
[<-unauthenticatedUserDn->]
loginType == "ADDR"
loginType == "AUTHADDR"

Disabling RADIUS Authentication for DHCP Subscribers

Packet mirroring for DHCP subscribers does not involve RADIUS authentication, so you
might have to configure authentication to grant all IP subscriber management interfaces
access without authentication. For example, configure the router running Junosk Software
with the following authentication:

aaa authentication ip default none

You can still configure other subscribers to use RADIUS authentication. For example,
configure the router running JunosE Software with the following authentication for PPP
subscribers:

aaa authentication ppp default radius

Related . Configuring Packet-Mirroring Support in an SRC Network on page 30

D mentation
ocumentatio . Overview of Packet-Mirroring Services on page 29

Defining RADIUS Attributes for Dynamic Authorization Requests with the SAE Core
API

The SRC software provides two ways to define RADIUS attributes for dynamic RADIUS
authorization requests:
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« Service definition

« SAE core API

0 NOTE: Parameters set in the APl override parameters set by the service
definition.

To send dynamic RADIUS authorization requests with the SAE core API, the script service
uses the sendDynamicRadius and getRouterDynRadiusAddr methods in the
ServiceSessionInfo interface to provide the content of the RADIUS packet for the dynamic
authorization request to the router running JunosE Software that is attached to the service
session.

Related . Configuring Parameters for the Script Service for Packet Mirroring on page 32

Documentation ) ) ) . . ) .
. Forinformation about the ServiceSessionInfo interface, see the script service

documentation in the SAE core APl documentation on the Juniper Networks Web site
at

http://www.juniper.net/techpubs/software/management/src/api-index.html

. For a sample implementation, see the following file in the
SDK+AppSupport+Demos+Samples.tar.gz file:

SDK/scriptServices/packetMirroring/java/net/juniper/smgt/scriptServices/packetMinroring/LiService java
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PART 2

Managing Services in a PCMM
Environment

« Providing Premium Services in a PCMM Environment on page 41

« Configuring the SAE for a PCMM Environment (SRC CLI) on page 57
« Adding Objects for CMTS Devices (SRC CLI) on page 69

« Using the NIC Resolver in a PCMM Environment on page 73

« Using PCMM Policy Servers on page 75

« Configuring the JPS (SRC CLI) on page 79

« Monitoring the JPS (SRC CLI) on page 105

« Monitoring the JPS (C-Web Interface) on page 109
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Providing Premium Services in a PCMM
Environment

« Overview of a PCMM Environment on page 41

« Using the SAE in a PCMM Environment on page 50

Overview of a PCMM Environment

The PCMM specification defines a standards-based way to deliver premium quality of
service (QoS)—enhanced services across the radio frequency (RF) portion of a cable
network. The PCMM capabilities of the SRC software along with Juniper Networks routers
provide an end-to-end solution that seamlessly links the cable operator’s RF domain
with IP edge and core QoS services.

Key services supported in this environment include:

- Bandwidth on demand and variable bandwidth

« Qo0S-enabled streaming media, including video on demand and video telephony
. Residential voice over IP (VoIP)

- Multicast audio and video applications

« Videoconferencing

« Interactive gaming

. Peer-to-peer controls and protection services

PCMM Architecture

Figure 5 on page 42 depicts the PCMM architectural framework. The basic roles of the
various PCMM components are:

. Application manager—Provides an interface to policy server(s) for the purpose of
requesting QoS-based service on behalf of a subscriber or a network management
system. It maps session requests to resource requests and creates policies.

« Policy server—Acts as a policy decision point and policy enforcement point and manages
relationships between application managers and cable modem termination system
(CMTS) devices.
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« CMTS device—Cable modem termination system. Performs admission control and

manages network resources through Data over Cable Service Interface Specifications
(DOCSIS) service flows.

« Client—Represents endpoints, such as PC applications, that can send or receive data.

« Record-keeping server—Receives event messages from other network elements, such
as the policy server or CMTS device, and acts as a short-term repository for the
messages. It can also assemble event messages into coherent sets or call detail records,
which are then made available to other back office systems, such as billing, fraud
detection, and other systems.

Figure 5: PCMM Architectural Framework

Application
manager
Record- Policy
keeping server
server

MSO-managed IP network

Cable Service cMTS
modem flow

In the PCMM architecture, a client requests a multimedia service from an application
manasger. The application manager relays the request to a policy server. The policy server
is then responsible for provisioning the policies on a CMTS device. Based on the request,
the policy server records an event that indicates the policy request. The request can
include network resource records, and the policy server can provide the records to a
record-keeping server, such as a RADIUS accounting server.

The policy server may also provide functions such as tracking resource usage and tracking
the authorization of resources on a per-subscriber, per-service, or aggregate basis.

DOCSIS Protocol

The DOCSIS protocol is the standard for providing quality of service for traffic between
the cable modem and CMTS devices. The CMTS device is the headend in the DOCSIS
architecture, and it controls the operations of many cable modems. Two channels carry
signals between CMTS devices and cable modems:

« Downstream channels—Carry signals from the CMTS headend to cable modems.

« Upstream channels—Carry signals from the cable modems to the CMTS headend.

The DOCSIS protocol defines the physical layer and the Media Access Control (MAC)
protocol layer that is used on these channels.

A cable modem usually uses one upstream channel and an associated downstream
channel. Upstream channels are shared, and the CMTS device uses the MAC protocol
to control the cable modem’s access to the upstream channel.

42
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Service Flows

The DOCSIS protocol uses the concept of service flows to support QoS on upstream and
downstream channels. A service flow is a unidirectional flow of packets that provides a
particular quality of service. Traffic is classified into a service flow, and each service flow
has its own set of QoS parameters. The SRC software is compliant with the following
upstream service flow scheduling types, as defined in the PacketCable Multimedia
Specification PKT-SP-MM-103-051221.

« Best effort—Used for standard Internet traffic such as Web browsing, e-mail, or instant
messaging.

« Non-real-time polling service (NRTPS)—Used for standard Internet traffic that requires
high throughput, and traffic that requires variable-sized data packets on a regular basis,
such as high-bandwidth File Transfer Protocol (FTP).

« Real-time polling service (RTPS)—Used for applications such as Moving Pictures
Experts Group (MPEG) video.

« Unsolicited grant service (UGS)—Used for real-time traffic that generates fixed-size
data packets on a periodic basis. Applications include VolP.

. Unsolicited grant service with activity detection (UGS-AD)—Used for applications such
as voice activity detection, also known as silence suppression.

Downstream service flows are defined through a similar set of QoS parameters that are
associated with the best-effort scheduling type on upstream service flows.

Client Types

The PCMM specification uses the concept of clients and defines a client as a logical entity
that can send or receive data. The SRC software supports type 1 and type 2 clients.

The PCMM specification defines two resource reservation models for each client type—a
single phase and a dual phase. The SRC software supports the single-phase model.

Client Type 1 Single Phase Resource Reservation Model

Type 1clients represent endpoints, such as PC applications or gaming consoles, that lack
specific QoS awareness or signaling capabilities. Type 1 clients communicate with an
application manager to request a service. They do not request QoS resources directly
from the multiple service operator (MSO) network.

Client type 1entities support the proxied-QoS with policy-push scenario of service delivery
defined in PacketCable Multimedia Architecture Framework Technical Report
(PKT-TR-MM-ARCH). In this scenario, the application manager requests QoS resources
on behalf of the client, and the policy server pushes the request to the CMTS device. The
CMTS device sets up and manages the DOCSIS service flow that the application requires,
and might also set up and manage the cable modems.

Figure 6 on page 44 shows the message flow in an application scenario for the client type
1single-phase resource reservation model.
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Figure 6: Client Type 1 Single-Phase Resource Reservation Model
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Client Type 2 Single Phase Resource Reservation Model

Type 2 clients represent endpoints that have QoS awareness or signaling capabilities.
Type 2 clients communicate with an application manager to request a service and to
obtain a token to present for requesting QoS resources directly from the MSO network.

Client type 2 entities support the client-requested QoS with policy-push scenario of
service delivery defined in PacketCable Multimedia Architecture Framework Technical
Report (PKT-TR-MM-ARCH). In this scenario, the application manager requests QoS
resources on behalf of the client, and the policy server pushes the request to the CMTS
device. The CMTS device sets up and manages the DOCSIS service flow that the
application requires. After the CMTS device sets up the policy, the client can request QoS
resources directly from the CMTS device as long as the request is authorized by the policy
server.

Figure 7 on page 45 shows the message flow in an application scenario for the client type
2 single-phase resource reservation model.
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Figure 7: Client Type 2 Single-Phase Resource Reservation Model
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SRC Software in the PCMM Environment

Figure 8 on page 45 shows the SRC software in the PCMM environment. The SAE is an
application manager that can manage a PCMM-compliant policy server and/or a CMTS
device on behalf of applications. The SAE has an embedded policy server that is not fully
PCMM-compliant, but it can manage CMTS devices without requiring an external policy
server. The Juniper Policy Server (JPS), a component of the SRC software that acts as a
policy server, is a PCMM-compliant policy server. For more information about using the
JPS, see “JPS Framework” on page 75.

Figure 8: SRC Software in the PCMM Environment
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Traffic Profiles

The SRC software supports three types of policies that you can use to define traffic
profiles between the CMTS device and the cable modem:
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« DOCSIS parameters—Specifies the traffic profile through DOCSIS-specific parameters.
You select the type of service flow that you want to offer, and then configure QoS
parameters for the service flow.

. Service class name—Specifies the name of a service class that is configured on the
CMTS device.

« FlowSpec—Defines the traffic profile through an Resource Reservation Protocol
(RSVP)-like parameterization scheme. FlowSpecs support both controlled-load and
guaranteed services.

You can also mark packets and then install policies that handle the marked packets in
a certain way. The mark action sets the ToS byte in the IP header of IPv4 traffic or the
traffic-class field in the IP header of IPv6 traffic.

For more information about traffic profiles, see Delivering QoS Services in a Cable
Environment.

End-to-End QoS Architecture

The previous sections show how the SRC software supports QoS in the cable operator’s
RF domain, which encompasses the connection from the cable modem to the CMTS
device. Using the SRC software along with Juniper Networks routers, you can link the RF
domain to the subscriber and service edge domains.

« |P subscriber edge domain—Includes the IP network from the CMTS device to the edge
router that typically connects to the cable operator’s regional access network. (See
“Extending QoS to the Subscriber Edge Domain” on page 47.)

« |P service edge domain—Typically includes the IP network that connects the data
center that houses service delivery applications to a backbone or directly to a cable
head-on facility. (See “Extending QoS to the Service Edge Domain” on page 47.)

By provisioning services across a network path, you can deliver a particular level of service
for specified types of traffic. Figure 9 on page 47 shows a typical high-level architecture
of a cable operator and how the SRC software and Juniper Networks routers can be
deployed to deliver end-to-end QoS services.

46
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Figure 9: End-to-End QoS Architecture in a Cable Network
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Extending QoS to the Subscriber Edge Domain

The subscriber edge domain includes subscriber edge routers that aggregate CMTS
devices. To support QoS in subscriber edge domains, QoS must be enabled across the
subscriber edge into the core or regional access network. When the SRC software receives
a service request, it performs service authorization, which can include admission control.
It then sends policies to the appropriate CMTS device and subscriber edge router interface.

In addition to the QoS services required in the RF domain, service policies in the subscriber
edge domain that must be available for provisioning at this point include:

« Policy routing to best-of-breed appliances and premium paths
. Rate limiting, traffic shaping, and marking

- Admission control (edge resources and core resources)

. Captive portal and Web redirect capabilities

« Filtering and routers running Junos OS—based firewall services

« Routers running Junos OS virtual private network (VPN) services

Extending QoS to the Service Edge Domain

The service edge domain includes service edge routers that aggregate applications. To
support QoS in service edge domains, the SRC software sends policies to a service edge
router that provides for enhanced service delivery to the service origination edge for
centralized or hosted services, such as multimedia or VoD.

In addition to the QoS services required in the RF domain, service policies in the service
edge domain that must be capable of being provisioned at this point include:
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« Policy routing to best-of-breed appliances and premium paths

. Rate limiting, traffic shaping (called hierarchical queuing in JunosE software), and
marking

« Filtering and routers running Junos OS—based firewall services

« Routers running Junos OS VPN services

Provisioning End-to-End Services

The following sections provide examples of how you can use the SRC software to provision
services for video applications. Although the examples show one SAE managing all the
network devices, separate SAEs could manage each device and provide the same service.

Example for Videoconferencing Services

You can configure services to mark traffic forwarded from specified systems, and then
apply an end-to-end service level for that traffic. Figure 10 on page 48 shows a scenario
in which videoconferencing is delivered in a PCMM environment.

Figure 10: Videoconferencing Example
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Client

To ensure a specified level of service from each client PC to the videoconference server
and then to each client PC participating in the videoconference, you could configure the
following types of services:

« Three services:

- A service that provides policies to mark packets with a specified type of service for
the videoconferencing software.

- A service that provides policies for the type of service specified for CMTS device.

- Aservice that provides policies for the type of service specified for the routers running
Junos or JunosE Software.

« Aninfrastructure service for each service.

« Anaggregate service that contains the three infrastructure services as fragment services.

48
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This configuration marks packets that the CMTS device receives from both client and
server, and applies forwarding policies on the CMTS device and on the routers running
JunosE or Junos OS for packets sent to and received from the videoconferencing server.

Example for Video-on-Demand Services

You can configure services to provide server-to-client service for traffic sent from a
video-on-demand server to client PCs. Figure 11 on page 49 shows a scenario in which
video on demand is delivered in a PCMM environment.

Figure 11: Video-on-Demand Example
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To ensure a specified level of service from the video-on-demand server to the client PC,
you could configure the following types of services:

« Services that provide bandwidth-on-demand (BoD) policies for traffic that is being
forwarded from the video-on-demand server through:

- Routers running Junos OS

- CMTS devices

. Ascript service that sets up the Multiprotocol Label Switching (MPLS) path and delivers
the specified service level for traffic that is being forwarded from the video-on-demand
server through the MPLS domain.

« Aninfrastructure service for each value-added and script service.

« Anaggregate service that contains all the infrastructure services as fragment services.

This configuration applies BoD policies to routers running JunosE or Junos OS, the MPLS
domain, and the CMTS device, and sets up the MPLS path from router running Junos OS
(2) to router running Junos OS (7).

Related . For moreinformation about each scheduling type, see Delivering QoS Servicesin a
Documentation Cable Environment

. For more information about PCMM, consult the following specifications provided by
CablelLabs:

. PacketCable Multimedia Architecture Framework Technical Report
(PKT-TR-MM-ARCH)
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. PacketCable Multimedia Specification PKT-SP-MM-103-051221
. PacketCable Security Specifications (PKT-SP-SEC)

« Using the SAE in a PCMM Environment on page 50
« Using the NIC Resolver in PCMM Environments on page 73

« Example: Providing Premium Services

Using the SAE in a PCMM Environment

The SAE uses the Common Open Policy Service (COPS) protocol as specified in the
PacketCable Multimedia Specification PKT-SP-MM-103-051221 to manage
PCMM-compliant CMTS devices in a cable network environment. The SAE connects to
the CMTS device by using a COPS over Transmission Control Protocol (TCP) connection.
In cable environments, the SAE manages the connection to the CMTS device.

The CMTS device does not provide address requests or notify the SAE of new subscribers,
subscriber IP addresses, or any other attributes. IP address detection and all other
subscriber attributes are collected outside of the COPS connection to the CMTS device.
The SAE uses COPS only to push policies to the CMTS device and to learn about the
CMTS status and usage data.

Because the CMTS device does not have the concept of interfaces, the SRC software
uses pseudointerfaces to model CMTS subscriber connections similar to subscriber
connections for routers running Junos OS.

This section describes how the SAE is used in cable networks. It includes the following
topics:

« Logging In Subscribers and Creating Sessions on page 50
« SAE Communities on page 53

« Storing Session Data on page 54

Logging In Subscribers and Creating Sessions

You can use two mechanisms to obtain subscriber address requests and other information
and to set up a pseudointerface on the CMTS device. (You must choose one mechanism;
you cannot mix them.):

1. Assigned IP subscriber. The SAE learns about a subscriber through subscriber-initiated
activities, such as activating a service through the portal or through the Advanced
Services Gateway (ASG).

With this method, you use the assigned IP subscriber login type along with the network
interface collector (NIC) to map IP addresses to the SAE.

2. Event notification from an IP address manager. The SAE learns about subscribers
through notifications from an external IP address manager, such as a DHCP server or
a RADIUS server.

50
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With this method, you use the event notification application programming interface
(API). The API provides an interface to the IP address manager, and lets the IP address
manager notify the SAE of events such as IP address assignments.

Assigned IP Subscribers

With the assigned IP subscriber method of logging in subscribers and creating sessions,
the SRC software uses |P address pools along with NIC resolvers to provide mapping of
|P addresses to SAEs. You configure the static address pools or dynamically discovered
address pools in the virtual router configuration for a CMTS device. These pools are
published in the NIC. The NIC maps subscriber IP addresses in requests received through
the portal or Advanced Services Gateway to the SAE that currently manages that CMTS
device.

Login Interactions with Assigned IP Subscribers

This section describes login interactions for assigned IP subscribers. In the example shown
in Figure 12 on page 51, the subscriber activates a service through a portal. You could also
have the subscriber activate a service through the Advanced Services Gateway.

Figure 12: Login Interactions with Assigned IP Subscribers
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The sequence of events for logging in and creating sessions for assigned IP subscribers
is:

015690

1. The subscriber logs in to the portal.
2. The portal sends the subscriber’s IP address to the NIC.

3. Based on the IP address, the NIC looks up the subscriber’s SAE, CMTS device, and
interface name, and returns this information to the portal.

4. The portal sends a getSubscriber message to the SAE. The message includes the
subscriber’s IP address, CMTS device, and interface name.

5. The SAE creates an assigned IP subscriber and performs a subscriber login. Specifically,
it:

a. Runstheinterface classification script and creates a pseudointerface for the PCMM
device driver.

« If it finds a default policy, it pushes the policy to the CMTS device.
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« If it does not find a default policy, it continues with the next steps.

b. Runs the subscriber classification script with the IP address of the subscriber. (Use
the ASSIGNEDIP login type in subscriber classification scripts.)

c. Loads the subscriber profile.

d. Runs the subscriber authorization plug-ins.

e. Runs the subscriber tracking plug-ins.

f. Creates a subscriber session and stores the session data in the session store file.
6. The SAE pushes service policies for the subscriber session to the CMTS device.

Because the SAE is not notified when the subscriber logs out, the assigned IP idle timer
begins when no service is active. The SAE removes the interface subscriber session when
the timeout period ends.

Event Notification from an IP Address Manager

With the event notification method of logging in subscribers and creating subscriber
sessions, the subscriber logs in to the CMTS device and obtains an IP address through
an address server, usually a DHCP server. The SAE receives notifications about the
subscriber, such as the subscriber’s IP address, from an event notification application
that is installed on the DHCP server.

To use this method of logging in subscribers, you can use the event notification API to
create the application that notifies the SAE when events occur between the DHCP server
and the CMTS device. You can also use Monitoring Agent, an application that was created
with the event notification API, and that monitors DHCP or RADIUS messages for DHCP
or RADIUS servers. See SRC PE Sample Applications Guide.

Login with Event Notification

This section describes login interactions using event notifications.

Figure 13: Login Interactions with Event Notification Application
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The sequence of events for logging in subscribers and creating sessions is:
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SAE Communities

The DHCP client in the subscriber’s computer sends a DHCP discover request to the
DHCP server.

. The DHCP server sends a DHCP offer to the subscriber’'s DHCP client.
. The DHCP client sends a DHCP request to the DHCP server.

. The DHCP server acknowledges the request by sending a DHCP Ack message to the

DHCP client.

. The event notification application that is running on the DHCP server intercepts the

DHCP Ack message.

. The event notification application sends an ipUp message to the SAE that notifies

the SAE that an IP address is up.
The SAE performs a subscriber login. Specifically, it:

a. Runstheinterface classification script and creates a pseudointerface for the PCMM
device driver.

« If it finds a default policy, it pushes the policy to the CMTS device.

« If it does not find a default policy, it continues with the next steps.
b. Runs the subscriber classification script.
c. Loads the subscriber profile.
d. Runs the subscriber authorization plug-ins.
e. Runs the subscriber tracking plug-ins.

f. Creates a subscriber session and stores the session in the session store file.

8. The SAE provisions policies for the subscriber session on the CMTS device.

The ipUp event should be sent with a timeout set to the DHCP lease time. The DHCP
server sends an ipUp event for each Ack sent to the client. The SAE restarts the timeout
each time it receives an ipUp event.

If the client explicitly releases the DHCP address (that is, it sends a DHCP release event),
the DHCP server sends an ipDown event. If the client does not renew the address, the
lease expires on the DHCP server and the timeout expires on the SAE.

For SAE redundancy in a cable network, you can have a community of two or more SAEs.
SAEs in a community are given the role of either active SAE or passive SAE. The active
SAE manages the connection to the CMTS device and keeps session data up to date
within the community. Figure 14 on page 54 shows a typical SAE community.
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Figure 14: SAE Community
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When an SAE opens a connection to the CMTS device, it negotiates with other SAEs to
determine which SAE controls the CMTS device. The SAE community manager and
members of the community select the active SAE.

A passive SAE needs to take over as active SAE in any of the following cases:

« Theactive SAE shuts down or the connection between the CMTS device and the active
SAE goes down. In this case, the active SAE notifies the passive SAEs, and one of the
passive SAEs takes over as active SAE.

. A passive SAE does not receive a keepalive message from the active SAE within the
keepalive interval. In this case, the passive SAE attempts to become the active SAE.

Storing Session Data

To aid in recovering from an SAE failover, the SAE stores subscriber and service session
data. When the SAE manages a CMTS device, session data is stored locally in the SAE
host’s file system. The SRC component that controls the storage of session data on the
SAE is called the session store. The session store queues data and then writes the data
to session store files on the SAE host’s disk. Once the data is written to disk, it can survive
a server reboot.

For more information, see Fault Recovery.

PCMM Record-Keeping Server Plug-In

To allow the SAE’s embedded policy server to communicate with a record-keeping server
(RKS) ina PCMM environment, you need to use the PCMM record-keeping server plug-in.
This plug-in is similar to the RADIUS accounting plug-ins, but it works with any RKS that
is compliant with the PCMM specification. The RKS plug-in supports additional attributes:
Application-Manager-ID, Request-Type, and Update-Reason. The plug-in sends all
requests to the RKS as Acct-Status-Type=Interim-Update.

Related . Overview of a PCMM Environment on page 41
D tati
ocumentation « Using the NIC Resolver in PCMM Environments on page 73
« Configuring the SAE to Manage PCMM Devices (SRC CLI) on page 58

. Initially Configuring the SAE
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. Storing Subscriber and Service Session Data
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CHAPTER 6

Configuring the SAE for a PCMM
Environment (SRC CLI)

Configuring the SAE for a Cable Network Environment (SRC CLI) on page 57
Configuring the SAE to Manage PCMM Devices (SRC CLI) on page 58

Setting Up SAE Communities (SRC CLI) on page 61

Configuring the SAE Community Manager on page 61

Configuring SAE Properties for the Event Notification API (SRC CLI) on page 62
Configuring Record-Keeping Server Peers for Plug-Ins (SRC CLI) on page 63
Configuring PCMM Record-Keeping Server Plug-Ins (SRC CLI) on page 64
Configuring CMTS-Specific RKS Plug-Ins (SRC CLI) on page 66

Configuring the SAE for a Cable Network Environment (SRC CLI)

The tasks to configure the SAE for a cable network environment are:

1.

Configure the SAE to manage PCMM devices.

“Configuring the SAE to Manage PCMM Devices (SRC CLI)” on page 58.
Configure the session store.

See Configuring the Session Store Feature (SRC CLI).

Set up SAE communities.

See “Setting Up SAE Communities (SRC CLI)” on page 61.

(Optional) Configure SAE properties for the event notification API.

See “Configuring SAE Properties for the Event Notification APl (SRC CLI)” on page 62

(if you are using an external address manager).

(Optional) Configure record-keeping server peers for plug-ins.

See “Configuring Record-Keeping Server Peers for Plug-Ins (SRC CLI)” on page 63 (if

you are using the RKS plug-in).

(Optional) Configure PCMM record-keeping server plug-ins.

Copyright © 2011, Juniper Networks, Inc.

57



SRC PE 4.2.x Solutions Guide

See “Configuring PCMM Record-Keeping Server Plug-Ins (SRC CLI)” on page 64 (if

you are using the SAE’s embedded policy server).

7. (Optional) Configure CMTS-specific RKS plug-ins.

See “Configuring CMTS-Specific RKS Plug-Ins (SRC CLI)” on page 66.

In addition to configuring the SAE, you need to:

1.

Related .
Documentation

Configure the CMTS device in the directory (if you are using the SAE’'s embedded
policy server).

See “Adding Objects for CMTS Devices (SRC CLI)” on page 69.
Configure the NIC (if you are using assigned IP subscribers).
See “Using the NIC Resolver” on page 102.

Enable the Common Open Policy Service (COPS) interface on the CMTS device. See
the documentation for your CMTS device for information about how to do this.

Overview of a PCMM Environment on page 41

Configuring the SAE for a Cable Network Environment (C-Web Interface)

Configuring the SAE to Manage PCMM Devices (C-Web Interface)

Configuring an SAE Group

Configuring the SAE to Manage PCMM Devices (SRC CLI)

The SAE connects to the PCMM device by using a COPS over TCP connection. The PCMM
device driver controls this connection.

Use the following configuration statements to configure the SAE to manage CMTS
devices:

}

shared sae configuration driver pcmm {

keepalive-interval keepalive-interval ;
tcp-connection-timeout tcp-connection-timeout ;
application-manager-id application-manager-id ;
message-timeout message-timeout ;
cops-message-maximum-length cops-message-maximum-length ;
cops-message-read-buffer-size cops-message-read-buffer-size ;
cops-message-write-buffer-size cops-message-write-buffer-size ;
sae-community-manager sae-community-manager ;
disable-full-sync disable-full-sync;
disable-pcmm-iO3-policy disable-pcmm-i03-policy ;
session-recovery-retry-interval session-recovery-retry-interval ;
element-id element-id;
default-rks-plug-in default-rks-plug-in ;

To configure the SAE to manage CMTS devices:

58
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1. From configuration mode, access the configuration statement that configures the
PCMM driver. In this sample procedure, the PCMM device driver is configured in the
west-region group.

user@host# edit shared sae group west-region configuration driver pcmm

2. Configure the interval between keepalive messages sent from the COPS client (the
PCMM device) to the COPS server (the SAE).

[edit shared sae group west-region configuration driver pcmm]
user@host# set keepalive-interval keepalive-interval

3. Configure the timeout for opening a TCP connection to the PCMM device.

[edit shared sae group west-region configuration driver pcmm]
user@host# set tcp-connection-timeout tcp-connection-timeout

4. When this SAE is configured as the application manager, configure the identifier of
the application manager.

[edit shared sae group west-region configuration driver pcmm]
user@host# set application-manager-id application-manager-id

5. Configure the time that the COPS server (the SAE) waits for a response to COPS
requests from the COPS client (the PCMM device). Change this value only if a high
number of COPS timeout events appear in the error log.

[edit shared sae group west-region configuration driver pcmm]
user@host# set message-timeout message-timeout

6. Configure the maximum length of a COPS message.

[edit shared sae group west-region configuration driver pcmm]
user@host# set cops-message-maximum-length cops-message-maximum-length

7. Configure the buffer size for receiving COPS messages from the COPS client.

[edit shared sae group west-region configuration driver pcmm]
user@host# set cops-message-read-buffer-size cops-message-read-buffer-size

8. Configure the buffer size for sending COPS messages to the COPS client.

[edit shared sae group west-region configuration driver pcmm]
user@host# set cops-message-write-buffer-size cops-message-write-buffer-size

9. Configure the name of the community manager that manages PCMM driver
communities. Active SAEs are selected from this community.

[edit shared sae group west-region configuration driver pcmm]
user@host# set sae-community-manager sae-community-manager

10. Enable or disable state synchronization with PCMM policy servers.

[edit shared sae group west-region configuration driver pcmm]
user@host# set disable-full-sync disable-full-sync
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Related .
Documentation

. Enable or disable the SAE to send classifiers to the router that comply with PCMM

|03. Disable this option if your network deployment has CMTS devices that do not
support PCMM IO3.

[edit shared sae group west-region configuration driver pcmm]
user@host# set disable-pcmm-i03-policy disable-pcmm-i03-policy

. Configure the time between attempts by the SAE to restore service sessions that are

being recovered in the background when state synchronization completes with a
state-data-incomplete error.

[edit shared sae group west-region configuration driver pcmm]
user@host# set session-recovery-retry-interval session-recovery-retry-interval

. (Optional) Configure the unique identifier that the SAE uses to identify itself when it

originates in record-keeping server (RKS) events.

[edit shared sae group west-region configuration driver pcmm]
user@host# set element-id element-id

. (Optional) Specify the name of the default RKS plug-in to which the SAE sends events

for CMTS devices.

[edit shared sae group west-region configuration driver pcmm]
user@host# set default-rks-plug-in default-rks-plug-in

. (Optional) Verify your PCMM driver configuration.

[edit shared sae group west-region configuration driver pcmm]
user@host# show

keepalive-interval 45;
tcp-connection-timeout 5;
application-manager-id 1;

message-timeout 120000;
cops-message-maximum-length 204800;
cops-message-read-buffer-size 3000;
cops-message-write-buffer-size 3000;
sae-community-manager PcmmCommunityManager;
disable-full-sync true;
disable-pcmm-i03-policy true;
session-recovery-retry-interval 3600000;
element-id 1;

default-rks-plug-in rksTracking;

Using the SAE in a PCMM Environment on page 50

Connections to Managed Devices

Configuring the SAE to Manage PCMM Devices (C-Web Interface)
Configuring CMTS-Specific RKS Plug-Ins (SRC CLI) on page 66

Initially Configuring the SAE

60
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Setting Up SAE Communities (SRC CLI)

You can configure the following for SAE communities:

« Define the members of an SAE community by adding the IP addresses of SAEs in the
community to the virtual router object of the network device in the directory.

See “Creating Virtual Routers for the CMTS Device (SRC CLI)” on page 70.
« Configure parameters for the SAE community manager.
See “Configuring the SAE Community Manager” on page 61.

« Specify the name of the community manager with the set sae-community-manager
option in the PCMM driver configuration.

See “Configuring the SAE to Manage PCMM Devices (SRC CLI)” on page 58.

« Ifthereisafirewallin the network, configure the firewall to allow SAE messages through.

Related . Using the SAE ina PCMM Environment on page 50
D mentation
ocumentation " setting Up SAE Communities (C-Web Interface)
. Initially Configuring the SAE

« Configuring SAE Properties for the Event Notification API (SRC CLI) on page 62

Configuring the SAE Community Manager

Use the following configuration statements to configure the SAE community manager
that manages PCMM device communities:

shared sae configuration external-interface-features name CommunityManager {
keepalive-interval keepalive-interval ;
threads threads ;
acquire-timeout acquire-timeout ;
blackout-time blackout-time ;

}

To configure the community manager:

1. From configuration mode, access the configuration statements for the community
manager. In this sample procedure, west_region is the name of the SAE group, and
sae_magr is the name of the community manager.

user@host# edit shared sae group west-region configuration
external-interface-features sae_mgr CommunityManager

2. Specify the interval between keepalive messages sent from the active SAE to the
passive members of the community.

[edit shared sae group west-region configuration external-interface-features sae_mgr
CommunityManager]
user@host# set keepalive-interval keepalive-interval
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Related
Documentation

Specify the number of threads that are allocated to manage the community. You
generally do not need to change this value.

[edit shared sae group west-region configuration external-interface-features sae_mgr
CommunityManager]
user@host# set threads threads

Specify the amount of time an SAE waits for a remote member of the community
when it is acquiring a distributed lock. You generally do not need to change this value.

[edit shared sae group west-region configuration external-interface-features sae_mgr
CommunityManager]
user@host# set acquire-timeout acquire-timeout

Specify the amount of time that an active SAE must wait after it shuts down before
it can try to become the active SAE of the community again.

[edit shared sae group west-region configuration external-interface-features sae_mgr
CommunityManager]
user@host# set blackout-time blackout-time

(Optional) Verify the configuration of the SAE community manager.

[edit shared sae group west-region configuration
external-interface-features sae_mgr CommunityManager]
user@host# show
CommunityManager {

keepalive-interval 30;

threads 5;

acquire-timeout 15;

blackout-time 30;

Using the SAE in a PCMM Environment on page 50
Configuring the SAE Community Manager (C-Web Interface)
Setting Up SAE Communities (SRC CLI) on page 61

Initially Configuring the SAE

Configuring SAE Properties for the Event Notification APl (SRC CLI)

Use the following configuration statements to configure properties for the Event
Notification API:

shared sae configuration external-interface-features name EventAPI {
retry-time retry-time ;
retry-limit retry-limit ;
threads threads ;
1

To configure properties for the Event Notification API:

62
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1. From configuration mode, access the configuration statements for the Event
Notification API. In this sample procedure, west-region is the name of the SAE group,
and event_apiis the name of the Event API configuration.

user@host# edit shared sae group west-region configuration
external-interface-features event_api EventAPI

2. Specify the amount of time between attempts to send events that could not be
delivered.

[edit shared sae group west-region configuration external-interface-features event_api
EventAPI]
user@host# set retry-time retry-time

3. Specify the number of times an event fails to be delivered before the event is discarded.

[edit shared sae group west-region configuration external-interface-features event_api
EventAPI]
user@host# set retry-limit retry-limit

4. Specify the number of threads allocated to process events.

[edit shared sae group west-region configuration external-interface-features event_api
EventAPI]
user@host# set threads threads

5. (Optional) Verify the configuration of the Event Notification API properties.

[edit shared sae group west-region configuration
external-interface-features event_api EventAPI]
user@host# show
EventAPl {

retry-time 300;

retry-limit 5;

threads 5;
}

Related . Usingthe SAE in a PCMM Environment on page 50

Documentation Configuring SAE Properties for the Event Notification API (C-Web Interface)

Initially Configuring the SAE

Configuring the SAE to Manage PCMM Devices (SRC CLI) on page 58

Configuring Record-Keeping Server Peers for Plug-Ins (SRC CLI)

An RKS peer is an instance of an RKS. A PCMM environment has a primary RKS and
optionally a secondary RKS. The primary RKS is mandatory, and you assign the RKS as
primary by configuring it as the default peer in the RKS plug-in. The secondary RKS is
optional, and it is an RKS peer that is not configured as the default peer. If you define
multiple nondefault peers, one of them is randomly chosen to be the secondary RKS.
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RKS peers are configured in the peer group for each PCMM RKS plug-in instance. To
create an RKS peer group:

Use the following configuration statements to configure an RKS peer group.

shared sae configuration plug-ins name name pcmme-rks peer-group name {
server-address server-address ;
server-port server-port ;

1
To configure an RKS peer group:
1. From configuration mode, access the configuration statements for RKS plug-ins. In

this sample procedure, west-region is the name of the SAE group, and rksPlugin is the
name of the plug-in and rksPeer is the name of the peer group.

user@host# edit shared sae group west-region configuration plug-ins name rksPlugin
pcmme-rks peer-group rksPeer

2. Specify the IP address of the RKS server to which the SAE sends accounting data.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks
peer-group rksPeer]
user@host# set server-address server-address

3. Specify the port used for sending accounting packets.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks
peer-group rksPeer]
user@host# set server-port server-port

4. (Optional) Verify your configuration.

[edit shared sae group west-region configuration plug-ins name rksPlugin
pcmm-rks peer-group rksPeer]

user@host# show

server-address 10.10.3.60;

server-port 1812;

Related . Using the SAE in a PCMM Environment on page 50
Documentation . Configuring Record-Keeping Server Peers for Plug-Ins (C-Web Interface)
« Configuring PCMM Record-Keeping Server Plug-Ins (SRC CLI) on page 64
« Configuring CMTS-Specific RKS Plug-Ins (SRC CLI) on page 66

. Initially Configuring the SAE

Configuring PCMM Record-Keeping Server Plug-Ins (SRC CLI)

Use the following configuration statements to configure an RKS plug-in.

shared sae configuration plug-ins name name pcmm-rks {
load-balancing-mode (failover | roundRobin);
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failback-timer failback-timer;
retry-interval retry-interval ;
maximum-queue-length maximum-queue-length ;
bind-address bind-address ;
udp-port udp-port ;
feid-mso-data feid-mso-data ;
feid-mso-domain-name feid-mso-domain-name ;
trusted-element;
default-peer default-peer;

}

To configure an RKS plug-in:
1. From configuration mode, access the configuration statements for RKS plug-ins. In

this sample procedure, west-region is the name of the SAE group, and rksPlugin is the
name of the plug-in.

user@host# edit shared sae group west-region configuration plug-ins name rksPlugin
pcmm-rks

N

Specify the mode for load-balancing RKSs.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set load-balancing-mode (failover | roundRobin)

w

Specify if and when the SAE attempts to fail back to the default peer.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set failback-timer failback-timer

4. Specify the time the SAE waits for a response from an RKS before it resends the
packet.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set retry-interval retry-interval

u

Specify the maximum number of unacknowledged messages that the plug-inreceives
from the RKS before it discards new messages.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set maximum-queue-length maximum-queuve-length

6. (Optional) Specify the source IP address that the plug-in uses to communicate with
the RKS.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set bind-address bind-address

~

(Optional) Specify the source UDP port or a pool of ports that the plug-in uses to
communicate with the RKS.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set udp-port vdp-port
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8. (Optional) Specify the multiple service operator (MSO)—defined data in the financial
entity ID (FEID) attribute, which is included in event messages.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set feid-mso-data feid-mso-data

9. (Optional) Specify the MSO domain name in the FEID attribute that uniquely identifies
the MSO for billing and settlement purposes.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set feid-mso-domain-name feid-mso-domain-name

10. (Optional) When the SAE is running as a policy server—which means that the SAE
sends event messages directly to the RKS—enable the SAE as a trusted network
element.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set trusted-element

1. Specify the name of the primary RKS peer to which the SAE sends accounting packets.
See “Configuring Record-Keeping Server Peers for Plug-Ins (SRC CLI)” on page 63.

[edit shared sae group west-region configuration plug-ins name rksPlugin pcmm-rks]
user@host# set default-peer default-peer

12. (Optional) Verify your RKS plug-in configuration.

[edit shared sae group west-region configuration plug-ins name rksPlugin
pcmm-rks]

user@host> show

load-balancing-mode failover;

failback-timer -1;

retry-interval 3000;

maximum-queue-length 10000;

feid-mso-domain-name abcd.com;

trusted-element;

default-peer radius01;

13. (Optional) Specify an RKS plug-in for specific CMTS devices.
See “Configuring CMTS-Specific RKS Plug-Ins (SRC CLI)” on page 66.

Related . Using the SAE in a PCMM Environment on page 50
Documentation « Overview of a PCMM Environment on page 41
. Configuring PCMM Record-Keeping Server Plug-Ins (C-Web Interface)

. Initially Configuring the SAE

Configuring CMTS-Specific RKS Plug-Ins (SRC CLI)

You can configure an RKS plug-in for specific CMTS devices. When there are events for
the CMTS device, the SAE sends the events to the specified plug-in.
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Use the following configuration statement to assign a CMTS-specific RKS plug-in.

shared sae configuration driver pcmmm cmts-specific-rks-plug-ins name {

rks-plug-in rks-plug-in;

}

To configure a CMTS-specific RKS plug-in:

1.

Related .
Documentation

From configuration mode, access the configuration statements for RKS plug-ins. In
this sample procedure, west-region is the name of the SAE group, and cmtsPlugin is
the name of the plug-in assignment.

user@host# edit shared sae group west-region configuration driver pcmm
cmts-specific-rks-plug-ins cmtsPlugin
Specify the name of the CMTS-specific RKS plug-in.

[edit shared sae group west-region configuration driver pcmmm cmts-specific-rks-plug-ins
cmtsPlugin]
user@host# set rks-plug-in rks-plug-in

(Optional) Verify your configuration.

[edit shared sae group west-region configuration driver pcmm
cmts-specific-rks-plug-ins cmtsPlugin]

user@host# show

rks-plug-in rksPlugin;

Configuring CMTS-Specific RKS Plug-Ins (C-Web Interface)

Configuring Record-Keeping Server Peers for Plug-Ins (SRC CLI) on page 63
Configuring PCMM Record-Keeping Server Plug-Ins (SRC CLI) on page 64
Adding Objects for CMTS Devices (SRC CLI) on page 69

Initially Configuring the SAE
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Adding Objects for CMTS Devices (SRC
CLI)

« Adding Objects for CMTS Devices (SRC CLI) on page 69
« Creating Virtual Routers for the CMTS Device (SRC CLI) on page 70

Adding Objects for CMTS Devices (SRC CLI)

To manage CMTS devices, the SAE creates and manages pseudointerfaces that it
associates with a virtual router object. Each CMTS device in the SRC network must appear
in the configuration as a router object, and it must be associated with a virtual router
object called default. The router and virtual router are not actually configured on the
CMTS device; the router and virtual router provide a way for the SAE to manage the CMTS
device by using the SAE’s embedded policy server.

Use the following configuration statements to add a router object:

shared network device name {
description description ;
management-address management-address ;
device-type (junose | junos | pcmm | proxy);
gos-profile [ gos-profile ...];
1

To add a router:

1. From configuration mode, access the configuration statements that configure network
devices. You must specify the name of a device with lowercase characters. In this
sample procedure, pcmm_dtr is the name of the object.

user@host# edit shared network device pcrnm_dtr

2. (Optional) Add a description for the CMTS device.
[edit shared network device pcmm_dtr]
user@host# set description description

3. Add the IP address of the CMTS device.

[edit shared network device pcmm_dtr]
user@host# set management-address management-address
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4. (Optional) Specify the type of device that you are adding.

[edit shared network device pcmm_dtr]
user@host# set device-type pcmm

5. (Optional) Verify your configuration.

[edit shared network device pcmm_dtr]
user@host# show
description "CMTS device";
management-address 192.168.3.5;
device-type pcmm;
interface-classifier {

rule rule-0 {

script #;

3

¥

Related . Connectionsto Managed Devices
Documentation - o ring CMTS-Specific RKS Plug-Ins (SRC CLI) on page 66

« Creating Virtual Routers for the CMTS Device (SRC CLI) on page 70

Creating Virtual Routers for the CMTS Device (SRC CLI)

You need to add a virtual router object called default to the CMTS device.
Use the following configuration statements to add a virtual router:

shared network device name virtual-router name {
sae-connection [ sae-connection ...];

snmp-read-community snmp-read-community ;
snmp-write-community snmp-write-community ;
scope [ scope ...];
local-address-pools local-address-pools ;
static-address-pools static-address-pools ;
tracking-plug-in [ tracking-plug-in ...];

1

To add a virtual router:
1. From configuration mode, access the configuration statements for virtual routers.
You must specify the name of a device with lowercase characters. In this sample

procedure, pcmm_dtr is the name of the router and default is the name of the virtual
router.

user@host# edit shared network device pcrnm_dtr virtual-router default

2. Specify the addresses of SAEs that can manage this router. This step is required for
the SAE to work with the router.

[edit shared network device pcmm_dtr virtual-router default]
user@host# set sae-connection [ sae-connection ...]
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To specify the active SAE and the redundant SAE, enter an exclamation point (!) after
the hostname or IP address of the connected SAE. For example:

[edit shared network device pcmmm_dtr virtual-router default]
user@host# set sae-connection [sael! sae2!]

3. (Optional) Specify an SNMP community name for SNMP read-only operations for
this VR.

[edit shared network device pcmm_dtr virtual-router default]
user@host# set snmp-read-community snmp-read-community

4. (Optional) Specify an SNMP community name for SNMP write operations for this
virtual router.

[edit shared network device pcmm_dtr virtual-router default]
user@host# set snmp-write-community snmp-write-community

5. (Optional) Specify service scopes assigned to this virtual router.
See Configuring Service Scopes (SRC CLI).

[edit shared network device pcmmm_dtr virtual-router default]
user@host# set scope [ scope ...]

6. (Optional) Specify the list of IP address pools that a CMTS virtual router currently
manages and stores.

If you are using assigned IP subscribers along with the network information collector
(NIC), you need to configure either a local or static address pool so that the NIC can
resolve the IP-to-SAE mapping.

[edit shared network device pcmm_dtr virtual-router default]
user@host# set local-address-pools local-address-pools

7. (Optional) Specify the list of IP address pools that a CMTS VR manages but does not
store.

If you are using assigned IP subscribers along with the NIC, you need to configure either
a local or static address pool so that the NIC can resolve the IP-to-SAE mapping.

[edit shared network device pcmm_dtr virtual-router default]
user@host# set static-address-pools static-address-pools

8. (Optional) Specify the plug-ins that track interfaces that the SAE manages on this
virtual router.

[edit shared network device pcmm_dtr virtual-router default]
user@host# tracking-plug-in [ tracking-plug-in ...]

9. (Optional) Verify your configuration.

[edit shared network device pcmm_dtr virtual-router default]
user@host# show

sae-connection [ 10.14.39.2 10.10.5.30 ];
snmp-read-community ****x***
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snmp-write-community ********-

scope POP-Westford;

local-address-pools "10.25.8.0 10.25.20.255";
tracking-plug-in rksPlugin;

Related . Adding Objects for CMTS Devices (SRC CLI) on page 69

D tati
ocumentation - onfiguring CMTS-Specific RKS Plug-Ins (SRC CLI) on page 66

. Associating Security Names with a Community (SRC CLI)
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Using the NIC Resolver in a PCMM
Environment

« Using the NIC Resolver in PCMM Environments on page 73

Using the NIC Resolver in PCMM Environments

Related
Documentation

If you are using the NIC to map the subscriber IP address to the SAE, you need to configure
a NIC host. The NIC system uses IP address pools to map |IP addresses to SAEs. You
configure the local address pools in the application manager configuration for a policy
server group. These pools are published in the NIC. The NIC maps subscriber IP addresses
inrequests received through the portal or Advanced Services Gateway to the policy server
group that currently manages that CMTS device.

The OnePopPcmm sample configuration data supports this scenario fora PCMM
environment in which you use the assigned IP subscriber method to log in subscribers
and in which you use the NIC to determine the subscriber’'s SAE. The OnePopPcmm
configuration supports one point of presence (POP). NIC replication can be used to
provide high availability. The realm for this configuration accommodates the situation
in which IP pools are configured locally on each application manager group object.

The resolution process takes a subscriber’s IP address as the key and returns a reference
to the SAE managing this subscriber as the value.

The following agents collect information for resolvers in this realm:

. Directory agent PoolVr collects and publishes information about the mappings of IP
pools to the policy server group.

. Directory agent VrSaeld collects and publishes information about the mappings of
policy server groups to SAEs.

« Overview of a PCMM Environment on page 41

« Using the SAE in a PCMM Environment on page 50

. Specifying Application Manager Identifiers for Policy Servers (C-Web Interface)
. Configuring the NIC (SRC CLI)

« OnePopPcmm Scenario
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Using PCMM Policy Servers

« Overview of the JPS on page 75
« JPS Framework on page 75

« JPS Interfaces on page 76

Overview of the JPS

Related
Documentation

JPS Framework

Ina PCMM environment, the policy server acts as a policy decision point (PDP) and policy
enforcement point (PEP) that manages the relationships between application managers
and cable management termination system (CMTS) devices.

The JPS is a PCMM-compliant policy server. The JPS must be deployed in an SRC
environment that satisfies these conditions:

. Organizes PCMM devices into groups (for example, one or more per POP). For
redundancy, a community of two or more JPSs will manage each group of PCMM
devices.

« Achieves successful state synchronization by requiring an application manager (for
example, a pair of redundant SAEs) to talk to one JPS instance at a time.

« Uses IPSec connections for the network interfaces.

« JPS Framework on page 75

« JPS Interfaces on page 76

. Starting the JPS (SRC CLI) on page 103

« Configuring the JPS (SRC CLI) on page 81

« Monitoring the JPS on page 105

Figure 15 on page 76 depicts the PCMM architectural framework. The JPS communicates
with application managers, CMTS devices, and record-keeping servers.
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Figure 15: PCMM Architectural Framework
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The interactions between the various PCMM components are centered on the policy
server. In the PCMM architecture, these basic interactions occur:

1.

2.

Related .
Documentation

JPS Interfaces

A client requests a multimedia service from an application manager.

Depending on the client type and its QoS signaling capabilities, the application manager
relays the request to a policy server.

The policy server relays the request to the CMTS device and is responsible for
provisioning the policies on a CMTS device.

Depending on the request, the policy server records an event for the policy request
and provides that information to the record-keeping server (RKS).

The CMTS device performs admission control and manages network resources through
Data over Cable Service Interface Specifications (DOCSIS) service flows based on
the provisioned policies.

The RKS receives event messages from other network elements, such as the policy
server or CMTS device, and acts as a short-term repository for the messages.

Overview of the JPS on page 75
JPS Interfaces on page 76
Policy Information Model

Configuring the JPS (SRC CLI) on page 81

The JPS has interfaces, implemented as plug-ins, to communicate with:

Application managers, such as the SAE
Record-keeping servers

CMTS devices

The JPS is relatively stateless, but the individual plug-ins can be stateful.

76
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The JPS uses the Common Open Policy Service (COPS) protocol as specified in the
PacketCable Multimedia Specification PKT-SP-MM-103-051221 for its interface
connections. The JPS communicates with the CMTS device and the application manager
by using a COPS over Transmission Control Protocol (TCP) connection.

Application Manager to Policy Server Interface

To allow the JPS to communicate with the application manager, this interface accepts
and manages COPS over TCP connections from application managers, such as the SAE.

Policy Server to RKS Interface

To allow the JPS to communicate with a set of redundant record-keeping servers, this
interface sends a policy event message to the RKS when receiving a PCMM-COPS gate
control (request, delete, update) message. This interface also sends time change events
to the RKS.

Policy Server to CMTS Interface

To allow the JPS to communicate with policy enforcement points (PCMM devices), this
interface initiates and manages COPS over TCP connections with CMTS devices.

Related . Overview of the JPS on page 75
Documentation « JPS Framework on page 75
« Configuring the JPS (SRC CLI) on page 81
. Connections to Managed Devices

« Viewing JPS State on page 106
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Configuring the JPS (SRC CLI)

« Configuration Statements for the JPS on page 79

« Configuring the JPS (SRC CLI) on page 81

« Modifying the JPS Configuration (SRC CLI) on page 82

« Configuring General Properties for the JPS (SRC CLI) on page 82

« Specifying Policy Server Identifiers in Messages (SRC CLI) on page 83

« Configuring Logging Destinations for the JPS (SRC CLI) on page 84

« Configuring JPS to Store Log Messages in a File (SRC CLI) on page 85

« Configuring JPS to Send Log Messages to System Logging Facility (SRC CLI) on page 85
« Specifying Connections to the Application Managers (SRC CLI) on page 86

« Configuring Connections to RKSs (SRC CLI) on page 88

« Configuring RKS Pairs for Associated Application Managers (SRC CLI) on page 91
« Specifying Connections to CMTS Devices (SRC CLI) on page 92

« Modifying the Subscriber Configuration (SRC CLI) on page 95

« Configuring Subscriber IP Pools as IP Address Ranges (SRC CLI) on page 96

« Configuring Subscriber IP Pools as IP Subnets (SRC CLI) on page 96

« Configuring the SAE to Interact with the JPS (SRC CLI) on page 97

« Specifying Application Managers for the Policy Server (SRC CLI) on page 98

« Specifying Application Manager Identifiers for Policy Servers (SRC CLI) on page 99
« Adding Objects for Policy Servers to the Directory (SRC CLI) on page 100

« Configuring Initialization Scripts (SRC CLI) on page 101

« Enabling State Synchronization (SRC CLI) on page 101

« Using the NIC Resolver on page 102

« Managing the JPS on page 103

Configuration Statements for the JPS

Use the following configuration statements to configure the JPS at the [edit] hierarchy
level.

slot number jps {
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java-heap-size java-heap-size;
snmp-agent;
policy-server-id policy-server-id,
use-psid-in-gate-commands;
cmts-message-buffer-size cmts-message-buffer-size;
am-message-buffer-size am-message-buffer-size;

1

slot number jps am-interface {
pep-id pep-id;
listening-address listening-address;
validate-pcmm-objects;
message-max-length message-max-length;
message-read-buffer-size message-read-buffer-size;
message-write-buffer-size message-write-buffer-size;
open-connection-timeout open-connection-timeout;

}

slot number jps cmts-interface {
cmts-addresses [cmts-addresses...];
keepalive-interval keepalive-interval;
synch-despite-unreachable-pep;
synch-despite-pre-i03-pep;
use-ssqg-ssc-with-pre-i03-pep;
local-address local-address;
message-max-length message-max-length;
message-read-buffer-size message-read-buffer-size;
message-write-buffer-size message-write-buffer-size;
open-connection-timeout open-connection-timeout;
connection-open-retry-interval connection-open-retry-interval,
sent-message-timeout sent-message-timeout;
validate-pcmm-objects;

1

slot number jps cmts-registry cmts cmts-ip ...

slot number jps cmts-registry cmts cmts-ip range-pool pool-index {
low low;
high high;

1

slot number jps cmts-registry cmts cmts-ip subnet-pool subnet {
exclude [exclude];

}

slot number jps logger name ...

slot number jps logger name file {
filter filter;
filename filename;
rollover-filename rollover-filename;
maximum-file-size maximum-file-size;

}

slot number jps logger name syslog {
filter filter;
host host;
facility facility;
format format;

}

slot number jps rks-interface {
element-id element-id,
local-address local-address;
local-port local-port;

80
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retry-interval retry-interval,
local-timeout local-timeovut;
mso-data mso-data;
mso-domain-name mso-domain-name;
default-rks-pair default-rks-pair;
pending-rks-event-max-size pending-rks-event-max-size;
pending-rks-event-max-age pending-rks-event-max-age;
held-decs-max-size held-decs-max-size;
held-decs-max-age held-decs-max-age;
bcid-cache-size bcid-cache-size;
bcid-cache-age bcid-cache-age;
use-default-when-am-requests-unconfigured-rks;
1
slot number jps rks-interface am am-name {
am-id am-id;
rks-pair-name rks-pair-name;
trusted;
1
slot number jps rks-interface rks-pair rks-pair-name {
primary-address primary-address;
primary-port primary-port;
secondary-address secondary-address;
secondary-port secondary-port;

}

Related . Overview of the JPS on page 75
Documentation « JPS Interfaces on page 76
. Configuring the JPS (SRC CLI) on page 81

. For detailed information about each configuration statement, see the SRC PE CL/
Command Reference

Configuring the JPS (SRC CLI)

You can modify the JPS configuration, which includes configuring the logging destinations
and connections to the JPS interfaces. Any configuration changes will be applied within
15 seconds.

Before you configure the JPS, deploy an SRC-managed PCMM network. For more
information about PCMM and the SRC software, see “Overview of a PCMM Environment”
on page 41.

You can configure the subscriber configuration, which maps a subscriber address to the
CMTS address.

The tasks to configure the JPS for a cable network environment are:

« Modifying the JPS Configuration (SRC CLI) on page 82

» Modifying the Subscriber Configuration (SRC CLI) on page 95

In addition to configuring the JPS, you might need to perform these tasks:
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« Configuring the SAE to Interact with the JPS (SRC CLI) on page 97

« Using the NIC Resolver on page 102

Related . Overview of the JPS on page 75
Documentation « Configuring the JPS (C-Web Interface)
. Configuring General Properties for the JPS (SRC CLI) on page 82
« Monitoring the JPS on page 105

. Configuration Statements for the JPS on page 79

Modifying the JPS Configuration (SRC CLI)

To modify the current JPS configuration:

1. Configure general properties for the JPS, including Java heap memory, maximum
number of buffered messages for CMTS and application manager destinations, and
policy server identifiers.

See “Configuring General Properties for the JPS (SRC CLI)” on page 82.
See “Specifying Policy Server |dentifiers in Messages (SRC CLI)” on page 83.
2. Configure logging destinations for the JPS.
See “Configuring Logging Destinations for the JPS (SRC CLI)” on page 84.
3. Configure the connections to the JPS interfaces.
See “Specifying Connections to the Application Managers (SRC CLI)” on page 86.
See “Specifying Connections to CMTS Devices (SRC CLI)” on page 92.

Related . Overview of the JPS on page 75

Documentation Modifying the JPS Configuration (C-Web Interface)

Configuring the JPS (SRC CLI) on page 81

Viewing JPS State on page 106

Configuring General Properties for the JPS (SRC CLI)

Use the following configuration statements to configure general properties for the JPS:

slot number jps {
java-heap-size java-heap-size;
snmp-agent;
cmts-message-buffer-size cmts-message-buffer-size;
am-message-buffer-size am-message-buffer-size;

}

To configure general properties for the JPS:
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Related .
Documentation

From configuration mode, access the configuration statement that configures the
general properties.

user@host# edit slot O jps

(Optional) Specify the maximum amount of memory available to the Java Runtime
Environment (JRE).

[edit slot O jps]
user@host# set java-heap-size java-heap-size

(Optional) Enable the JPS to communicate with the SNMP agent.
[edit slot O jps]

user@host# set snmp-agent

(Optional) Specify the maximum number of messages buffered for each CMTS
destination.

[edit slot O jps]

user@host# set cmts-message-buffer-size cmts-message-buffer-size

(Optional) Specify the maximum number of messages buffered for each application
manager destination.

[edit slot O jps]
user@host# set am-message-buffer-size am-message-buffer-size
(Optional) Verify your configuration.

[edit slot O jps]
user@host# show

Overview of the JPS on page 75
Modifying the JPS Configuration (C-Web Interface)
Configuring the JPS (SRC CLI) on page 81

Configuring Logging Destinations for the JPS (SRC CLI) on page 84

Specifying Policy Server Identifiers in Messages (SRC CLI)

Use the following configuration statements to configure policy server identifiers for the
JPS:

slot number jps {

policy-server-id policy-server-id,
use-psid-in-gate-commands;

}

To configure policy server identifiers for the JPS:
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Related
Documentation

From configuration mode, access the configuration statement that configures the
policy server identifiers.

user@host# edit slot O jps

(Optional) Specify the policy server identifier so that the JPS can be identified in
messages sent to CMTS devices.

[edit slot O jps]
user@host# set policy-server-id policy-server-id

(Optional) Configure the JPS so that the policy server identifier is specified in messages
sent to the RKS.

[edit slot O jps]

user@host# set use-psid-in-gate-commands

When the JPS is communicating only with PCMM |03 CMTS devices, the value must
be true. When the JPS is communicating with any pre-PCMM |03 CMTS devices, the
value must be false.

(Optional) Verify your configuration.

[edit slot 0 jps]
user@host# show

Modifying the JPS Configuration (C-Web Interface)

Specifying Application Manager Identifiers for Policy Servers (SRC CLI) on page 99
Adding Objects for Policy Servers to the Directory (SRC CLI) on page 100
Modifying the JPS Configuration (SRC CLI) on page 82

Viewing Server Process Information on page 105

Configuring Logging Destinations for the JPS (SRC CLI)

By default, the JPS has four logging destinations.

Use the following configuration statements to configure logging destinations for the JPS:

slot number jps logger name ...
slot number jps logger name file {
filter filter;
filename filename;
rollover-filename rollover-filename;
maximum-file-size maximum-file-size,
1
slot number jps logger name syslog {
filter filter;
host host;
facility facility;
format format;

}

84
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Related . Overview of the JPS on page 75
D .
ocumentation . Modifying the JPS Configuration (C-Web Interface)
. Configuring JPS to Store Log Messages in a File (SRC CLI) on page 85

« Configuring JPS to Send Log Messages to System Logging Facility (SRC CLI) on page 85

Configuring JPS to Store Log Messages in a File (SRC CLI)

To configure logging destinations to store log messages in a file:

1. From configuration mode, access the configuration statement that configures the
name and type of logging destination. In this sample procedure, the logging destination
called log2 is configured.

user@host# edit slot O jps logger log?2 file

2. Specify the properties for the logging destination.

[edit slot O jps logger log?2 file]
user@host# set ?

For more information about configuring properties for the logging destination, see
Overview of Logging for SRC Components.

3. (Optional) Verify your configuration.

[edit slot O jps logger log2]

user@host# show

file {
filter '"NoAckRksEvent,/info-;
filename var/log/jps_info.log;
rollover-filename var/log/jps_info.alt;
maximum-Ffile-size 2000000000;

Related . Overview of the JPS on page 75
Documentation - i ring the JPS (SRC CLI) on page 81
. Configuring Logging Destinations for the JPS (SRC CLI) on page 84

« Configuring JPS to Send Log Messages to System Logging Facility (SRC CLI) on page 85

Configuring JPS to Send Log Messages to System Logging Facility (SRC CLI)

To configure logging destinations to send log messages to the system logging facility:

1. From configuration mode, access the configuration statement that configures the
name and type of logging destination. In this sample procedure, the logging destination
called log5 is configured.

user@host# edit slot O jps logger log5 syslog

Copyright © 2011, Juniper Networks, Inc. 85



SRC PE 4.2.x Solutions Guide

2. Specify the properties for the logging destination.

[edit slot O jps logger log5 syslog]
user@host# set ?

For more information about configuring properties for the logging destination, see
Overview of Logging for SRC Components.

3. (Optional) Verify your configuration.

[edit slot O jps logger log5]
user@host# show

Related . Overview of the JPS on page 75

Documentation Configuring the JPS (SRC CLI) on page 81

Configuring Logging Destinations for the JPS (SRC CLI) on page 84
Configuring JPS to Store Log Messages in a File (SRC CLI) on page 85

Specifying Connections to the Application Managers (SRC CLI)

Use the following configuration statement to configure the application manager—to—policy
server interface (PKT-MM3) so that the policy server can communicate with application
managers:

slot number jps am-interface {
pep-id pep-id,
listening-address listening-address;
validate-pcmm-objects;
message-max-length message-max-length;
message-read-buffer-size message-read-buffer-size;
message-write-buffer-size message-write-buffer-size;
open-connection-timeout open-connection-timeout;

}

To configure the connections to the application managers:

1. From configuration mode, access the configuration statement that configures the
application manager—to—policy server interface.

user@host# edit slot O jps am-interface

2. (Optional) Specify the network-wide unique identifier for this JPS instance.
[edit slot O jps am-interface]
user@host# set pep-id pep-id

Changes apply only to COPS connections that are established after you make the
change.

3. (Optional) Specify the local IP address on which the JPS listens for incoming
connections from application managers.
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Related .
Documentation

[edit slot O jps am-interface]
user@host# set listening-address listening-address

Changes take effect only after you restart the JPS (see “Restarting the JPS (SRC CLI)”
on page 103).

. (Optional) Specify whether to validate PCMM objects received from PDPs.

[edit slot O jps am-interface]
user@host# set validate-pcmm-objects

. (Optional) Specify the maximum length of incoming messages.

[edit slot O jps am-interface]
user@host# set message-max-length message-max-length

. (Optional) Specify the size of message read buffer.

[edit slot O jps am-interface]
user@host# set message-read-buffer-size message-read-buffer-size

(Optional) Specify the size of message write buffer.

[edit slot O jps am-interface]
user@host# set message-write-buffer-size message-write-buffer-size

. (Optional) Specify the maximum time to wait for the initial PCMM messages to be

exchanged after a TCP connection is established.
[edit slot O jps am-interface]
user@host# set open-connection-timeout open-connection-timeout

The connection is dropped when initial PCMM messages are not exchanged within
this time period.

. (Optional) Verify your configuration.

[edit slot O jps am-interface]
user@host# show

pep-id SDX-JPS;

listening-address ;
validate-pcmm-objects;
message-max-length 204800;
message-read-buffer-size 1000000;
message-write-buffer-size 1000000;
open-connection-timeout 5;

Modifying the JPS Configuration (C-Web Interface)

Specifying Connections to CMTS Devices (SRC CLI) on page 92

Modifying the JPS Configuration (SRC CLI) on page 82

Specifying Application Managers for the Policy Server (SRC CLI) on page 98

Viewing JPS State on page 106
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Configuring Connections to RKSs (SRC CLI)

1. Specifying Connections to RKSs (SRC CLI) on page 88
2. Configuring RKS Pairs (SRC CLI) on page 90

Specifying Connections to RKSs (SRC CLI)

To configure the policy server-to-RKS interface (PKT-MM4) so that policy events can
be sent to the RKS, you can configure RKS pairs (see “Configuring RKS Pairs (SRC CLI)”
on page 90) and their associated application managers (see “Configuring RKS Pairs for
Associated Application Managers (SRC CLI)” on page 91).

Use the following configuration statement to configure the policy server-to-RKS interface:

slot number jps rks-interface {
element-id element-id,;
local-address local-address;
local-port local-port;
retry-interval retry-interval,
local-timeout local-timeout;
mso-data mso-data;
mso-domain-name mso-domain-name;
default-rks-pair default-rks-pair;
pending-rks-event-max-size pending-rks-event-max-size;
pending-rks-event-max-age pending-rks-event-max-age;
held-decs-max-size held-decs-max-size;
held-decs-max-age held-decs-max-age;
bcid-cache-size bcid-cache-size;
bcid-cache-age bcid-cache-age;
use-default-when-am-requests-unconfigured-rks;

}

To configure the policy server-to-RKS interface:

1. From configuration mode, access the configuration statement that configures the
policy server-to-RKS interface.

user@host# edit slot O jps rks-interface

2. ier for RKS event origin.

[edit slot O jps rks-interface]
user@host# set element-id element-id

3. (Optional) Specify the source IP address that the plug-in uses to communicate with
the RKS.

[edit slot O jps rks-interface]

user@host# set local-address local-address

If no value is specified and there is more than one local address, the JPS randomly
selects a local address to be used as the source address.
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12.

(Optional) Specify the source UDP port or a pool of ports that the plug-in uses to
communicate with the RKS.

[edit slot O jps rks-interface]
user@host# set local-port local-port

(Optional) Specify the time the JPS waits for a response from an RKS before it resends
the packet.

[edit slot O jps rks-interface]
user@host# set retry-interval retry-interval

The JPS keeps sending packets until either the RKS acknowledges the packet or the
maximum timeout is reached.

(Optional) Specify the maximum time the JPS waits for a response from an RKS.

[edit slot O jps rks-interface]
user@host# set local-timeout local-timeout

(Optional) Specify the MSO-defined data in the financial entity ID (FEID) attribute,
which is included in event messages.

[edit slot O jps rks-interface]
user@host# set mso-data mso-data

(Optional) Specify the MSO domain name in the FEID attribute that uniquely identifies
the MSO for billing and settlement purposes.

[edit slot O jps rks-interface]
user@host# set mso-domain-name mso-domain-name

(Optional) Specify the default RKS pair that the JPS uses unless an RKS pair is
configured for a given application manager.

[edit slot O jps rks-interface]
user@host# set default-rks-pair default-rks-pair

. (Optional) Specify the maximum number of RKS events waiting for Gate-Set-Ack,

Gate-Set-Err, Gate-Del-Ack, and Gate-Del-Err messages.

[edit slot O jps rks-interface]
user@host# set pending-rks-event-max-size pending-rks-event-max-size

. (Optional) Specify the oldest age of RKS events waiting for Gate-Set-Ack,

Gate-Set-Err, Gate-Del-Ack, and Gate-Del-Err messages.
[edit slot O jps rks-interface]
user@host# set pending-rks-event-max-age pending-rks-event-max-age

The maximum age must be greater than sent-message-timeout of the corresponding
CMTS interface.

(Optional) Specify the maximum number of outstanding Gate-Info requests.
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[edit slot O jps rks-interface]
user@host# set held-decs-max-size held-decs-max-size

13. (Optional) Specify the oldest age of outstanding Gate-Info requests.

[edit slot O jps rks-interface]
user@host# set held-decs-max-age held-decs-max-age

The maximum age must be greater than sent-message-timeout of the corresponding
CMTS interface.

14. (Optional) Specify the size of billing correlation ID (BCID) cache.

[edit slot O jps rks-interface]
user@host# set bcid-cache-size bcid-cache-size

15. (Optional) Specify the oldest age of billing correlation ID (BCID) in cache.

[edit slot O jps rks-interface]
user@host# set bcid-cache-age bcid-cache-age

16. (Optional) Specify whether the default RKS pair is used when an application manager
requests the use of an unconfigured RKS pair.

[edit slot O jps rks-interface]
user@host# set use-default-when-am-requests-unconfigured-rks

17. (Optional) Verify your configuration.

[edit slot O jps rks-interface]
user@host# show

Configuring RKS Pairs (SRC CLI)

By default, the JPS has four RKS pairs. All parameters that share the same RKS pairname
configure the connection to that RKS pair. Any configured RKS pair can be used as the
value for the default RKS pair or the RKS pair associated with a specific application
manasger.

e NOTE: When running more than one JPS in a group to provide redundancy,
all the JPSs in that group must have same RKS pair configuration (including
the default RKS pair and any configured RKS pairs associated with a specific
application manager).

Use the following configuration statement to configure the RKS pair:

slot number jps rks-interface rks-pair rks-pair-name {
primary-address primary-address;
primary-port primary-port;
secondary-address secondary-address;
secondary-port secondary-port;

}
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To configure the RKS pair:

1. From configuration mode, access the configuration statement that configures the
RKS pair. In this sample procedure, the RKS pair called pairl is configured.

user@host# edit slot O jps rks-interface rks-pair pairl

2. Specify the IP address of the primary RKS for this RKS pair.

[edit slot O jps rks-interface rks-pair pairl]
user@host# set primary-address primary-address

If no value is specified, the RKS pair is not defined.
3. (Optional) Specify the UDP port on the primary RKS to which the JPS sends events.

[edit slot O jps rks-interface rks-pair pairl]
user@host# set primary-port primary-port

4. (Optional) Specify the IP address of the secondary RKS for this RKS pair.

[edit slot O jps rks-interface rks-pair pairl]
user@host# set secondary-address secondary-address

5. (Optional) Specify the UDP port on the secondary RKS to which the JPS sends events.

[edit slot O jps rks-interface rks-pair pairl]
user@host# set secondary-port secondary-port

6. (Optional) Verify your configuration.

[edit slot O jps rks-interface rks-pair pairl]
user@host# show

primary-address ;

primary-port 1813;

secondary-address ;

secondary-port 1813;

Related . Modifying the JPS Configuration (C-Web Interface)
Documentation

Configuring RKS Pairs (C-Web Interface)

Specifying Connections to the Application Managers (SRC CLI) on page 86

Viewing JPS RKS Statistics (C-Web Interface) on page 114

Configuring RKS Pairs for Associated Application Managers (SRC CLI)

By default, the JPS has four associated application managers. All parameters that share
the same application manager name configure the RKS pair to which events associated
with a specific application manager are sent.

Use the following configuration statement to configure the associated application
manager:
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slot number jps rks-interface am am-name {
am-id am-id;
rks-pair-name rks-pair-name;
trusted;

1
To configure the associated application manager:
1. From configuration mode, access the configuration statement that configures the

RKS pair for the associated application manager. In this sample procedure, the
application manager name called 1is configured.

user@host# edit slot O jps rks-interface am 1

2. Specify the identifier of the application manager.

[edit slot O jps rks-interface am 1]
user@host# set am-id am-id

If no value is specified, the RKS pair configuration is not defined for this application
manager. If you must set trusted to true without defining the RKS pair configuration,
you must specify a value for am-id and not specify a value for rks-pair-name.

3. (Optional) Specify the RKS pair that the JPS will send events to when those events
are triggered by gate transitions associated with the application manager specified
by am-id with the same application manager name (am-name).

[edit slot O jps rks-interface am 1]
user@host# set rks-pair rks-pair-name

If no value is specified, the RKS pair configuration is not defined for this application
manager. Use when you must set trusted to true without defining the RKS pair
configuration.

4. (Optional) Specify whether this application manager is a trusted network element to
the JPS.

[edit slot O jps rks-interface am 1]

user@host# set trusted

5. (Optional) Verify your configuration.

[edit slot O jps rks-interface am 1]
user@host# show

Specifying Connections to CMTS Devices (SRC CLI)

Use the following configuration statement to configure the policy server—to—CMTS
interface (PKT-MM2) so that the policy server can communicate with CMTS devices:

slot number jps cmts-interface {
cmts-addresses [cmts-addresses...];
keepalive-interval keepalive-interval;
synch-despite-unreachable-pep;
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synch-despite-pre-i03-pep;

use-ssqg-ssc-with-pre-i03-pep;

local-address local-address;

message-max-length message-max-length;
message-read-buffer-size message-read-buffer-size;
message-write-buffer-size message-write-buffer-size;
open-connection-timeout open-connection-timeout;
connection-open-retry-interval connection-open-retry-interval;
sent-message-timeout sent-message-timeout;
validate-pcmm-objects;

}

To configure the policy server—to—CMTS interface:

1. From configuration mode, access the configuration statement that configures the
policy server—to—CMTS interface.

user@host# edit slot O jps cmts-interface

2. Specify the IP addresses of all the CMTS devices to which the JPS will try to connect.

[edit slot O jps cmts-interface]
user@host# set cmts-addresses [cmts-addresses...]

3. (Optional) Specify the interval between keepalive messages sent from the COPS
client (CMTS device) to the COPS server (the JPS). Changes apply only to COPS
connections that are established after you make the change.

[edit slot O jps cmts-interface]
user@host# set keepalive-interval keepalive-interval

Avalue of 0 means that no keepalive messages will be exchanged between the CMTS
device and the JPS.

4. (Optional) Specify whether synchronization proceeds when the JPS receives a
synchronization request from an application manager (such as the SAE) and the JPS
is not connected to a CMTS device to which it should be connected.

[edit slot O jps cmts-interface]
user@host# set synch-despite-unreachable-pep

5. (Optional) Specify whether synchronization proceeds when the JPS receives a
synchronization request from an application manager (such as the SAE) and the JPS
is connected to a pre-PCMM |03 CMTS device.

[edit slot O jps cmts-interface]
user@host# set synch-despite-pre-i0O3-pep

6. (Optional) Specify whether synchronization includes both pre-PCMM 103 and PCMM
|03 CMTS devices when the JPS receives a synchronization request from an application
manager (such as the SAE) and the JPS is connected to a pre-PCMM |03 CMTS device.
Relevant only when at least one pre-PCMM 103 CMTS device is connected and
sync-despite-pre-i03-pep is specified as true.

[edit slot O jps cmts-interface]
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user@host# set use-ssqg-ssc-with-pre-i03-pep

7. (Optional) Specify the source IP address that the JPS uses to communicate with
CMTS devices.

[edit slot O jps cmts-interface]
user@host# set local-address local-address

If no value is specified and there is more than one local address, a random local address
is used as the source address.

8. (Optional) Specify the maximum length of incoming messages.

[edit slot O jps cmts-interface]
user@host# set message-max-length message-max-length

9. (Optional) Specify the size of message read buffer.

[edit slot O jps cmts-interface]
user@host# set message-read-buffer-size message-read-buffer-size

10. (Optional) Specify the size of message write buffer.

[edit slot O jps cmts-interface]
user@host# set message-write-buffer-size message-write-buffer-size

1. (Optional) Specify the maximum time to wait for the initial PCMM messages to be
exchanged after a TCP connection is established.

[edit slot O jps cmts-interface]
user@host# set open-connection-timeout open-connection-timeout

The connection is dropped when initial PCMM messages are not exchanged within
this time period.

12. (Optional) Specify the time to wait before the JPS tries to reconnect to CMTS devices.

[edit slot O jps cmts-interface]
user@host# set connection-open-retry-interval connection-open-retry-interval

13. (Optional) Specify the maximum time to wait for the sent messages to be exchanged
after a TCP connection is established.

[edit slot O jps cmts-interface]
user@host# set sent-message-timeout sent-message-timeout

This value must be less than the held-decs-max-age and pending-rks-event-max-age
values for the corresponding RKS interface.

14. (Optional) Specify whether to validate PCMM objects received from PDPs.
[edit slot O jps cmts-interface]

user@host# set validate-pcmm-objects

15. (Optional) Verify your configuration.
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[edit slot O jps cmts-interface]
user@host# show

cmts-addresses ;
keepalive-interval 60;
synch-despite-unreachable-pep;
synch-despite-pre-i03-pep;
local-address ;

message-max-length 204800;
message-read-buffer-size 1000000;
message-write-buffer-size 1000000;
open-connection-timeout 5;
connection-open-retry-interval 60;
sent-message-timeout 60;
validate-pcmm-objects;

Related . Specifying Connections to CMTS Devices (C-Web Interface)
D tati
ocumentation « Specifying Connections to the Application Managers (SRC CLI) on page 86
« Viewing JPS State on page 106

« Viewing JPS CMTS Connections (C-Web Interface) on page 112

Modifying the Subscriber Configuration (SRC CLI)

To locate the CMTS device associated with a subscriber, the JPS maps the subscriber IP
address in a message to the CMTS IP address to which the message must be delivered.
This mapping specifies the subscriber IP pools associated with CMTS devices.

Use the following configuration statements to configure a CMTS device to which the JPS
can connect and the pools of subscriber IP addresses that are managed by the CMTS
device:

slot number jps cmts-registry cmts cmts-ip ...

slot number jps cmts-registry cmts cmts-ip range-pool pool-index {
low low;
high high;

1

slot number jps cmts-registry cmts cmts-ip subnet-pool subnet {
exclude [exclude];

}

Tasks to modify subscriber configuration are:

1. “Configuring Subscriber IP Pools as IP Address Ranges (SRC CLI)” on page 96
2. “Configuring Subscriber IP Pools as IP Subnets (SRC CLI)” on page 96

Related . Modifying the Subscriber Configuration (C-Web Interface)

D tati
ocumentation « Specifying Connections to CMTS Devices (SRC CLI) on page 92
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Configuring Subscriber IP Pools as IP Address Ranges (SRC CLI)

To configure subscriber IP pools that are managed by the CMTS device as IP address
ranges:

1. From configuration mode, access the configuration statement that configures the
CMTS device to which the JPS can connect.

user@host# edit slot O jps cmts-registry cmnts cmts-ip range-pool pool-index

Specify the IP address of the CMTS device and the address range pool index.

2. Specify the first IP address in the IP range for the pool of subscriber IP addresses that
are managed by the CMTS device.

[edit slot O jps cmts-registry cmts cmts-ip range-pool pool-index]
user@host# set low low

3. Specify the last IP address in the IP range for the pool of subscriber IP addresses that
are managed by the CMTS device.

[edit slot O jps cmts-registry cmts cmts-ip range-pool pool-index]
user@host# set high high

4, (Optional) Verify your configuration.

[edit slot O jps cmts-registry]
user@host# show

Related . Configuring Subscriber IP Pools as IP Address Ranges (C-Web Interface)
Documentation « Modifying the Subscriber Configuration (SRC CLI) on page 95
« Configuring Subscriber IP Pools as IP Subnets (SRC CLI) on page 96

« Specifying Connections to CMTS Devices (SRC CLI) on page 92

Configuring Subscriber IP Pools as IP Subnets (SRC CLI)

To configure subscriber IP pools that are managed by the CMTS device as IP subnets:

1. From configuration mode, access the configuration statement that configures the
CMTS device to which the JPS can connect.

user@host# edit slot O jps cmts-registry cmnts cmts-ip subnet-pool subnet

Specify the IP address of the CMTS device and the IP address and mask of the subnet
for the pool of subscriber IP addresses.

2. (Optional) Specify the IP addresses of the subnet that are excluded from the subscriber
IP pool managed by the CMTS device.

[edit slot O jps cmts-registry cmts cmts-ip subnet-pool subnet]
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Related
Documentation

user@host# set exclude [exclude...]
3. (Optional) Verify your configuration.

[edit slot O jps cmts-registry]
user@host# show

. Configuring Subscriber IP Pools as IP Subnets (C-Web Interface)

Modifying the Subscriber Configuration (SRC CLI) on page 95
Configuring Subscriber IP Pools as IP Address Ranges (SRC CLI) on page 96

Specifying Connections to CMTS Devices (SRC CLI) on page 92

Configuring the SAE to Interact with the JPS (SRC CLI)

Related
Documentation

You must configure the SAE as an application manager to allow it to interact with
PCMM-compliant policy servers. The policy server acts as a policy decision point that
manages the relationships between application managers and CMTS devices. Policy
servers that manage the same group of CMTS devices are grouped together and are
simultaneously active. The policy server group provides a way for the SAE to communicate
with any CMTS device that is managed by a policy server in the policy server group. To
provide redundancy, the SAEs are grouped inan SAE community that connects to a policy
server group. Only one of the SAEs in the SAE community is active. The active SAE
establishes connections to all the policy servers in the policy server group. The active
SAE will fail over to a redundant SAE only when it loses the connection to all the policy
servers in the policy server group. State synchronization enables the SAE to synchronize
its state with all the CMTS devices connected to a policy server group.

The tasks to configure the SAE as an application manager are:

« “Specifying Application Managers for the Policy Server (SRC CLI)” on page 98

« “Specifying Application Manager Identifiers for Policy Servers (SRC CLI)” on page 99
« “Adding Objects for Policy Servers to the Directory (SRC CLI)” on page 100

« “Configuring Initialization Scripts (SRC CLI)” on page 101

« “Enabling State Synchronization (SRC CLI)” on page 101

« Overview of the JPS on page 75
. Configuring the SAE to Interact with the JPS (C-Web Interface)
« Configuring the JPS (SRC CLI) on page 81

. Initially Configuring the SAE
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Specifying Application Managers for the Policy Server (SRC CLI)

To specify the SAE community that connects to a policy server group, you need to add
an application manager group object to the directory.

Use the following configuration statements to specify the application manager for the
policy server:

shared network application-manager-group name {
description description;
application-manager-id application-manager-id,
connected-sae [connected-sae...];
pdp-group pdp-group;
local-address-pools [local-address-pools...];
managing-sae-ior managing-sae-ior,

}

To add an application manager group:

1. From configuration mode, access the configuration statement that specifies the
application managers.

user@host# edit shared network application-manager-group name

2. (Optional) Specify information about the SAE community.

[edit shared network application-manager-group name]
user@host# set description description

3. (Optional) Specify the unique identifier within the domain of the service provider for
the application manager that handles the service session (Application Manager Tag)
as a 2-byte unsigned integer.

[edit shared network application-manager-group name]
user@host# set application-manager-id application-manager-id

4. (Optional) Specify the SAEs that are connected to the specified policy server group.
This list becomes the community of SAEs.

[edit shared network application-manager-group name]
user@host# set connected-sae [connected-sae...]

When you modify a community, wait for passive session stores of the new community
members to be updated before you shut down the current active SAE. Otherwise, a
failover from the current active SAE to the new member is triggered immediately, and
the new member’s session store may not have received all data from the active SAE’s
session store.

5. (Optional) Specify the name of the policy server group associated with this SAE
community.

[edit shared network application-manager-group name]
user@host# set pdp-group pdp-group
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6. (Optional) Specify the list of IP address pools that the specified PDP group currently

Related .
Documentation

manages and stores.

[edit shared network application-manager-group name]
user@host# set local-address-pools local-address-pools

You must configure a local address pool if you are using the NIC so that the NIC can
resolve the IP-to-SAE mapping. See “Using the NIC Resolver” on page 102.

(Optional) Specify the Common Object Request Broker Architecture (CORBA)
reference for the SAE managing this policy server group.

[edit shared network application-manager-group name]

user@host# set managing-sae-ior managing-sae-ior

The amlorPublisher script provides this information when the SAE connects to the
policy server. If you do not select this script when configuring initialization scripts,
enter a value. For information about configuring initialization scripts, see “Configuring
Initialization Scripts (SRC CLI)” on page 101.

JPS Interfaces on page 76

Specifying Application Managers for the Policy Server (C-Web Interface)
Specifying Application Manager Identifiers for Policy Servers (SRC CLI) on page 99
Viewing JPS State on page 106

Viewing JPS AM Statistics (C-Web Interface) on page 110

Specifying Application Manager Identifiers for Policy Servers (SRC CLI)

The application manager identifier (AMID) identifies the application manager (such as
the SAE) in messages sent to and from the policy server. The SAE constructs the AMID
value by concatenating two fields: Application Manager Tag and Application Type.

The Application Manager Tag value is obtained from the specification of application
managers for policy servers. See “Specifying Application Managers for the Policy Server
(SRC CLI)” on page 98.

The Application Type value is obtained during service activation from the specification
of the PCMM Application Type value when you configure normal services.

For more information about configuring services, see Adding a Normal Service (SRC CLI).

Related .
Documentation

JPS Interfaces on page 76

Specifying Application Manager Identifiers for Policy Servers (C-Web Interface)
Specifying Policy Server Identifiers in Messages (SRC CLI) on page 83

Adding Obijects for Policy Servers to the Directory (SRC CLI) on page 100

Viewing JPS State on page 106
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Adding Objects for Policy Servers to the Directory (SRC CLI)

To communicate with policy servers, the SAE creates and manages pseudointerfaces
that it associates with a policy decision point object in the directory. Each policy server
in the SRC network must appear in the directory as a policy decision point object.

Use the following configuration statements to specify the policy server as a policy decision

point:

shared network policy-decision-point name {
description description;
pdp-address pdp-address;
pdp-group pdp-group;

1

To add a policy server to the directory with the SRC CLLI:

1. From configuration mode, access the configuration statement that configures the
policy decision point.

user@host# edit shared network policy-decision-point name

2. (Optional) Specify information about the policy server.

[edit shared network policy-decision-point name]
user@host# set description description

3. (Optional) Specify the IP address of the policy server. The SAE uses this address to
establish a COPS connection with the policy server.

[edit shared network policy-decision-point name]
user@host# set pdp-address pdp-address

4. (Optional) Specify the name of the policy server group.
[edit shared network policy-decision-point name]

user@host# set pdp-group pdp-group

5. Create an SAE community for the policy servers. See “Specifying Application Managers
for the Policy Server (SRC CLI)” on page 98.

Related . Policy Components
Documentation . Adding Objects for Policy Servers to the Directory (C-Web Interface)
« Configuring Initialization Scripts (SRC CLI) on page 101
« Specifying Application Manager Identifiers for Policy Servers (SRC CLI) on page 99

. Enabling State Synchronization (SRC CLI) on page 101

100 Copyright © 2011, Juniper Networks, Inc.



Chapter 10: Configuring the JPS (SRC CLI)

Configuring Initialization Scripts (SRC CLI)

When the SAE establishes a connection with a policy server, it runs an initialization script
to customize the setup of the connection.

Use the following configuration statement to configure the initialization script:

shared sae configuration driver scripts {
pcmm pcmm;

}

To configure initialization scripts for the SAE:

1. From configuration mode, access the configuration statement that configures the
initialization scripts.

user@host# edit shared sae configuration driver scripts

2. Specify the initialization script for a PCMM environment.

[edit shared sae configuration driver scripts]
user@host# set pcmm pcmm

The script is run when the connection between a policy server and the SAE is
established and again when the connection is dropped. For the JPS, we recommend
setting this value to amlorPublisher.

Related . Configuring Initialization Scripts (C-Web Interface)
Documentation « Specifying Application Managers for the Policy Server (SRC CLI) on page 98
« Configuring the SAE to Interact with the JPS (SRC CLI) on page 97
. Specifying Initialization Scripts on the SAE (SRC CLI)

. Developing Router Initialization Scripts for Network Devices and Juniper Networks
Routers

Enabling State Synchronization (SRC CLI)

State synchronization is achieved when the SAE is required to communicate with the
policy server over the COPS connection.

Use the following configuration statement to configure state synchronization:

shared sae configuration driver pcmm {
disable-full-sync;
disable-pcmm-iO3-policy;
session-recovery-retry-interval session-recovery-retry-interval;

}

To enable state synchronization with policy servers:
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1. From configuration mode, access the configuration statement that configures the
PCMM device driver.

user@host# edit shared sae configuration driver pcmm

2. Specify whether state synchronization with the PCMM policy servers is disabled.

[edit shared sae configuration driver pcmm]
user@host# set disable-full-sync

When using other PCMM-compliant policy servers (instead of the JPS), we recommend
setting this value to true.

3. Specify whether PCMM 103 policies are disabled when the SAE is deployed with
pre-PCMM |03 CMTS devices.

[edit shared sae configuration driver pcmm]
user@host# set disable-pcmm-i03-policy

When there are pre-PCMM 103 CMTS devices in the network, you must set this value
to true.

4. Specify the time interval between attempts by the SAE to restore service sessions
that are still being recovered in the background when state synchronization completes
with a state-data-incomplete error.

[edit shared sae configuration driver pcmm]
user@host# set session-recovery-retry-interval session-recovery-retry-interval

We recommend setting this value to 3600000 (1 hour) or longer.

Related . Enabling State Synchronization (C-Web Interface)
Documentation « Configuring the SAE to Interact with the JPS (SRC CLI) on page 97

« Viewing JPS State on page 106

Using the NIC Resolver

If you are using the NIC to map the subscriber IP address to the SAE, you need to configure
a NIC host. The NIC system uses IP address pools to map IP addresses to SAEs. You
configure the local address pools in the application manager configuration for a policy
server group. These pools are published in the NIC. The NIC maps subscriber IP addresses
inrequests received through the portal or Advanced Services Gateway to the policy server
group that currently manages that CMTS device. For information about configuring the
SAE for policy servers, see “Specifying Application Managers for the Policy Server (SRC
CLI)” on page 98.

The OnePopPcmm sample configuration data supports this scenario fora PCMM
environment in which you use the assigned IP subscriber method to log in subscribers
and in which you use the NIC to determine the subscriber’s SAE. The OnePopPcmm
configuration supports one point of presence (POP). NIC replication can be used to
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Related
Documentation

Managing the JPS

provide high availability. The realm for this configuration accommodates the situation
in which IP pools are configured locally on each application manager group object.

The resolution process takes a subscriber’s IP address as the key and returns a reference
to the SAE managing this subscriber as the value.

The following agents collect information for resolvers in this realm:

« Directory agent PoolVr collects and publishes information about the mappings of IP
pools to the policy server group.

. Directory agent VrSaeld collects and publishes information about the mappings of
policy server groups to SAEs.

For more information about configuring the NIC, see Configuring the NIC (SRC CLI).

« Overview of a PCMM Environment on page 41

« OnePopPcmm Scenario

After you have installed the JPS and applied the local configuration of the JPS, you can
perform these tasks:

« Starting the JPS (SRC CLI) on page 103

« Restarting the JPS (SRC CLI) on page 103

« Stopping the JPS (SRC CLI) on page 104

« Displaying JPS Status (SRC CLI) on page 104

Starting the JPS (SRC CLI)

Related
Documentation

You must start the JPS when you install the JPS without rebooting the JPS host.
To start the JPS:

user@host> enable component jps

The system responds with a start message. If the JPS is already running, the system
responds with a warning message.

. Starting the JPS (C-Web Interface)

. Stopping the JPS (SRC CLI) on page 104
« Configuring the JPS (SRC CLI) on page 81
. Monitoring the JPS on page 105

« Overview of the JPS on page 75

Restarting the JPS (SRC CLI)

To restart the JPS:
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Related
Documentation

user@host> restart component jps

The system responds with a start message. If the JPS is already running, the system
responds with a shutdown message and then a start message.

Restarting the JPS (C-Web Interface)
Stopping the JPS (SRC CLI) on page 104
Configuring the JPS (SRC CLI) on page 81
Monitoring the JPS on page 105

Overview of the JPS on page 75

Stopping the JPS (SRC CLI)

Related
Documentation

To stop the JPS:

user@host> disable component jps

The system responds with a shutdown message. If the JPS is not running when you issue
the command, the system responds with the command prompt.

To start the JPS, see “Starting the JPS (SRC CLI)” on page 103.

Stopping the JPS (C-Web Interface)
Restarting the JPS (SRC CLI) on page 103
Monitoring the JPS on page 105

Overview of the JPS on page 75

Displaying JPS Status (SRC CLI)

Purpose

Action

Related
Documentation

Display the JPS status.

user@host> show component

The system responds with a status message.

Displaying JPS Status (C-Web Interface)
Monitoring the JPS on page 105
Viewing JPS State on page 106

104
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Monitoring the JPS (SRC CLI)

- Monitoring the JPS on page 105
« Viewing Server Process Information on page 105
« Viewing JPS State on page 106

Monitoring the JPS

Purpose Monitor the following JPS information:

. The basic health indicators for the server process

. The current state of the JPS, such as the current network connections or recent
performance statistics

Action user@host> show jps statistics

Related . Displaying JPS Status (SRC CLI) on page 104
Documentation . Viewing JPS State on page 106
. Viewing Server Process Information on page 105
« Configuring the JPS (SRC CLI) on page 81

« Overview of the JPS on page 75

Viewing Server Process Information

Purpose View information about the server process.

Action user@host> show jps statistics process

Related . ViewingInformation About the JPS Server Process (C-Web Interface) on page 109
Documentation « Monitoring the JPS on page 105
. Viewing JPS State on page 106

« Overview of the JPS on page 75
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Viewing JPS State

You can monitor the current state of the JPS by:

1. Viewing Performance Statistics for the JPS Interfaces on page 106

2. Viewing Network Connections for the Application Manager on page 106
3. Viewing Network Connections for the CMTS Device on page 106

4. Viewing Performance Statistics for the CMTS Locator on page 107

5

. Viewing Message Handler Information on page 107

Viewing Performance Statistics for the JPS Interfaces

Purpose View performance statistics for JPS interfaces.

Action To view recent performance statistics for the application manager-to-policy server
interface:

user@host> show jps statistics am

To view recent performance statistics for the policy server-to-CMTS interface:
user@host> show jps statistics cmts

To view recent performance statistics for the policy server-to-RKS interface:

user@host> show jps statistics rks

Viewing Network Connections for the Application Manager

Purpose View network connections for the application manager.

Action To view information about the current JPS network connections for all the application
managers:

user@host> show jps statistics am connections

To view information about the current JPS network connections for a specific application
manager:

user@host> show jps statistics am connections ip-address ip-address

Enter all or part of the IP address to list connections for all matching addresses.

Viewing Network Connections for the CMTS Device

Purpose View network connections for the CMTS Device.

Action To view information about the current JPS connections for all the CMTS devices:
user@host> show jps statistics cmts connections
To view information about the current JPS connections for a specific CMTS device:
user@host> show jps statistics cmts connections ip-address ip-address

Enter all or part of the IP address to list connections for all matching addresses.
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Viewing Performance Statistics for the CMTS Locator

Purpose View information about the recent performance statistics for the CMTS locator.

Action user@host> show jps statistics cmts-locator

Viewing Message Handler Information

Purpose View message handler information.

Action To view information about the JPS message handler and message flows:

user@host> show jps statistics message-handler
user@host> show jps statistics message-handler message-flow

To view information about specific JPS message flows:
user@host> show jps statistics message-handler message-flow id id

Enter all or part of the message flow identifier to list all matching message flows.

Related . Displaying JPS Status (SRC CLI) on page 104
D tati
ocumentation « Monitoring the JPS on page 105
« Viewing Server Process Information on page 105

« Overview of the JPS on page 75
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Monitoring the JPS (C-Web Interface)

« Viewing Information About the JPS Server Process (C-Web Interface) on page 109
« Viewing JPS AM Statistics (C-Web Interface) on page 110

« Viewing JPS AM Connections (C-Web Interface) on page 110

« Viewing JPS CMTS Statistics (C-Web Interface) on page 111

« Viewing JPS CMTS Connections (C-Web Interface) on page 112

« Viewing JPS CMTS Locator Statistics (C-Web Interface) on page 112

« Viewing JPS Message Handler Statistics (C-Web Interface) on page 113

« Viewing JPS Message Flow Statistics (C-Web Interface) on page 114

« Viewing JPS RKS Statistics (C-Web Interface) on page 114

Viewing Information About the JPS Server Process (C-Web Interface)

Purpose View information about the JPS server process.

Action Click JPS >Statistics>Process.

The Statistics/Process pane displays the JPS server process information.

Monitor  Configure  Diagnose  Manage Logged in as: admin Refresh  Preferences  About Logout

GLl il Ps

(A anldr Statistics / Process

Date

Disk JPS Server Process

Interfaces... IPS server up time(seconds) 1250
IPS server up since Tue Aug 07 12:13:03 EDT 2007
IPS server thread(s) EE]
Heap used(byte) 10547088 (3%)

Redirect Server Heap limit{byte) 400000000

Route...
SAE

Copyright ® 2007, Juniper Netwarks, Inc, Al Riohts Reserved. Trademark Motice Jun\plranfN-l.

Related . Viewing Server Process Information on page 105

Documentation . Configuring the JPS (C-Web Interface)
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« Overview of the JPS on page 75

Viewing JPS AM Statistics (C-Web Interface)

Purpose View information about recent performance statistics for the application
manager—to—policy server interface.

Action Click JPS>Statistics>AM.

The Statistics/AM pane displays performance statistics for the application
manager—to—policy server interface.

Monitor ~ Configure  Diagnose  Manage Logged in as: admin Refresh  Preferences  About Logout

(e il Ps

Companent Statistics / AM
Date

Disk JPs AM Interface (PKT-MM-3)

Interfaces... Connections opened 0

Connections closed 0

Redirect Server
Route...
SAE

Copyright @ 2007, Juniper Hetyarks, Inc, Al Riohts Reserved, Trademark Notice

Juniper yai Net.

Related . Viewing JPS State on page 106
Documentation . Modifying the JPS Configuration (C-Web Interface)
. Viewing JPS AM Connections (C-Web Interface) on page 110

« Overview of the JPS on page 75

Viewing JPS AM Connections (C-Web Interface)

Purpose Viewinformation about the current JPS network connections for the application manager.

Action 1. Click JPS>Statistics>AM>Connections.

The Statistics/AM/Connections pane appears.
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Configure  Diagnose  Manage Logged in as: admin Refresh  Preferences  About  Logout

Statistics / AM f Connections

Component
Date In
Disk Address

1P address far the application managsr.
I Vslve: All ar part of the 1P address. If the IP address filter is not specified, all

application managers are selected.

Defaulti No valus

Interfaces...
Iptables... ﬁl ﬂl

JPs

Redirect Server
Route...
SAE

Trademark Juniper ai!llf Net.

2. Inthe IP Address box, enter the IP address, or leave the box blank to display all AM
connections.

3. Click OK.

The Statistics/AM/Connections pane displays the AM connection statistics.

Related . Viewing JPS State on page 106

Documentation Modifying the JPS Configuration (C-Web Interface)

Viewing JPS AM Statistics (C-Web Interface) on page 110

Overview of the JPS on page 75

Viewing JPS CMTS Statistics (C-Web Interface)

Purpose View information about recent performance statistics for the policy server—to—CMTS
interface.

Action Click JPS>Statistics>CMTS.

The Statistics/CMTS pane displays statistics for the policy server—to—CMTS interface.

Configure  Diagnose  Manage Logged in as: admin Refresh  Preferences  About Logout

* [Blet
Companent Statistics / CMTS
Date

Disk JPS CMTS Interface (PKT-MM-2)

Interfaces... Connsctions opened

Connsctions closed
Sync-Request/SSQ broadeasts

Avg sync tims (last 10 synes, ms)

o oo oo

Redirect Server Timed out synes
Route...
SAE

Juniper yadf Net.

Trademark NMotice. ACY.
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Related
Documentation

« Viewing JPS State on page 106

« Specifying Connections to CMTS Devices (C-Web Interface)

. Viewing JPS CMTS Connections (C-Web Interface) on page 112

. Viewing JPS CMTS Locator Statistics (C-Web Interface) on page 112

« Overview of the JPS on page 75

Viewing JPS CMTS Connections (C-Web Interface)

Purpose

Action

Related
Documentation

View information about the current JPS network connections for the CMTS device.

1. Click JPS>Statistics>CMTS >Connections.

The Statistics/CMTS/Connections pane appears.

Refresh  Preferences About Logout

Configure  Diagnose  Manage Logged in as: admin

Statistics / CMTS / Connections

Companent
1P address for the CMTS device,

Date Ip T Value: All or part of the 1P address, If the 1P address filker is not specified, al

Disk Address CMTS devices are selected,

Dafaulti No valus

Interfaces...
Iptables... ﬂl ﬂl

JPs

Redirect Server
Route...
SAE

Juniper ol Net.

wed. Trademark Motice.

2. Inthe IP Address box, enter the IP address, or leave the box blank to display all CMTS
connections.

3. Click OK.
The Statistics/CMTS/Connections pane displays the CMTS connection statistics.

. Viewing JPS State on page 106

« Specifying Connections to CMTS Devices (C-Web Interface)

. Viewing JPS CMTS Statistics (C-Web Interface) on page 111

« Viewing JPS CMTS Locator Statistics (C-Web Interface) on page 112

« Overview of the JPS on page 75

Viewing JPS CMTS Locator Statistics (C-Web Interface)

Purpose

Action

View information about the recent performance statistics for the CMTS locator.

Click JPS>Statistics>CMTS Locator.

12
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The Statistics/CMTS Locator pane displays the CMTS locator statistics.

Wonitor  Configure  Diagnose  Manage Logged in as: admin Refresh  Preferences  About Logout

ELL 8 1Ps
Companent Statistics / CMTS Locator
Date

Disk JPS CMTS Locator

Interfaces.. Murmbsr of lookups ]

Mumbsr of no-match laokups ]

Mumnber of lookup errors o

Mimirmur Inskup time (ms) ]
Rediract Server fwsrags Inokup time (last 100 Ioakups, ms) 0
Route... Mazximum lookup time {ms) o
SAF

hts Reserved. Tradematk Notics. A

Related . Viewing JPS State on page 106
Documentation . Specifying Connections to CMTS Devices (C-Web Interface)
. Viewing JPS CMTS Statistics (C-Web Interface) on page 111
. Viewing JPS CMTS Connections (C-Web Interface) on page 112

« Overview of the JPS on page 75

Viewing JPS Message Handler Statistics (C-Web Interface)

Purpose View information about the JPS message handler.

Action Click JPS>Statistics>Message Handler.

The Statistics/Message Handler pane displays the JPS message handler statistics.

Monitor ~ Configure  Diagnose  Manage Logged in as: admin Refresh  Preferences  About Logout

(e il Ps

Companent Statistics / Message Handler
Date

Disk JPs Message Handler

Interfaces... Messages received

Message handled

Message dropped

#Average non-decoding time in JPS (last 5000 messages, ms)
Redirect Server Thraughput {last 60s, msgs/s)

Route...

SAE

o o o oo

Copyright @ 2007, Juniper Hetyarks, Inc Al Rights

Juniper yai Net.

erved. Trademark Motice, Privacy.

Related . Viewing JPS State on page 106

Documentation
. Viewing JPS Message Flow Statistics (C-Web Interface) on page 114
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« Overview of the JPS on page 75

Viewing JPS Message Flow Statistics (C-Web Interface)

Purpose

Action

Related
Documentation

View information about JPS message flows.

1. Click JPS>Statistics>Message Handler>Message Flows.

The Statistics/Message Handler/Message Flow pane appears.

Monitor ~ Configure  Diagnose  Manage Logged in as: admin Refresh  Preferences  About  Logout

Companent.
Identifier for message flow.

Date I Value: all or part of the message flow 1D, If the message flow ID filter is not specified, all

Disk message flows are selected.

Defaulti No value

Interfaces...
Iptables... ﬁl M

JPs

Redirect Server
Route...
SAE

Junlpllaa\lfNol.

2. Inthe ID box, enter a message flow ID, or leave the box blank to display statistics for
all message flows.

3. Click OK.

The Statistics/Message Handler/Message Flow pane displays the message flow
statistics.

. Viewing JPS State on page 106
. Viewing JPS Message Handler Statistics (C-Web Interface) on page 113

« Overview of the JPS on page 75

Viewing JPS RKS Statistics (C-Web Interface)

Purpose

Action

View recent performance statistics for the policy server—to—record keeping server (RKS)
interface.

Click JPS>Statistics>RKS.

The Statistics/RKS pane displays statistics for the policy server—to—RKS interface.

N4
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Configure  Diagnose  Manage Logged in as: admin Refresh  Preferences  About Logoul

d Ps
Companent Statistics / RKS
Date

Disk JPs Radius Plugin

Interfaces... Initial-Gate-Set observed

Non-Initial-Gate-Set observed
Gate-Set-Acks observed

Gate-Set-Errs observed

Redirect Server Gate-Dels observed

Route... Gate-Del-Acks observed

SAE Gate-Del-Errs observed

Gate-Infos observed

Gate-Info-Acks ohserved
Gate-Info-Errs observed
Gate-Report-State-Close observed
Gate-Report-State-Close-EGI-Status-Unknown observed
Gate-Report-State-Non-Close observed
Synch-Requests observed
Synch-Reports observed
Palicy-Request events sent
Palicy-Update events sent
Palicy-Delete svents sent
Time-Change events broadcast

Gate-infos sent

S oo ooo0ooo0oo0ooo0o0o0o0o0o0o0ooo

RataTnfn-ficke rarsivad

Related . Viewing JPS AM Statistics (C-Web Interface) on page 110
Documentation « Viewing JPS CMTS Statistics (C-Web Interface) on page 111
. Configuring RKS Pairs (C-Web Interface)

. Modifying the JPS Configuration (C-Web Interface)

« Overview of the JPS on page 75
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PART 3

Managing Services on RADIUS and
Diameter Devices

« Managing Services on Third-Party Devices in the SRC Network on page 119

« Managing the SRC Diameter Server on page 127

« Monitoring the SRC Diameter Server (SRC CLI) on page 135

« Managing Services with Diameter on MX Series Routers on page 139

« Managing an MX Series Router as a Service Node on page 153

« Managing Subscriber-Level Policies on MX Series Routers on page 163

« Managing Subscriber Sessions on MX Series Routers in an SRC Network on page 203

« Configuring Services for SRC-Managed Routers on page 221
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CHAPTER 13

Managing Services on Third-Party Devices
iNn the SRC Network

« Overview of COA Script Service on page 119

« Configuring COA Script Services on page 120

« Configuring Monitoring Agent to Receive RADIUS Accounting Messages on page 120
« Creating the COA Script Service (SRC CLI) on page 121

« Configuring the COA Script Service (SRC CLI) on page 122

« Parameters for Sample COA Script Service on page 123

« Configuring Subscriptions to the COA Script Service on page 124

« Example: Using the Sample COA Script Service on page 124

« Defining RADIUS Attributes for COA Requests with the APl on page 125

Overview of COA Script Service

The SAE can use change-of-authorization (COA) messages to manage services for a
specific subscriber session. The COA script service allows the SAE to exchange COA
messages with third-party devices that do not support Commmon Open Policy Service
(COPS) protocol to activate or deactivate services for specific subscriber sessions. When
the SAE activates a COA script service session, the session sends COA messages to a
RADIUS-enabled device. This method uses RADIUS attributes and RADIUS vendor-specific
attributes (VSAs) to identify a subscriber session whose services are to be activated or
deactivated.

Related . Configuring COA Script Services on page 120
Documentation « Configuring Subscriptions to the COA Script Service on page 124
« Configuring Monitoring Agent to Receive RADIUS Accounting Messages on page 120
« Parameters for Sample COA Script Service on page 123

. Example: Using the Sample COA Script Service on page 124
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Configuring COA Script Services

To support COA message exchange in an SRC network, configure a script service that
can be activated on a third-party device. The script service defines the parameters needed
to activate or deactivate services for a subscriber session, such as the address of the
third-party device. This script service is activated for the subscriber session whose services
are activated or deactivated. For detailed information about configuring script services,
see Customizing Service Implementations.

When you use the COA script service with third-party devices that do not notify the SAE
about subscriber events, you must set up the Monitoring Agent application to handle
RADIUS accounting request packets.

For information about configuring services on the third-party device, see the device’s
software documentation.

The tasks to set up the SRC software for COA message exchange are:

« “Configuring Monitoring Agent to Receive RADIUS Accounting Messages” on page 120
« “Creating the COA Script Service (SRC CLI)” on page 121
« “Configuring the COA Script Service (SRC CLI)” on page 122

« “Configuring Subscriptions to the COA Script Service” on page 124

The SRC software includes a sample script service that you can configure to exchange
COA messages with the third-party device. You can use the sample service definition
and customize it for your environment by modifying the service substitutions. For
information about the sample COA script service, see

“Example: Using the Sample COA Script Service” on page 124.

Related . Overview of COA Script Service on page 119
Documentation . Defining RADIUS Attributes for COA Requests with the APl on page 125
. Setting Up Script Services

« Parameters for Sample COA Script Service on page 123

Configuring Monitoring Agent to Receive RADIUS Accounting Messages

If you install the Monitoring Agent application on the same host as the RADIUS server,
you must disable the MonAgent.radius.server property.

You can configure Monitoring Agent to act as a pseudo—RADIUS server that listens for
RADIUS accounting packets sent to the RADIUS accounting port. To receive RADIUS
packets from RADIUS clients:

« Make sure there is no other RADIUS server listening on the RADIUS accounting port,
and enable the MonAgent.radius.server property.
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. Configure the shared secret between the RADIUS server and the RADIUS client by
specifying the MonAgent.radius.secret.<|P address> property.

For information about installing and using Monitoring Agent, see the SRC Sample
Applications Guide.

Related . Configuring the COA Script Service (SRC CLI) on page 122

D .
ocumentation . Defining RADIUS Attributes for COA Requests with the APl on page 125

Creating the COA Script Service (SRC CLI)

To create the script service:

1. From configuration mode, enter the service configuration. In this sample procedure,
the service is configured in the global service scope, and COAservice is the name of
the service.

user@host# edit services global service COAservice

2. Configure the type of service.

[edit services global service COAservice]
user@host# set type script

3. (Optional) Specify whether the service is visible only to administrators who have
permission to see secret information.

[edit services global service COAservice]
user@host# set secret

4. Configure URL as the type of script that the sample COA script service uses.

[edit services global service COAservice]
user@host# set script script-type url

5. Configure net.juniper.smgt.sae.coa.CoaService as the name of the class that
implements the script service.

[edit services global service COAservice]
user@host# set script class-name net.juniper.smgt.sae.coa.CoaService

6. Configure the URL of the script service or the path and filename of the service. Copy
the /lib/coa.jar file used by the script service to a location that is accessible by a URL
(suchasan FTP or HTTP server). In this sample procedure, the coa.jar file was copied
to the /opt/UMC/sae/var/run directory.

[edit services global service COAservice]
user@host# set file file:///opt/UMC/sae/var/run/coa.jar

7. (Optional) Verify your configuration.
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[edit services global service COAservice]
user@host# show
type script;
status active;
available;
script {
script-type url;
class-name net.juniper.smgt.sae.coa.CoaService;
file file:///opt/UMC/sae/var/run/coa.jar;
}
