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Executive Summary

This guide explains how to deploy a Virtual Test Agent from Paragon Active Assurance as a virtual machine
in Google Cloud.

Paragon Active Assurance: Solution Overview

Paragon Active Assurance consists of two parts:

1. Test Agents – software-based active traffic generators. Virtual Test Agents (vTAs) are ones that you
upload and boot from your own OpenStack environment. These vTAs will automatically connect to
Control Center as part of the deployment process described in this guide. (Juniper Networks also offers
non-virtual Test Agents in the form of software that is installed on stand-alone x86 hardware.)

2. Control Center – for centralized control and coordination of Test Agents, including distributed VNF
vTAs. This includes initiating test sequences and monitoring sessions, as well as evaluating collected
measurement data, SLAs and KPIs.

Paragon Active Assurance vTAs are controlled through Control Center. The interface towards Control
Center is either a web GUI or an orchestration API, as illustrated below:
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Prerequisites

IN THIS SECTION

Control Center Account  |  2

vTA Image  |  2

Control Center Account

You need an account in a Control Center in order to access it: either the one belonging to the SaaS solution
or one installed on-premise in your organization. If you do not already have a Paragon Active Assurance
account, please contact your Juniper partner or your local Juniper account manager or sales representative.

vTA Image

The vTA image is provided either by one of Juniper's partners or directly by Juniper.

The vTA image for Google Cloud is available for download in Control Center. It has the file
extension .gcp.tar.gz:

Once you have your vTA image, you need to upload it to your Google Cloud environment and deploy it.
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Uploading and Deploying a vTA Image Through the
Google Cloud Web GUI

IN THIS SECTION

Signing In to Google Cloud  |  3

Uploading a Test Agent Image to Google Cloud  |  3

Registering a Compute Image  |  4

Creating a VM Instance  |  5

Signing In to Google Cloud

• Go to https://cloud.google.com.

• Sign in to your Google account if you are not signed in already.

Uploading a Test Agent Image to Google Cloud

• In your GCP console, create a storage bucket to host the Test Agent image file and then click Upload
files to upload the image to this bucket.
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Registering a Compute Image

• Register a new compute image by referring to the file in the cloud storage bucket (Cloud Storage File in
the screenshot below). It will take a minute or two to create the image.
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Creating a VM Instance

• We can now launch compute instances based on this image:
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The default Machine type is set to “n1-standard-1”, which works well with the Test Agent, but both smaller
and larger instances are supported as well. All machine types available today should work fine with the
Test Agent.

Under advanced settings it is possible to specify Metadata. This may be used to provide cloud-config to
register the Test Agent with Control Center.

The user data should be provided as value to the key “user-data”:
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Once created and started, the instance will appear in the VM instances view:

It should also appear in Control Center as a new Test Agent:
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Troubleshooting

The instance serial log has details about boot-up and registration status:
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Using the Interactive Serial Console

As an alternative to using cloud-config to register the Test Agent with Control Center, it is possible to
enable the interactive serial console (as explained here: https://cloud.google.com/compute/docs/instances/
interacting-with-serial-console) and then use the regular serial CLI to manage the Test Agent directly in
your web browser.
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Appendix: Description of the vTA VNF and Its
Requirements

1. The vTA VNF is capable of running in a plain, “vanilla” environment using a standard cloud
configuration and orchestration based on Google Cloud. There might be some limitations in terms of
performance and also some minor limitations in terms of jitter and delay accuracy, depending on your
Google Cloud infrastructure and how heavily loaded it is. However, for early proof-of-concepts and
evaluations, this should not be a major issue. To obtain line rate packet generation and optimal usage
of your specific hypervisor environment, an integration project would be required.

2. The vTA VNF consists of a single stand-alone VNF. However, the VNF must be able to connect and
communicate securely with Paragon Active Assurance Control Center, which is not a VNF. Control
Center is readily available in the public cloud (in addition to private cloud installations), something
which simplifies test and evaluation projects.

3. Interfaces trust the natural OS bootstrap order in terms of how they are identified.

4. The performance is dependent on the underlying hardware. The more powerful the hardware, the
higher the performance.

5. The minimum recommended specification is: 1 vCPU, 512 MB RAM, and 2 GB of block storage.

6. It is assumed that a generic VNF manager which is not part of the Paragon Active Assurance solution
does the instantiation, scaling, and termination of the vTA VNF.

7. The vTA VNF needs to register with Control Center to receive commands. For public cloud Control
Center scenarios, the VNF needs connectivity to the Internet from the eth0 interface. For plug-and-
play configuration of the VNF, DHCP should be used for IP addressing of the vTA’s interfaces, as well
as for assignment of an available DNS server.

8. The VNF will resolve the Control Center address and initiate an outbound connection using TCP. (For
details, see the Paragon Active Assurance support documentation.) To successfully connect and
authenticate itself to the correct Paragon Active Assurance account, the VNF needs to have
credentials provided to it during initialization. In the Google Cloud environment, these credentials can
be entered as metadata for the VM instance (see the section "Creating a VM Instance" on page 5).
Once the VNF has connected to Control Center, it can be controlled either via a web browser or
through the Paragon Active Assurance cloud API to start monitoring user experience KPIs, conduct a
service turn-up test, or perform on-demand troubleshooting tests. The connection is an encrypted
OpenVPN connection.

9. The vTA VNF also requires synchronization to an NTP server in order to achieve accurate delay and
jitter measurements. By default, Test Agents will synchronize their internal clock to time.google.com, a
service provided by Google; however, any NTP server (internal or external) can be used.
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10. Rescaling of the VNF again needs to be handled by a generic VNF manager (compare paragraph "6" on
page 10). For example, if the available connection bandwidth is increased, the VNF might need to be
scaled up to be able to push enough bandwidth through the link for testing purposes.
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