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Executive Summary

This guide explains how to deploy a Virtual Test Agent from Paragon Active Assurance as a virtual
machine in Google Cloud.

Paragon Active Assurance: Solution Overview

Paragon Active Assurance consists of two parts:

1. Test Agents - software-based active traffic generators. Virtual Test Agents (VTAs) are ones that you
upload and boot from your own OpenStack environment. These VTAs will automatically connect to
Control Center as part of the deployment process described in this guide. (Juniper Networks also
offers non-virtual Test Agents in the form of software that is installed on stand-alone x86 hardware.)

2. Control Center - for centralized control and coordination of Test Agents, including distributed VNF
vTAs. This includes initiating test sequences and monitoring sessions, as well as evaluating collected
measurement data, SLAs and KPls.

Paragon Active Assurance VTAs are controlled through Control Center. The interface towards Control
Center is either a web GUI or an orchestration API, as illustrated below:
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Prerequisites

IN THIS SECTION

®  Control Center Account | 2

® VITAlmage | 2

Control Center Account

You need an account in a Control Center in order to access it: either the one belonging to the Saa$S
solution or one installed on-premise in your organization. If you do not already have a Paragon Active
Assurance account, please contact your Juniper partner or your local Juniper account manager or sales
representative.

VTA Image

The vTA image is provided either by one of Juniper's partners or directly by Juniper.

The vTA image for Google Cloud is available for download in Control Center. It has the file
extension .gcp.tar.gz:

Test Agent Appliance

« Built as a complete Linux distribution
« Supports multiple features
» Read installation instructions

Download

« RAW disk image (.img.gz)

» QEMU v2 disk image (.qcow2)

= Open Virtual Appliance Package (.ova)
* Google Cloud image (.gcp.tar.gz)

o A7iire imane ( vhr)

Once you have your VTA image, you need to upload it to your Google Cloud environment and deploy it.



Uploading and Deploying a VTA Image Through the
Google Cloud Web GUI

IN THIS SECTION

Signing In to Google Cloud | 3
Uploading a Test Agent Image to Google Cloud | 3
Registering a Compute Image | 4

Creating a VM Instance | 5

Signing In to Google Cloud

¢ Go to https://cloud.google.com.

e Sign in to your Google account if you are not signed in already.

Uploading a Test Agent Image to Google Cloud

e In your GCP console, create a storage bucket to host the Test Agent image file and then click Upload
files to upload the image to this bucket.


https://cloud.google.com

Google Cloud Platform | # pemoven | &

E Storage & Bucket details /' EDIT BUCKET C REFRESH BUCKET # LEARN
@  Browser my-netrounds-bucket
= Transfer Objects Overview Permissions Bucket Lock
&  Transfer for on-premises
Upload files | Upload folder | Create folder = Manzge holds
% Transfer Appliance
Filter by prefix.
& Settings
Buckets / my-netrounds-bucket
There are no live objects in this bucket. If you have object versioning enabled, this
bucket may contain noncurrent versions of objects, which aren't visible in the
console. You can list nencurrent objects by using the gsutil command line or the
APts Upload 0 of 1 complete =
netrounds-test-agent_2.34.1.18.gcp.tar.gz - 16% x
Drog
< or use thy

Registering a Compute Image

e Register a new compute image by referring to the file in the cloud storage bucket (Cloud Storage File
in the screenshot below). It will take a minute or two to create the image.
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Compute Engine

VM instances

Instance groups
Instance templates
Soletenant nodes
Machine images

Disks

Snapshots

Images

TPUs

Committed use discounts
Metadata

Health checks

Zones

Network endpoint groups
Operations

Security scans

0S patch management

Settings

Marketplace

& Create animage

Name
Name is permanent

my-netrounds-test-agent-2-34-1-18 @
Source
Cloud Storage file -

Cloud Storage file
Your image source must use the .tar.gz extension and the file inside the archive must be
named disk.raw. Lear more

my-netrounds-bucket/netrounds-test-agent_2.341.18.gcptargz  Browse

Location
® Multi-regional
Regional

eu (European Union) (default) -

Family

Description

Labels @ (Optional)

+ Add label

Encryption
Data is encrypted automatically. Select an encryption key management sclution
® Google-managed key

No configuration required

Customer-managed key

Manage via Google Cloud Key Management Service

Customer-supplied key

Manage outside of Google Cloud

You will be billed for this image. Compute Engine pricing [7'

Equivalent REST or command line

Cancel

I Creating a VM Instance

e We can now launch compute instances based on this image:

Google Clo

Compute Engine

VM instances
Instance groups
Instance templates
Sole-tenant nodes
Machine images
Disks

Snapshots

Images

Demo VPN
|mages [+] CREATE IMAGE ' REFRESH B3 CREATE INSTANCE (© DEPRECATE i SHOW INFO PANEL ® LEARN
Images  Image importhistory  Image export history

=  mynetrounds €) Filter images

~/ Name Lecation Size

M @ my-netrounds-testagent-2-34-1-18  eu 1802MB  2GB

Show deprecated images

Disk size

X Columns =

Created by Family Creation time

data-shard-220907 Apr 17, 2020, 3:20:14 PM



The default Machine type is set to “n1-standard-1", which works well with the Test Agent, but both
smaller and larger instances are supported as well. All machine types available today should work fine

with the Test Agent.

& Create an instance

To create a VM instance, select one of the options

New VM instance

Create a single VM instance from scratch

New VM instance from template

Create a single VM instance from
an existing template

@ New VM instance from machine
image
Create a single VM instance from
an existing machine image

%

Marketplace

Deploy a ready-to-go solution onto
a VM instance

Q, Searchre

Name $26.81 monthly estimate
Name is permanent

my-netrounds-testagent g Thats about $0.037 hourly

Pay for what you use: No upfront costs and per second billing
abels (0]
Details

| + Add label |
Region Zone
Region is permanent Zone is permanent

europe-north1 (Finland) - europe-north1-a -

Machine configuration
Machine family
General-purpose  Memory-optimized
Machine types for commaon workloads, optimized for cost and flexibility
Series
N1 -

Powered by Intel Skylake CPU platform or one of its predecessors

Machine type
n1-standard-1 (1 vCPU, 3.75 GB memaory) -
</' cPU M
v emor
8~ ’
=== 1 37568

Q

CPU platform and GPU

Container
Deploy a container image to this VM instance. Learn more

Under advanced settings it is possible to specify Metadata. This may be used to provide cloud-config to
register the Test Agent with Control Center.

The user data should be provided as value to the key “user-data”:

Google Cloud Platform Demo VPN

& Create aninstance

Automation

Startup seript (00

You can choose to specify a startup script that will run when your instance boats up or
restarts. Startup scripts can be used to install software and updates, and to ensure that
services are running within the virtual machine. Learn more

Metadata (Optiona

You can set eustom matadata for an instance or project outside of the server-defined
metadata. This is useful for passing in arbitrary values to your project or instance that can
be queried by your code on the instance. Learm more

#cloud-config
netrounds_test_agent:

name: my-testagent

email: myemail @example com
password: my-password
account: my_account

server: login.netrounds.com

user-data x

+ Add item

Availability policy
Preemptibility



Once created and started, the instance will appear in the VM instances view:

Google Cloud Platform Demo VPN

ﬁ} Compute Engine VM instances [l CREATE INSTANCE & IMPORT VM c SHOW INFO PANEL # LEARN

B VMinstances

= my-netrounds-testagent €3 Filler VI nstances x Columns ~
W  Instance groups

Name ~ Zone Recommendation In use by Internal IP External IP Connect
Instance templates

6 my-netrounds-testagent europe-north1-a 10.166.15.220 (nic0) 35.228.205.6 SSH -~ H
Sole-tenant nodes
Machine images
Disks

Related Actions Dismiss

Snapshots

Images E View Billing Report = Monitor Stackdriver Logs Setup Firewall Rules |=| Manage Quotas
View and manage your Compute Wiew, search, analyze, and - Control traffic to and from a VM View or request increases to your
ﬁ TPUS Engine billing download VM instance logs instance VM instance guotas

=a Committed use discounts

It should also appear in Control Center as a new Test Agent:

@netr ounas Krogell_Demo jonas krogell+admin@netrounds.com ( Superadmin ) ~ o

E #A | TestAgents

Dashboard

Interface info  License info

A
Alarms . L
S @ Test Agents registered within the last 24 hours (only last 5 shown):
my-testagent
Test Agents
e ~ I h
(_ Glear ) Tags Online | Offline | In use | Free |
Name Description Management IPv4 Management IPv6 Public IP Applications @ Share
@ my-testagent 10.166.15.220 - 35.228.205.6 4
Page 1 of1 1€ < » > @ Ready ® Inuse @ Offine &) Test Agent Appliance & TestAgent Lite (&) Test Agent Application
-
F-—]

Test Agents

Test Agents shared with me

No Test Agents are currently shared with you.

Contacts | Feedback | Help | Site Map | Terms & Conditions | Privacy Statement | Cockie Policy




Troubleshooting

The instance serial log has details about boot-up and registration status:

Google Cloud Platform | & pemo VPN @, Search resources and p
{EIE Compute Engine & VMinstance details /" EDIT T RESET CREATE MACHINE IMAGE g
B VMinstances @ my-netrounds-testagent
Details Maenitaring
¢ Instance groups
Remaote access
E  Instance templates
S5H - Connect to serial console | ~
] Sole-tenant nodes Enable connecting to serial ports
S Logs
& Machine images Stackdriver Logging
X Serial port 1 (console)
Disks
g ¥ More
Snapshots Instance Id
5121463243787997511
B Images .
Machine type
n1-standard-1 (1 vCPU, 3.75 GB memor
®  TPUs ( v
Reservation
B8 Committed use discounts Automatically choose
CPU platform

BB Metadata
== Intel Skylake



Platform ‘ DemoVPN | < ‘ Q,  Search resources and products

Compute Engine & Serialport 1 C REFRESH

[[0;3m O« [0m] Started [0;1;39m0pendsd Secure Shell server [m.
e enees [l0:3m Ok [0m] Started [0;1;39m5SH server on management interface [om.
netrounds-info: User data: Found key 'account

o &

netrounds User data: Found key value ‘adminekrogell.se
i Instance groups netrounds-info: User data: Found key h value 'my-testagent
netrounds User data: Found key
B Instance{emplates netrounds User data: Found key “server with value ‘login.netrounds.com
netrounds Passwo ig successful
netrounds-info: Registration config found, server: login.netrounds.con:443, account: krogell demo, email: adminekrogell.se
B Soletenant nodes [00;3m OK [om] Stopped [0;1;3SmOpenvPN connection to netrounds [8n.
Starting [0;1;39m0penVPN connection to netrounds [0
B  Machine images [(0;30m Ok [9m] Started (0;1;3%0penVPN connection to netrounds (o
e Management interface is ethd with state {
_speeds”: [
B Disks .
Snapshots L
*169.254.169. 254°
Images s_support*: false,
“10.166.15.220/32"
® O TPUS 6 L,
“Link”: true
“mac_hu": *42:01:0a:26:0F: dc"
EE  Committed use discounts “mtu: 1460,
“mtus”: 1468
Metadata “pei_device”: 1
“pei_vendor®: 6900
“routes”: {
B Health checks “0.0.0.0/0°: “10.166.0.1°
b
o zones “ri_bytes: 9715
E “ru_packets": 58
“speed”: null.
%  Network endpoint groups “tx bytes*: 6387
“tx_packets®: 54
®  Operations i

netrounds-info: Registration successful.
[00;3m Ok (oa] Started [0;1;3%mApply the settings specified in cloud-config [dm
Q@  Security scans Starting [9;1;39mExecute cloud user/final scripts [om
+authorized keys from /home/admin/.ssh/authorized_keys for user admine+r++++

€5  0Spatch management

Keytype Fingerprint (ads) Options | Comment
% Settings sshrsa | 64:98:e5:6a:62:5e:d2:62:2:18:7h: 3¢:45:ea:07: 79 adnin
17 13:31:51 ec2
17 13:31:51 e2
17 13:30:51 ec2 BEGIN SSH HOST KEY FINGERPRINTS

17 13:31:51 ec2: 1824 SHAZS6:v3hrychngcORCEOE aXIYOL4/Qr INP+GSTSpiT5 kA
trHTw

st-agent (DS4)
17 13:31:51 ec2: 256 SHA2S6:2d1MoZhvGoTq3pjedRfusP2yrhby raplyM rootetest-agent (ECDSA)
17 13:31:51 ec2: 256 SHA256:WewVyG5czvv3sh/tFezKSIdMBPSKso/yWiUFYMELT4s rootetest-agent (ED25519)
17 13:31:51 ec2: 2848 SHA256:2iCcEqy1/VBQx2JUHIQ1dDI5AgLACY 10PBDEEeKBAY roottest-agent (RSA)

¥ Marketplace

17 13:31:51 ec2 END SSH HOST KEY FINGERPRINTS:
17 13:31:51 ec2
< BEGIN SSH HOST KEY KEVS:
errsa-sha?-ni SIS §444FTVETHNR TNOYTT thinl AHAVNTYAS 8 Ther] 20HHAUNTY & 4RRRFWAN TM 09 TGREF hi VP uA0mhyRREEMYRS 0 Gl an THhR SIS IFR 1] ThAYVEGHCanTeY b /ar fuPreifis rnnt@rast-acent

Using the Interactive Serial Console

As an alternative to using cloud-config to register the Test Agent with Control Center, it is possible to
enable the interactive serial console (as explained here: https:/cloud.google.com/compute/docs/
instances/interacting-with-serial-console) and then use the regular serial CLI to manage the Test Agent
directly in your web browser.

[ ] [ ] Interactive serial console: my-netrounds-testagent @ data-shard-220907

& ssh.cloud.google.com/projects/data-shard-220907/zones/europe-northl-afinstances/my-netrounds-testagent?authuser=1&hl=en_u...



https://cloud.google.com/compute/docs/instances/interacting-with-serial-console
https://cloud.google.com/compute/docs/instances/interacting-with-serial-console

Appendix: Description of the VTA VNF and Its
Requirements

1. The vTA VNF is capable of running in a plain, “vanilla” environment using a standard cloud
configuration and orchestration based on Google Cloud. There might be some limitations in terms
of performance and also some minor limitations in terms of jitter and delay accuracy, depending on
your Google Cloud infrastructure and how heavily loaded it is. However, for early proof-of-
concepts and evaluations, this should not be a major issue. To obtain line rate packet generation
and optimal usage of your specific hypervisor environment, an integration project would be
required.

2. The vTA VNF consists of a single stand-alone VNF. However, the VNF must be able to connect and
communicate securely with Paragon Active Assurance Control Center, which is not a VNF. Control
Center is readily available in the public cloud (in addition to private cloud installations), something
which simplifies test and evaluation projects.

3. Interfaces trust the natural OS bootstrap order in terms of how they are identified.

4. The performance is dependent on the underlying hardware. The more powerful the hardware, the
higher the performance.

5. The minimum recommended specification is: 1 vCPU, 512 MB RAM, and 2 GB of block storage.

6. ltis assumed that a generic VNF manager which is not part of the Paragon Active Assurance
solution does the instantiation, scaling, and termination of the vTA VNF.

7. The vTA VNF needs to register with Control Center to receive commands. For public cloud Control
Center scenarios, the VNF needs connectivity to the Internet from the ethO interface. For plug-and-
play configuration of the VNF, DHCP should be used for IP addressing of the VvTA's interfaces, as
well as for assignment of an available DNS server.

8. The VNF will resolve the Control Center address and initiate an outbound connection using TCP.
(For details, see the Paragon Active Assurance support documentation.) To successfully connect
and authenticate itself to the correct Paragon Active Assurance account, the VNF needs to have
credentials provided to it during initialization. In the Google Cloud environment, these credentials
can be entered as metadata for the VM instance (see the section "Creating a VM Instance" on page
5). Once the VNF has connected to Control Center, it can be controlled either via a web browser or
through the Paragon Active Assurance cloud API to start monitoring user experience KPIs, conduct
a service turn-up test, or perform on-demand troubleshooting tests. The connection is an
encrypted OpenVPN connection.

9. The vTA VNF also requires synchronization to an NTP server in order to achieve accurate delay and
jitter measurements. By default, Test Agents will synchronize their internal clock to



10.

time.google.com, a service provided by Google; however, any NTP server (internal or external) can
be used.

Rescaling of the VNF again needs to be handled by a generic VNF manager (compare paragraph "6"
on page 10). For example, if the available connection bandwidth is increased, the VNF might need
to be scaled up to be able to push enough bandwidth through the link for testing purposes.
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