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About the Documentation

IN THIS SECTION

Documentation and Release Notes | v
Documentation Conventions | v
Documentation Feedback | viii

Requesting Technical Support | viii

Use this guide to understand the architecture and deployment of a Junos Space fabric. It also includes
procedures for uninstalling, upgrading, and installing Junos Space applications, and upgrading Junos Space
Platform. You can also find procedures for managing devices, such as discovering devices, viewing device
inventory, upgrading device images, managing device configurations, and so on.

Documentation and Release Notes

To obtain the most current version of all Juniper Networks” technical documentation, see the product

documentation page on the Juniper Networks website at https://www.juniper.net/documentation/.

If the information in the latest release notes differs from the information in the documentation, follow the
product Release Notes.

Juniper Networks Books publishes books by Juniper Networks engineers and subject matter experts.
These books go beyond the technical documentation to explore the nuances of network architecture,
deployment, and administration. The current list can be viewed at https://www.juniper.net/books.

Documentation Conventions

Table 1 on page vi defines notice icons used in this guide.


https://www.juniper.net/documentation/
https://www.juniper.net/books

Table 1: Notice Icons

Meaning

Informational note

Caution

Warning

Laser warning

Tip

Best practice

@OPpPpPPpo:

Description

Indicates important features or instructions.

Indicates a situation that might result in loss of data or hardware

damage.

Alerts you to the risk of personal injury or death.

Alerts you to the risk of personal injury from a laser.

Indicates helpful information.

Alerts you to a recommended use or implementation.

Table 2 on page vi defines the text and syntax conventions used in this guide.

Table 2: Text and Syntax Conventions

Convention

Bold text like this

Fi xed-width text like this

Italic text like this

Description

Represents text that you type.

Represents output that appears on
the terminal screen.

o Introduces or emphasizes important
new terms.

o Identifies guide names.

e ldentifies RFC and Internet draft
titles.

Examples

To enter configuration mode, type
the configure command:

user@host> configure

user @ost > show chassis alarms

No alarms currently active

e A policy term is a named structure
that defines match conditions and
actions.

e Junos OS CLI User Guide

e RFC 1997, BGP Communities
Attribute



Table 2: Text and Syntax Conventions (continued)

Convention

Italic text like this

Text like this

< > (angle brackets)

| (pipe symbol)

# (pound sign)

[ 1 (square brackets)

Indention and braces ({})

; (semicolon)

GUI Conventions

Description

Represents variables (options for
which you substitute a value) in
commands or configuration
statements.

Represents names of configuration
statements, commands, files, and
directories; configuration hierarchy
levels; or labels on routing platform
components.

Encloses optional keywords or
variables.

Indicates a choice between the
mutually exclusive keywords or
variables on either side of the symbol.
The set of choices is often enclosed
in parentheses for clarity.

Indicates a comment specified on the
same line as the configuration
statement to which it applies.

Encloses a variable for which you can
substitute one or more values.

Identifies a level in the configuration
hierarchy.

Identifies a leaf statement at a
configuration hierarchy level.

Examples

Configure the machine’s domain
name:

[edit]
root@# set system domain-name
domain-name

e To configure a stub area, include
the stub statement at the [edit
protocols ospf area area-id]
hierarchy level.

e The console port is labeled
CONSOLE.

stub <default-metric metric>;

broadcast | multicast

(string1 | string2 | string3)

rsvp { # Required for dynamic MPLS
only

community name members [
community-ids ]

[edit]
routing-options {
static {
route default {
nexthop address;
retain;



Table 2: Text and Syntax Conventions (continued)

Convention

Bold text like this

> (bold right angle bracket)

Description

Represents graphical user interface
(GUI) items you click or select.

Separates levels in a hierarchy of
menu selections.

Documentation Feedback

Examples

e Inthe Logical Interfaces box, select
All Interfaces.

e To cancel the configuration, click
Cancel.

In the configuration editor hierarchy,
select Protocols>Ospf.

We encourage you to provide feedback so that we can improve our documentation. You can use either

of the following methods:

e Online feedback system—Click TechLibrary Feedback, on the lower right of any page on the Juniper
Networks TechLibrary site, and do one of the following:

| Feedback —

Is this page helpful?

o Click the thumbs-up icon if the information on the page was helpful to you.

o Click the thumbs-down icon if the information on the page was not helpful to you or if you have

suggestions for improvement, and use the pop-up form to provide feedback.

e E-mail—Send your comments to techpubs-comments@juniper.net. Include the document or topic name,

URL or page number, and software version (if applicable).

Requesting Technical Support

Technical product support is available through the Juniper Networks Technical Assistance Center (JTAC).
If you are a customer with an active Juniper Care or Partner Support Services support contract, or are


https://www.juniper.net/documentation/index.html
https://www.juniper.net/documentation/index.html
mailto:techpubs-comments@juniper.net?subject=

covered under warranty, and need post-sales technical support, you can access our tools and resources
online or open a case with JTAC.

e JTAC policies—For a complete understanding of our JTAC procedures and policies, review the JTAC User
Guide located at https://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

e Product warranties—For product warranty information, visit https://www.juniper.net/support/warranty/.

e JTAC hours of operation—The JTAC centers have resources available 24 hours a day, 7 days a week,
365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online self-service portal called
the Customer Support Center (CSC) that provides you with the following features:

e Find CSC offerings: https://www.juniper.net/customers/support/

e Search for known bugs: https://prsearch.juniper.net/

e Find product documentation: https://www.juniper.net/documentation/

¢ Find solutions and answer questions using our Knowledge Base: https://kb.juniper.net/

e Download the latest versions of software and review release notes:
https://www.juniper.net/customers/csc/software/

e Search technical bulletins for relevant hardware and software notifications:
https://kb.juniper.net/InfoCenter/

e Join and participate in the Juniper Networks Community Forum:
https://www.juniper.net/company/communities/

e Create a service request online: https://myjuniper.juniper.net
To verify service entitlement by product serial number, use our Serial Number Entitlement (SNE) Tool:

https://entitlementsearch.juniper.net/entitlementsearch/

Creating a Service Request with JTAC

You can create a service request with JTAC on the Web or by telephone.
e Visit https://myjuniper.juniper.net.
e Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).

For international or direct-dial options in countries without toll-free numbers, see
https://support.juniper.net/support/requesting-support/.


https://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf
https://www.juniper.net/support/warranty/
https://www.juniper.net/customers/support/
https://prsearch.juniper.net/
https://www.juniper.net/documentation/
https://kb.juniper.net/
https://www.juniper.net/customers/csc/software/
https://kb.juniper.net/InfoCenter/
https://www.juniper.net/company/communities/
https://myjuniper.juniper.net
https://entitlementsearch.juniper.net/entitlementsearch/
https://myjuniper.juniper.net
https://support.juniper.net/support/requesting-support/
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Junos Space Fabric Architecture

To support the rapid growth in network size, Junos Space is designed to be highly scalable. You can cluster
multiple Junos Space appliances to create a single management fabric, which is accessible from a single
virtual IP (VIP) address.

All graphical user interface (GUI) and northbound interface (NBI) clients use the Junos Space VIP address
to connect to the Junos Space fabric. The fabric incorporates a front-end load balancer that distributes
client sessions across all the active Junos Space nodes within the fabric. You can increase or decrease the
fabric by simply adding or deleting nodes to or from the Junos Space Network Management Platform user
interface, and the Junos Space system automatically starts applications and services on the active nodes.
Each node in the cluster is fully utilized and all nodes work together to provide automated resource
management and service availability.

A Junos Space fabric architecture comprising multiple appliances eliminates any single point of failure.
When a node in the fabric goes down, all client sessions and device connections currently served by that
node are automatically migrated to the active nodes in the fabric without any user-initiated action.

‘ Junos Space Fabric Deployment Overview | 11

Junos Space Fabric Deployment Overview

You can install and deploy Junos Space Hardware Appliances (JA2500), Junos Space Virtual Appliances,
or both to form a fabric. Each appliance in the fabric is called a node. All nodes in the fabric work together
as a cluster of Junos Space instances running in active-active configuration (that is, all nodes are active in
the cluster).

Figure 1 on page 12 displays how a Junos Space fabric employs a software load balancer to distribute
HTTP sessions across the nodes to ensure that the load presented by the Junos Space Network Management
Platform user interface and NBI clients is equally distributed within the fabric.



Figure 1: Clients Using a Single Virtual IP Address to Access the Junos Space Fabric
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A Junos Space fabric of appliances provides scalability and ensures high availability of your management
platform. The fabric provides an N+1 redundancy solution where the failure of a single node in the fabric
does not affect the functioning of the fabric. When a node in the fabric fails, the sessions of the clients
accessing Junos Space from the user interface automatically migrate away from the failed node. Similarly,
managed devices that were connected to the failed node are automatically reconnected with another
functioning node in the fabric.

Deploying a Junos Space Hardware Appliance

When you power on the Junos Space Hardware Appliance and log in to the CLI console, you can view a
menu-driven command-line interface to specify the initial configuration of the appliance.

You need to specify the following parameters:

o |P address and subnet mask for the “ethQ” interface

¢ Virtual IP address (when you configure the first node in the cluster) to access the Junos Space user
interface from Web browsers. The IP address should be in the same subnet as the IP address assigned
to the “ethQ” interface.

e |IP address of the default gateway
¢ |P address of the name server

o |P address and subnet mask for the “eth3” interface if you choose to manage devices on a different
Ethernet interface (see Figure 3 on page 15).

o Whether the appliance will be added to an existing cluster. Choose “n” to add the first node to a new

“, n

cluster and choose “y” to add subsequent nodes to the cluster.
e NTP server settings with which to synchronize the appliance’s time

e Maintenance mode user ID and password

NOTE: Ensure that you remember the Maintenance mode user ID and password. These details
are required when you upgrade software and restore databases.



Refer to the JA2500 Junos Space Appliance Quick Start Guide for detailed instructions on how to configure
the hardware appliance during initial deployment.

Deploying a Junos Space Virtual Appliance

The Junos Space Virtual Appliance is stored in the open virtual appliance (OVA) format and is packaged
as an *.ova file, which is a single folder that contains all the files of the Junos Space Virtual Appliance. OVA
is not a bootable format and you must deploy each Junos Space Virtual Appliance to a hosted ESX or ESXi
server before you can run the Junos Space Virtual Appliance.

You can deploy a Junos Space Virtual Appliance on a VMware ESX server version 4.0 or later or VMware
ESXi server version 4.0 or later. After the Junos Space Virtual Appliance is deployed, you can use the
VMware vSphere client that is connected to the VMware ESX (or VMware ESXi) server to configure the
Junos Space Virtual Appliance. You can deploy Junos Space Virtual Appliance 14.1R2.0 and later on
gemu-kvm Release 0.12.1.2-2/448.el6. You must deploy and configure the Junos Space Virtual Appliance
on a KVM server by using the Virtual Machine Manager (VMM) client.

The CPU, RAM, and disk space provided by the VMware ESX server or KVM server must meet or exceed
the documented CPU, RAM, and disk space requirements for deploying a Junos Space Virtual Appliance.
In addition, we recommend that, for a multinode fabric, you deploy the first and second virtual appliances
on separate servers to ensure failover support.

The distributed Junos Space Virtual Appliance files are created with 135 GB of disk space. If you create a
multinode cluster, ensure that the first and second nodes that you deploy should contain the same amount
of disk space. When the disk resources are used beyond 80% capacity, add sufficient disk space (more
than 10 GB) to the disk partitions.

When you log in to the console of the VMware vSphere client or VMM client, you need to specify the
same parameters used to deploy a hardware appliance. Refer to the Junos Space Virtual Appliance Deployment
and Configuration Guide for detailed instructions on how to configure the virtual appliance during initial
deployment.

Basic Requirements for a Fabric Deployment

When you deploy multiple appliances to create a Junos Space fabric, each appliance in the fabric uses the
ethO interface for all internode communication within the fabric. On each appliance, you can choose to
use a separate interface (eth3) for all communication between the appliance and managed devices, as
shown in Figure 3 on page 15.



The following are required when you deploy a Junos Space fabric:

e You must be able to ping the default gateway IP address, or else the fabric will not form correctly.

e The IP addresses assigned to the ethO interface on the first two appliances in the fabric must be in the
same subnet.

e The virtual IP address configured on the first appliance in the fabric must be in the same subnet as the
ethO interface on the first two appliances.

e Multicast packets must be routable among all nodes because JBoss cluster-member discovery uses
multicast routing.

o If you are deploying a fabric of virtual appliances, we recommend that the first and second appliances
added to the fabric be hosted on a separate VMware ESX or ESXI server to ensure failover support.

e All appliances in the fabric must use the same external NTP source to ensure consistent time setting
across all appliances in the fabric You must specify the NTP source on each appliance before adding the
appliance to the fabric.

¢ All nodes in the fabric are running the same version of the software.

Configuring Network Connectivity for a Junos Space Fabric

A Junos Space appliance (hardware or virtual) has four RJ45 10/100/1000 Ethernet interfaces that are
named ethO, eth1, eth2, and eth3. When deploying the appliance, you need to ensure that it has IP
connectivity with the following:

e Devices in your managed network

e Desktops, laptops, and workstations from which Junos Space users access the Junos Space user interface
as well as external systems hosting NBI clients

e Other appliances that form a Junos Space fabric along with this appliance

Junos Space allows you to use two of the four Ethernet interfaces: ethO and eth3. The other two Ethernet
interfaces are reserved for future use. You can choose one of the following two options for configuring
interfaces for IP connectivity:

e Use the ethO interface for all network connectivity of the appliance, as shown in Figure 2 on page 15.



Figure 2: Using a Single Ethernet Interface for All IP Connectivity
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e Use the ethO interface for network connectivity with Junos Space user interface clients and other
appliances in the same fabric, and use the eth3 interface for network connectivity with managed devices,
as shown in Figure 3 on page 15.

Figure 3: Using Two Interfaces for IP Connectivity
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Adding Nodes to a Junos Space Fabric

You must be assigned the System Administrator user role to be able to add nodes to a Junos Space fabric.
You add nodes to a Junos Space fabric from the Add Fabric Node page (Network Management Platform
> Administration > Fabric > Add Fabric Node). To add a node to a fabric, you specify the IP address assigned
to the ethO interface of the new node, a name for the new node, and (optionally) a scheduled date and
time to add the node to the fabric. Junos Space software automatically handles all necessary configuration
changes to add the node to the fabric. After the new node is added to the fabric, you can monitor the
status of the node from the Fabric page (Network Management Platform > Administration > Fabric).

For complete information about adding nodes to a fabric, see the Adding a Node to an Existing Junos Space
Fabric topic (in the Junos Space Network Management Platform Workspaces User Guide).

Junos Space Fabric Architecture | 11
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Installing and Upgrading Junos Space Software
Overview

IN THIS SECTION

Installing Junos Space Applications | 18
Upgrading Junos Space Applications | 19
Upgrading Junos Space Network Management Platform | 20

Uninstalling Junos Space Applications | 21

The following sections describe the primary software administration tasks for the Junos Space Network
Management Platform and Junos Space applications:

CAUTION: Do not modify the filename of the software image that you download from
A the Juniper Networks support site. If you modify the filename, the installation or
upgrade fails.

NOTE: Juniper Networks devices require a license to activate the feature. To understand more
about Junos Space Network Management Platform Licenses, see, Licenses for Network
Management. Please refer to the Licensing Guide for general information about License
Management. Please refer to the product Data Sheets for further details, or contact your Juniper
Account Team or Juniper Partner.

Installing Junos Space Applications

Before installing an application, verify that the application is compatible with the Junos Space Network
Management Platform. For more information about application compatibility, see the Knowledge Base
article KB27572 at https://kb.juniper.net/InfoCenter/index?page=content&id=KB27572.


https://www.juniper.net/documentation/en_US/release-independent/licensing/topics/topic-map/licenses-network-management.html
https://www.juniper.net/documentation/en_US/release-independent/licensing/topics/topic-map/licenses-network-management.html
https://kb.juniper.net/InfoCenter/index?page=content&id=KB27572

You can upload an application image file to Junos Space from the Add Application page ( Administration
> Applications > Add Application). You can upload an application image file by using HTTP (Upload via
HTTP) option or Secure Copy Protocol (SCP) (Upload via SCP) option. We recommend that you upload
the file by using SCP, which initiates a direct transfer from an SCP server to Junos Space and is performed
as a back-end job. If you choose to upload the file using SCP, you must first make the image file available
on an SCP server that Junos Space can access. You must also provide the IP address of the SCP server
and the login credentials needed to access this SCP server. The main advantage of using SCP is that your
user interface is not blocked while the file transfer is in progress, and you can monitor the progress of the
file transfer from the Jobs workspace.

NOTE: A Junos Space node can also be used as an SCP server. To do this, copy the application
image file (using SCP or SSH FTP [SFTP]) to the /tmp/ directory on the Junos Space node, and
in the Upload Software via SCP dialog box specify the credentials (username and password), the
IP address of the Junos Space node, the CLI credentials, and the file path for the software image.

After the image file for the application is uploaded successfully, you can view the application from the Add
Application page. You can then select the application file and click the Install button to install the application.
The application installation process does not cause any downtime for the Junos Space Network Management
Platform or any applications installed on Junos Space. Junos Space Network Management Platform ensures
that the application is installed on all nodes in the Junos Space fabric and access to the application is load
balanced across all nodes in the Junos Space fabric.

For more information about installing Junos Space applications, see the Managing Junos Space Applications
Overview topic (in the Junos Space Network Management Platform Workspaces User Guide).

Upgrading Junos Space Applications

You can easily upgrade a Junos Space application from the Junos Space Platform Ul. You must download
the image file for the new version of the application, navigate to the Applications page ( Administration
> Applications), right-click the application that you want to upgrade, and select Upgrade Application to
upload the image file into Junos Space through HTTP or SCP. We recommend that you use the SCP option,
which initiates a direct transfer from an SCP server to Junos Space. After the image file is uploaded, select
the uploaded file and click the Upgrade button to start the upgrade process. If you perform the upgrade
by using SCP, then the upgrade process is executed as a back-end job by the Junos Space Network
Management Platform, and you can monitor the progress of the upgrade from the Jobs workspace. An
application upgrade does not cause downtime for the Junos Space Network Management Platform or
other applications that are hosted by Junos Space.

For more information about upgrading Junos Space applications, see the Managing Junos Space Applications
Overview topic (in the Junos Space Network Management Platform Workspaces User Guide).



Upgrading Junos Space Network Management Platform

Juniper Networks typically produces two major releases of the Junos Space Network Management Platform
per year. In addition, one or more patch releases might accompany each major release. You can upgrade
to a newer Junos Space Platform release by performing a few simple steps from the user interface in your
current Junos Space Platform.

NOTE: If you are upgrading to Junos Space Platform Release 16.1R1 or 16.1R2, follow the
procedure outlined in the topic Upgrading to Junos Space Network Management Platform Release
16.1R1 in the Workspaces User Guide.

WARNING: Upgrading to a new Junos Space Network Management Platform version

A might disable functionality and the ability to use the installed Junos Space applications.
Before you upgrade the Junos Space Network Management Platform, take inventory
of the applications installed. If Junos Space Network Management Platform is upgraded
and a compatible application is not available, the installed application is deactivated
and cannot be used until a compatible application has been released.

If you are upgrading Junos Space Platform to releases other than Junos Space Platform Release 16.1R1,
the workflow for performing the upgrade is similar to that of installing an application. After you download
the required image file, (.img extension) from the Juniper Networks software download site, navigate to
the Applications page ( Administration > Applications), right-click the image file, and select Upgrade
Platform to upload the image file into Junos Space through HTTP or SCP. We recommend that you use
the SCP option, which initiates a direct transfer from an SCP server to Junos Space and is performed as a
back-end job. If you choose the SCP option, you must first make the image file available on an SCP server
that Junos Space can access. After the image file is uploaded, select the uploaded file, and click the Upgrade
button to start the upgrade process. The Network Management Platform upgrade forces the system into
Maintenance mode, which requires that you enter the Maintenance mode username and password to
proceed with the upgrade.

During the Junos Space Network Management Platform upgrade process, all the data in the Junos Space
database is migrated to the new schema that is part of the new Junos Space release. The upgrade process
also seamlessly upgrades all nodes in the fabric. The upgrade process requires a restart of JBoss application
servers on all nodes and might also require a reboot of all the nodes if the OS packages are also upgraded.
The time required for the upgrade depends on a number of factors, including the amount of data being
migrated, the number of nodes in the fabric, and the number of third-party components upgraded. You
should expect an average downtime of 30 to 45 minutes for upgrade of a single-node fabric, and
approximately 45 to 60 minutes for upgrade of a two-node fabric.



NOTE: You can use this workflow to upgrade to Release 18.1 from Release 17.2 or Release
17.1.If you are upgrading to Release 18.1 from a release earlier than 16.1, you must first upgrade
the installation to Release 16.1 and then, upgrade to Release 17.1 or Release 17.2. You must
perform multistep upgrades if a direct upgrade is not supported between the version from which
you want to upgrade and the version to which you want to upgrade. For detailed information
about the releases from which Junos Space Platform can be upgraded, see the Junos Space
Network Management Platform Release Notes.

Before you upgrade Junos Space Platform to Release 18.1, ensure that the time on all Junos
Space nodes is synchronized. For information about synchronizing time on Junos Space nodes,
see Synchronizing Time Across Junos Space Nodes.

For more information about upgrading the Junos Space Network Management Platform, see the Upgrading
Junos Space Network Management Platform Overview topic in the Junos Space Network Management Platform
Workspaces User Guide.

Uninstalling Junos Space Applications

To uninstall a Junos Space application, navigate to the Applications page ( Administration > Applications),
right-click the application that you want to uninstall, and select Uninstall Application. You are prompted
to confirm the uninstallation process. Upon confirmation, the uninstallation process for the application is
executed as a back-end job by Junos Space. You can monitor the progress of the job from the Job
Management page (Jobs > Job Management). The uninstallation process does not cause downtime for
Junos Space Network Management Platform or other applications hosted by Junos Space Network
Management Platform.

For more information about uninstalling Junos Space applications, see the Uninstalling a Junos Space
Application topic in the Junos Space Network Management Platform Workspaces User Guide).

Junos Space License Installation Overview
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Junos Space Applications Supported on the Junos
Space Platform

A number of high-level applications are available for Junos Space Network Management Platform. You
can install these applications to simplify network operations, scale services, automate support, and open
the network to new business opportunities.

The Junos Space Network Management Platform is a multitenant platform that enables you to install
hot-pluggable applications. Junos Space automatically deploys the installed applications across the fabric.
You can install, upgrade, and remove applications without disrupting or causing any downtime for the
Junos Space Network Management Platform or other hosted applications.

The following applications are currently available for Junos Space Network Management Platform:

e Junos Space Log Director-Enables log collection across SRX Series Services Gateways and enables log
visualization

e Junos Space Network Director-Enables unified management of Juniper Networks EX Series Ethernet
Switches, EX Series Ethernet switches with ELS support, QFX Series switches, QFabric, wireless LAN
devices, and VMware vCenter devices in your network

e Junos Space Security Director -Allows you to secure your network by creating and publishing firewall
policies, IPsec VPNs, network address translation (NAT) policies, intrusion prevention system (IPS)
policies, and application firewalls

o Junos Space Services Activation Director-Collection of the following applications that facilitate automated
design and provisioning of Layer 2 VPN and Layer 3 VPN services, configuration of QoS profiles, validation
and monitoring of service performance, and management of synchronization:

o Network Activate

e Junos Space OAM Insight

e Junos Space QoS Design

e Junos Space Transport Activate

e Junos Space Sync Design

e Junos Space Service Automation-End-to-end solution designed to streamline operations and enable
proactive network management for Junos OS devices. The Service Automation solution consists of the
following:

e Junos Space Service Now

e Junos Space Service Insight



o Advanced Insight Scripts (Al-Scripts)

e Junos Space Virtual Director-Enables the provisioning, bootstrapping, monitoring, and lifecycle
management of a variety of Juniper virtual appliances and related virtual security solutions

NOTE: For information about the Junos Space applications supported for a specific version of
the Junos Space Network Management Platform, see the Knowledge Base article KB27572 at
https://kb.juniper.net/InfoCenter/index?page=content&id=KB27572.
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DMI Schema Overview

Each device type is described by a unique data model that contains all the configuration data for that
device. The schemas for this data model list all the possible fields and attributes for a type of device. The
newer schemas describe the new features associated with recent device releases.

Junos Space Network Management Platform provides support for managing devices based on Device
Management Interface (DMI) schema.

You must load all your device schemas into Junos Space Network Management Platform; otherwise, only
a default schema is applied when you try to edit a device configuration using the device configuration edit
action in the Devices workspace (as described in Modifying the Configuration on the Device in the Junos
Space Network Management Platform Workspaces User Guide).

If the Junos Space Network Management Platform contains exactly the right schema for each of your
devices, you can access all the configuration options specific to each device. You can add or update schemas
for all Junos Space devices from the Administration workspace (Administration > DMI Schemas) workspace.
You can use this workspace to check whether a schema for a device is missing. On the Manage DMI
Schemas page, in tabular view, the DMI Schema column displays Need Import if the Junos OS schema for
that particular device OS is not bundled with the Junos Space Network Management Platform. Then you
need to download the schema from the Juniper Schema Repository.

For complete information about managing DMI schema , see the DMI Schema Management Overview topic
(in the Junos Space Network Management Platform Workspaces User Guide).


https://kb.juniper.net/InfoCenter/index?page=content&id=KB27572
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Backing Up the Junos Space Platform Database

You must back up the Junos Space database regularly so that you are able to roll back the system data to
a previously known point. You can create a backup schedule on the Database Backup and Restore page
in the Administration workspace (Network Management Platform > Administration > Database Backup
and Restore). You can store the backup file on the local file system of the Junos Space appliance, or on a
remote server by using the Secure Copy Protocol (SCP).

NOTE: We recommend that you back up files on a remote server because this ensures that the
backup files are available even if an error occurs on the appliance. In addition, if you back up
files remotely instead of locally, you ensure optimal use of the disk space on the Junos Space
appliance.

To perform remote backups, you must set up a remote server that can be accessed through the SCP and
that has its IP address and credentials available. We recommend that you have a separate partition on this
server to store Junos Space backups and that you provide the full path of this partition in the Junos Space
user interface when you set up the backup schedule. You can also specify the start date and time for the
first backup, the recurrence interval required (hourly, daily, weekly, monthly, or yearly), and the date and
time of the last backup (if required). In most cases, we recommend that you back up the database daily.
You can customize the backup frequency based on the needs of your organization and the amount of
change that occurs in the network. In addition, you can schedule backups to run automatically when the
system usage is low. Creating a backup schedule ensures that database backups occur at the scheduled
time and at the scheduled recurrence intervals. You can also perform database backups on demand from
the Database Backup and Restore page, in the Administration workspace (Network Management Platform
> Administration > Database Backup and Restore), by clearing the check boxes that control the time of
occurrence and recurrence intervals.

Whether scheduled or performed on demand, each successful backup generates an entry that is available
on the Database Backup and Restore page. You can select the database backup entry and select the
Restore From Remote File action to restore the system data to the selected backup.



NOTE: Performing a database restore action causes a downtime in your Junos Space fabric,
which goes into Maintenance mode to restore the database from the chosen backup and then
waits for the application servers to be restarted.

For complete information about performing backup and restore operations for the Junos Space Network
Management Platform, see the Backing Up and Restoring the Database Overview and Backing Up the Junos
Space Network Management Platform Database topics (in the Junos Space Network Management Platform
Workspaces User Guide).
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Junos Space Network Management Platform provides a robust user access control mechanism system
that you use to enforce appropriate access policies on the Junos Space system through your Junos Space
administrators. In Junos Space, administrators can serve different functional roles. A CLI administrator
installs and configures Junos Space appliances. A Maintenance-mode administrator performs system-level
tasks, such as troubleshooting and database restoration operations. After the appliances are installed and



configured, you can create users and assign roles that allow these users to access the Junos Space Platform

workspaces and manage the applications, users, devices, services, customers, and so forth.

Table 3 on page 26 shows the Junos Space administrators and the tasks that can be performed.

Table 3: Junos Space Administrators

Junos Space Administrator Description
Function
CLI administrator An administrator responsible for

setting up and managing system
settings for Junos Space appliances
from the serial console

The CLI administrator name is admin.

The CLI administrator password can
be changed from the console system
settings menu.

Maintenance-mode administrator An administrator responsible for
performing system-level maintenance
on Junos Space Network Management
Platform

The Maintenance-mode administrator
name is maintenance.

The Maintenance-mode password is
configured from the serial console
when you first configure a Junos
Space appliance.

Junos Space user interface users A Junos Space user that is assigned
one or more predefined roles. Each
role assigned to a user provides
specific access and management
privileges on the objects (applications,
devices, users, jobs, services, and
customers) available from a workspace
in the Junos Space user interface.

Tasks

o Install and configure basic settings
for Junos Space appliances.

e Change network and system
settings for appliances, for example:

o Change the CLI administrator
password.

o Modify routing parameters.
o Modify DNS server settings.

o Change time zone and NTP
server settings.

o Expand the VM drive size (Junos
Space Virtual Appliances only).

o Retrieve log files for
troubleshooting.

e Restore Junos Space Network
Management Platform to its
previous state by using a database
backup file.

e Shut down Junos Space nodes by
entering Maintenance mode.

e Retrieve log files for
troubleshooting.

e Exit Maintenance mode and
explicitly start up the Junos Space
system.

For more information about the
predefined roles that can be assigned
to a Junos Space user, see
“Configuring User Access Controls
Overview” on page 25.



You can configure user access control by:

o Deciding how users will be authenticated and authorized to access Junos Space Platform

o Segregating users based on the system functionality they are allowed to access. You can assign a different
set of roles to different users. Junos Space Network Management Platform includes more than 25
predefined user roles and allows you to create custom roles that are based on the needs of your
organization. When a user logs in to Junos Space, the workspaces that the user can access and the tasks
that they can perform are determined by the roles that have been assigned to that particular user account.

o Segregating users based on the domains that they are allowed to access. You can use the Domains
feature in Junos Space to assign users and devices to the global domain and create subdomains, and
then assign users to one or more of these domains. A domain is a logical grouping of objects, which can
include devices, templates, users, and so on. When a user logs in to Junos Space, the set of objects that
they are allowed to see is based on the domains to which that user account has been assigned.

You can use multiple domains to separate large, geographically distant systems into smaller, more
manageable sections and control administrative access to individual systems. You can assign domain
administrators or users to manage devices and objects that are assigned to their domains. You can design
the domain hierarchy in such a way that a user assigned to one domain need not necessarily have access
to objects in another domain. You can even restrict users assigned to a domain from viewing objects
that are in the parent domain (in Junos Space Release 13.3, from viewing the objects in the global domain).

For example, a small organization might have only one domain (the global domain) for their entire network,
whereas a large, international organization might have several subdomains within the global domain to
represent each of its regional office networks across the world.

The following sections describe how to configure a user access control mechanism:

Authentication and Authorization Mode

The first decision to be made is regarding the mode of authentication and authorization that you want.
The default mode in Junos Space is local authentication and authorization, which means that you must
create user accounts in the Junos Space database with a valid password and assign a set of roles assigned
to those accounts. User sessions are authenticated based on this password, and the set of roles assigned
to the user account determine the set of tasks the user can perform.

If your organization relies on a set of centralized authentication, authorization, and accounting (AAA)
servers, you can configure Junos Space to work with these servers by navigating to the Authentication
Servers page in the Administration workspace (Network Management Platform > Administration).



NOTE:
e You must have Super Administrator or System Administrator privileges to configure Junos
Space to work with these servers.

e You need to know the IP addresses, port numbers, and shared secrets of the remote AAA
servers for configuring Junos Space to access them. We recommend that you use the
Connection button to test the connection between Junos Space and the AAA server as soon
as you add the server in Junos Space. This immediately lets you know whether there is any
problem with the configured IP address, port, or credentials.

e You can configure an ordered list of AAA servers. Junos Space contacts them in the order you
configured; the second server is contacted only if the first one is unreachable, and so on.

e You can configure RADIUS or TACACS+ servers over Password Authentication Protocol (PAP)
or Challenge Handshake Authentication Protocol (CHAP). You are allowed to have a mix of
RADIUS and TACACS+ servers in the ordered list of AAA servers that Junos Space maintains.

e There are two modes of remote authentication and authorization: remote-only and remote-local.

o remote-only—Authentication and authorization are performed by a set of remote AAA servers
(RADIUS or TACACS+).

o remote-local—In this case, when a user is not configured on the remote authentication servers,
when the servers are unreachable, or when the remote servers deny the user access, then
the local password is used if such a local user exists in the Junos Space database.

If you are using remote-only mode, you do not have to create any local user accounts in Junos Space.
Instead, you must create user accounts in the AAA servers that you use and associate a remote profile
name to each user account. A remote profile is a collection of roles that define the set of functions that a
user is allowed to perform in Junos Space. You create the remote profiles in Junos Space. For more
information about remote profiles, see “Remote Profiles” on page 30. Remote profile names can be
configured as a vendor-specific attribute (VSA) in RADIUS and as an attribute-value pair (AVP) in TACACS+.
When an AAA server successfully authenticates a user session, the remote profile name is included in the
response message that is sent back to Junos Space. Junos Space looks up the remote profile based on this
remote profile name and determines the set of functions that the user is allowed to perform.

Even in the case of remote-only mode, you might want to create local user accounts in Junos Space in
either of the following cases:

e You want to ensure that a user is allowed to log in to Junos Space even if all the AAA servers are down.
In this case, if a local user account exists in the Junos Space database, the user session is authenticated
and authorized based on the local data. You might choose to do this for a few important user accounts
for whom you want to ensure access even in this scenario.

e You want to use device partitions to partition a device into subgroups and assign these subobjects to
different users. You use device partitions to share the physical interfaces, logical interfaces, and physical



inventory elements across multiple subdomains. Device partitions are supported only on M Series and
MX Series routers. For more information, see the Creating Device Partitions topic in the Junos Space
Network Management Platform Workspaces User Guide.

For more information about user authentication, see the Junos Space Authentication Modes Overview topic
(in the Junos Space Network Management Platform Workspaces User Guide).

Certificate-Based and Certificate Parameter-Based Authentication

Junos Space Network Management Platform supports certificate-based and certificate parameter-based
authentication for a user. Starting from Release 15.2R1, you can also authenticate users in certificate
parameter-based authentication mode. With certificate-based and certificate parameter-based
authentication, instead of authenticating a user based on the user’s credentials, you can authenticate a
user based on the user’s certificate and certificate parameters. These authentication modes are considered
more secure than password-based authentication. With certificate parameter-based authentication, you
can define a maximum of four parameters that are authenticated during the log in process. Certificate-based
and certificate parameter-based authentication over an SSL connection can be used to authenticate and
authorize sessions among various servers and users. These certificates can be stored on a smart card, a
USB drive, or a computer’s hard drive. The users typically swipe their smart card to log in to the system
without entering their username and password.

For more information about certificate-based and certificate parameter-based authentication, see the
Certificate Management Overview topic in the Junos Space Network Management Platform Workspaces
Feature Guide.

User Roles

When configuring Junos Space, you must decide how you want to segregate users based on the system
functionality that users are allowed to access. You do this by assigning a different set of roles to different
users. A role defines a collection of workspaces that a Junos Space user is allowed to access and a set of
actions that the user is allowed to perform within each workspace. To evaluate the predefined user roles
that the Junos Space Network Management Platform supports, navigate to the Roles page (Network
Management Platform > Role Based Access Control > Roles). In addition, every Junos Space application
thatis installed on the Junos Space Network Management Platform has its own predefined user roles. The
Roles page lists all existing Junos Space application roles, their descriptions, and the tasks that are included
in each role.

If the default user roles do not meet your needs, you can configure custom roles by navigating to the
Create Role page (Network Management Platform > Role Based Access Control > Roles > Create Role).



To create a role, you select the workspaces that a user with this role is allowed to access, and for each
workspace, choose the set of tasks that the user can perform from that workspace.

NOTE: You might need to go through several iterations of creating user roles to arrive at the
optimal set of user roles that your organization needs.

After the user roles are defined, they can be assigned to various user accounts (in the case of local user
accounts created in Junos Space) or assigned to remote profiles to be used for remote authorization.

For more information about configuring user roles, see the Role-Based Access Control Overview topic (in
the Junos Space Network Management Platform Workspaces User Guide).

Remote Profiles

Remote profiles are used in the case of remote authorization. A remote profile is a collection of roles
defining the set of functions that a user is allowed to perform in Junos Space. There are no remote profiles
created by default, and you need to create them by navigating to the Create Remote Profile page (Network
Management Platform > Role Based Access Control > Remote Profiles > Create Remote Profile). When
creating a remote profile, you need to select one or more roles that belong to it. Then you can configure
the name of the remote profile for one or more user accounts in the remote AAA servers.

When an AAA server successfully authenticates a user session, the AAA server includes the configured
remote profile name for that user in the response message that comes back to Junos Space. Junos Space
looks up the remote profile based on this name and determines the set of roles for the user. Junos Space
then uses this information to control the set of workspaces the user can access and the tasks the user is
allowed to perform.

NOTE: If you decide to use local authorization along with remote authentication, you do not
need to configure any remote profiles. In this case, you must create local user accounts and
assign roles to these user accounts. The configured AAA servers perform authentication, and
for each authenticated session, Junos Space performs the authorization based on the roles
configured locally for the user account in the database.

For more information about creating remote profiles, see the Creating a Remote Profile topic (in the Junos
Space Network Management Platform Workspaces User Guide).



Domains

You can add, modify, or delete a domain from the Domains page (Role Based Access Control > Domains).
This page is accessible only when you are logged in to the global domain, which means that you can add,
modify, or delete a domain only from the global domain. By default, any domain you create is added under
the global domain. When you add a domain, you can choose to allow users in this domain to have read-only
access to the parent domain. If you choose to do so, then all users in the subdomain can view objects of

the parent domain in read-only mode.

NOTE: Only two levels of hierarchy are supported: the global domain and any other domains
that you might add under the global domain.

For more information about managing domains, see the Domains Overview topic (in the Junos Space Network
Management Platform Workspaces User Guide).

User Accounts

You need to create user accounts in Junos Space in the following cases:

e To perform local authentication and authorization—You create user accounts in Junos Space. Each user
account must contain a valid password and a set of user roles. To create user accounts, navigate to the
Create User page (Network Management Platform > Role Based Access Control> User Accounts >
Create User).

o To perform remote authentication and local authorization—You create a user account for each user of
the system and ensure that a set of roles is assigned to each user account. It is not mandatory to enter
a password for the user accounts because authentication is performed remotely.

e To perform remote authentication and authorization and allow certain users to be able to access Junos
Space even if all AAA servers are down or are not reachable from Junos Space—You create local user
accounts for these users with a valid password. The system forces you to configure at least one role for
these users. However, authorization is performed based on the remote profile name that the AAA server
provides.

o To perform remote authentication and authorization but also override remote authentication failures
for specified users and allow them to access Junos Space— A typical scenario would be when you need
to create a new Junos Space user but do not have immediate access to configure the user on the remote



AAA servers. You must create local user accounts for such users with a valid password and a valid set
of roles.

e To perform remote authentication and authorization but also segregate devices among users based on
domains—Because domains must be assigned to user objects in Junos Space, you must create remote
profiles in Junos Space and assign roles and domains to those profiles.

NOTE: If you decide to use local authorization along with remote authentication, you do not
need to configure any remote profiles. In this case, you must create local user accounts and
assign roles to these user accounts. The configured AAA servers perform authentication, and
for each authenticated session, Junos Space performs the authorization based on the roles
configured locally for the user account in the database.

NOTE: Junos Space enforces certain rules for valid passwords. You configure these rules as part
of the Network Management Platform settings from the Applications page (Network Management
Platform > Administration > Applications). Right-click the application and select Modify
Application Settings. Then select Password on the left side of the window. On the subsequent
page, you can view and modify the current settings.

For more information about creating user accounts, see the Creating Users in Junos Space Network
Management Platform topic (in the Junos Space Network Management Platform Workspaces User Guide).

Device Partitions

You can partition a device from the Devices page (Network Management Platform > Devices > Device
Management). You can partition a device into subgroups and then assign these subobjects to different
users by assigning the partitions to different domains. Only one partition of a device can be assigned to a
domain.

NOTE: Device partitions are supported only on M Series and MX Series routers.

For more information about device partitions, see the Creating Device Partitions topic (in the Junos Space
Network Management Platform Workspaces User Guide).
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15.2R1 Starting from Release 15.2R1, you can also authenticate users in certificate
parameter-based authentication mode.
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When using Junos Space to manage your network, you must first discover the devices in your network
through a device discovery profile, add these devices to the Junos Space Platform database, and allow the
devices to be managed by Junos Space Platform. When devices are successfully discovered and managed
by Junos Space Platform, the following actions occur:

¢ A dedicated Device Management Interface (DMI) session is established between Junos Space and each
device. This DMI session typically rides on top of an SSHv2 connection with the device. For devices
running the export version of Junos OS (ww Junos OS devices), DMI uses a Telnet connection through
the wwadapter. The DMI session is maintained till the device is deleted from Junos Space, which means
that the session is reestablished in case of transient network problems, device reboots, Junos Space
restarts, and so forth.

¢ When the network itself is the system of record (NSOR), Junos Space imports the complete configuration
and inventory of the device into its own database. To keep device information current, Junos Space
listens to system log events raised by the device that indicate device configuration or inventory changes,
and Junos Space automatically resynchronizes its database with the latest information from the device.
When the Junos Space Network Management Platform is the system of record (SSOR), Junos Space
reflects the changes on the device, but a Junos Space user with appropriate user privileges must resolve
out-of-band changes.

e By default, Junos Space adds itself as an SNMP trap destination by automatically inserting the appropriate
SNMP configuration on the device during device discovery; however, you can disable this behavior from
the Network Management Platform > Administration > Applications Network Management Platform
> Modify Application Settings page.

¢ Junos Space uses SNMP polling to collect key performance indicators (KPIs) from the devices. To enable
SNMP polling on managed devices requires that the Network Monitoring feature be turned on.

NOTE: By default, Junos Space Network Monitoring is turned on for all devices.



NOTE: Starting from Release 16.1R1, you can use a NAT server to discover and manage devices
that are outside your Junos Space network and which cannot reach Junos Space Platform. When
you add a NAT configuration on the Administration > Fabric > NAT Configuration page and
forwarding rules on the NAT server, the IP addresses translated through the NAT server are
added to the outbound ssh stanza of the external devices.

The following sections list the device management capabilities of Junos Space Platform:

Discovering Devices

Before you can discover devices into Junos Space, ensure the following:

¢ You know the key details about the devices to discover. You provide this information as input to discover
devices:

o Device details-IP address or hostname of the device or subnet to scan
o Credentials-User ID and password of a user account that has appropriate user privileges on the device

o SNMP Credentials-Community string with read-only access if you are using SNMPv2c or valid SNMPv3
credentials. SNMP credentials are not required if you do not plan to use Junos Space to monitor faults
and performance of managed devices.

e The IP address of the device can be reached from your Junos Space server.

e SSHv2 is enabled on the device (set system services ssh protocol protocol-version v2) and any firewalls
along the way allow Junos Space to connect to the SSH port (default TCP/22) on the device. To discover
devices running the export version of Junos OS, the wwadapter must be installed on Junos Space and
Telnet must be enabled on the device and reachable from Junos Space.

e SNMP port (UDP/161) on the device is accessible from Junos Space, which allows Junos Space to perform
SNMP polling on the device to collect KPI data for performance monitoring.

e SNMP trap port (UDP/162) on Junos Space is accessible from the device, which allows the device to
send SNMP traps to Junos Space for fault management.

Starting from Release 16.1R1, you can create a device discovery profile (in the Devices workspace) to set
preferences for discovering devices. After verifying the prerequisites, you create a device discovery profile
from the Network Management Platform > Devices > Device Discovery Profiles page. The device discovery
profile contains the preferences to discover devices, such as, device targets, probes, authentication details,
SSH credentials, and a schedule at which the profile should be run to discover devices. You can also
manually run the device discovery profile from the Network Management Platform > Devices > Device
Discovery Profiles page. The time required to complete the discovery process depends on multiple factors
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such as the number of devices you are discovering, the size of configuration and inventory data on the
devices, the network bandwidth available between Junos Space and the devices, and so forth.

After your devices are successfully discovered in Junos Space, you can view the devices from the Network
Management Platform > Devices > Device Management page. The Connection Status for the discovered
devices should display “Up” and the managed status should be “In Sync” as shown in Figure 4 on page 37,
which indicates that the DMI session between Junos Space and the device is up and that the configuration
and inventory data in Junos Space is in sync with the data on the device.

Figure 4: Device Management Page
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For complete information about discovering and managing devices, see the Devices workspace
documentation in the Junos Space Network Management Platform Workspaces User Guide.

I Authenticating Devices

Starting from Release 16.1R1, new enhancements to device authentication are introduced. Junos Space

Network Management Platform can authenticate a device by using credentials (username and password),
2048 bit or 4096 bit keys (which uses public-key cryptographic principles such as RSA, DSS, ECDSA), or

the device’s SSH fingerprint. You can choose an authentication mode on the basis of the level of security
needed for the managed device. The authentication mode is displayed in the Authentication Status column
on the Device Management page. You can also change the authentication mode. You need to ensure the
following to use these modes of authentication:



o Credentials-Based-Device login credentials with administrative privileges are configured on the device
before the device connects to Junos Space Platform.

o Key-Based (keys generated by Junos Space Platform)-By default, a Junos Space installation includes an
initial public and private key pair. You can generate a new key pair from the Administration workspace
and upload the Junos Space’s public key to the devices that are to be discovered from the Devices
workspace. Junos Space logs in to these devices through SSH and configures the public key on all the
devices. You need not specify a password during device discovery; you need to specify only the username.

e Custom key-based-A private key and an optional passphrase. You can upload the private key to Junos
Space Platform and use the passphrase to authenticate the private key. You don't need to upload the
private key to devices.

For complete information about device authentication, see the Devices workspace documentation in the
Junos Space Network Management Platform Workspaces User Guide.

Viewing the Device Inventory

Junos Space Platform maintains up-to-date inventory details of all managed devices in the database. This
includes the complete hardware, software, and license inventory of each device as well as details of all
physical and logical interfaces on these devices. You can resynchronize a managed device with the Junos
Space Platform database to fetch the current configuration and inventory details.

You can view and export hardware, software, and license inventory details, and the physical and logical
interfaces of a device from the Junos Space user interface. You can acknowledge the inventory changes
on a device from the Junos Space user interface. For complete information about these tasks, see the
Devices workspace documentation in the Junos Space Network Management Platform Workspaces User
Guide.

Upgrading Device Images

Junos Space Platform can be a central repository for all device OS images and provide workflows to
download and install these images on managed devices. You can upload, stage, and verify the checksum
of device images, and deploy device images and Junos Continuity software packages to a device or multiple
devices of the same device family simultaneously from the Images and Scripts workspace. For complete
information about upgrading device images, see the Images and Scripts workspace documentation in the
Junos Space Network Management Platform Workspaces User Guide.



Release History Table

Release Description

16.1R1 Starting from Release 16.1R1, you can use a NAT server to discover and manage devices
that are outside your Junos Space network and which cannot reach Junos Space Platform.

16.1R1 Starting from Release 16.1R1, you can create a device discovery profile (in the Devices

workspace) to set preferences for discovering devices.

16.1R1 Starting from Release 16.1R1, new enhancements to device authentication are introduced.
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Junos Space Platform maintains an up-to-date database copy of the complete configuration of each
managed device. You can view and modify the device configurations from the Junos Space user interface.
Because a Junos device configuration is described in terms of an XML schema and Junos Space Platform
has access to this schema, Junos Space user interface uses this schema to graphically render the device
configuration. With an up-to-date schema, you can view and configure all configuration options as you
would modify the configuration from the device CLI.

By default, Junos Space Platform operates in the mode where it considers the network as the system of
record (NSOR). In this mode, Junos Space Platform listens to all configuration changes on managed devices
and automatically resynchronizes its database copy with the modified device configuration to reflect the
changes. You can change this to a mode where Junos Space considers itself as the system of record (SSOR).
In this mode, Junos Space Platform does not automatically synchronize its copy of the device configuration
with the modified device configuration when it receives information about out-of-band configuration
changes made on a managed device. Instead, the device is marked as Device Changed and you can view
the changes and decide whether to accept the changes. If you accept the changes, the changes are written
into the Junos Space Platform database copy of the device configuration. If you reject the changes, Junos
Space Platform removes the configuration from the device. For complete information about NSOR and
SSOR modes, see the Devices workspace documentation in the Junos Space Network Management Platform
Workspaces User Guide.

The following sections list the device configuration management capabilities of Junos Space Platform:

Modifying the Device Configuration by Using the Schema-Based
Configuration Editor

You modify the configuration on a single device by using the Schema-based Configuration Editor. To
modify a device configuration on a device, right-click the device listed on the Device Management page
(in the Devices workspace) and select Modify Configuration. You can view the following details:

e Current configuration on the device

e Tree view of the device’s configuration hierarchy. Click and expand this tree to locate the configuration
stanzas of interest. For more information about the configuration options on a device, refer to Junos
OS technical documentation.

e Options to filter the configuration and search for specific configuration options in the tree
e Details of a configuration node when you click the node in the tree

e Options to create, edit, delete, and order entries on the list when you navigate within a configuration
node



e Options to view information about individual parameters (blue information icons), add comments about
individual parameters (yellow comment icons), and activate or deactivate a configuration option

e Options to preview, validate, and deploy the configuration to the device

For complete information about modifying and deploying the configuration by using the Schema-based
Configuration Editor, see the Devices workspace documentation in the Junos Space Network Management
Platform Workspaces User Guide.

Modifying the Device Configuration by Using Device Templates

You may need to create a common configuration change and push it to multiple devices. You can use the
Device Templates feature in Junos Space Platform to create and deploy changes from the Junos Space
user interface. You first create a template definition to restrict the scope of a device template to a specific
device family and Junos OS version. You then create a device template by using the template definition.
You can also create and deploy a configuration by using Quick templates (without using a template
definition). You can validate the templates, view the configuration in multiple formats, and deploy (or
schedule the deployment of) the configuration to multiple devices. For complete information about creating
and deploying a configuration to devices by using device templates, see the Device Templates workspace
documentation in the Junos Space Network Management Platform Workspaces User Guide.

Viewing Configuration Changes

Junos Space Platform tracks all the configuration changes (from the Schema-Based Configuration Editor,
Device Templates feature, Junos Space applications, or the device CLI) made on managed devices. You
can view the list of configuration changes on the device in multiple formats from the Junos Space user
interface. To view the list of configuration changes, right-click the device and select View Configuration
Change Log. Each configuration change log entry includes details such as the timestamp of change, user
who made the change, the configuration change in XML format, whether the change was made from Junos
Space or out-of-band, and also the name of the application or feature that was used to change the
configuration. If you have set up Junos Space Platform as the system of record, out-of-band configuration
changes on a device modify the managed status of the device to Device Changed. You can view and resolve
such out-of-band changes by selecting the device and selecting Resolve Out-of-band Changes. You can
view a list of all out-of-band changes made on the device. You can accept or reject the changes.

For complete information about viewing configuration changes, see the Device Templates workspace
documentation in the Junos Space Network Management Platform Workspaces User Guide.



Backing Up and Restoring Device Configuration Files

Junos Space Platform allows you to maintain multiple versions of device configuration files (running,
candidate, and backup configuration of managed devices) in the Junos Space Platform database. You can
recover device configuration files in case of a system failure and maintain consistent configuration across
multiple devices. You can select and back up the configuration from multiple devices from the Configuration
Files workspace. A separate configuration file is created in the database for each managed device. For
complete information about backing up and restoring device configuration files, see the Configuration
Files workspace documentation in the Junos Space Network Management Platform Workspaces User Guide.
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