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Documentation and Release Notes

To obtain the most current version of all Juniper Networks” technical documentation,
see the product documentation page on the Juniper Networks website at
https://www.juniper.net/documentation/.

If the information in the latest release notes differs from the information in the
documentation, follow the product Release Notes.

Juniper Networks Books publishes books by Juniper Networks engineers and subject
matter experts. These books go beyond the technical documentation to explore the
nuances of network architecture, deployment, and administration. The current list can
be viewed at https://www.juniper.net/books.

Documentation Conventions

Table 1T on page xviii defines notice icons used in this guide.
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Table 1: Notice Icons

Icon Meaning Description

o Informational note Indicates important features or instructions.
g Caution Indicates a situation that might result in loss of data or hardware damage.
% Warning Alerts you to the risk of personal injury or death.
% Laser warning Alerts you to the risk of personal injury from a laser.

Q Tip Indicates helpful information.

Q Best practice Alerts you to a recommended use or implementation.

Table 2 on page xviii defines the text and syntax conventions used in this guide.

Table 2: Text and Syntax Conventions

Convention Description Examples

Bold text like this Represents text that you type. To enter configuration mode, type the
configure command:

user@host> configure

Fixed-width text like this Represents output that appears on the user@host> show chassis alarms

terminal screen. R
No alarms currently active

Italic text like this « Introduces or emphasizes important « Apolicy term is a named structure
new terms. that defines match conditions and

« Identifies guide names. actions.

« Identifies RFC and Internet draft titles. ¢ JUnos OS CLI User Guide
« RFC1997,BGP Communities Attribute

Italic text like this Represents variables (options for which  Configure the machine’s domain name:
you substitute a value) in commands or
configuration statements. [edit]

root@# set system domain-name
domain-name
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Table 2: Text and Syntax Conventions (continued)

Convention

Text like this

Description Examples

Represents names of configuration « To configure a stub area, include the
statements, commands, files, and stub statement at the [edit protocols
directories; configuration hierarchy levels; ospf area area-id] hierarchy level.

or labels on routing platform « Theconsole portis labeled CONSOLE.
components.

< > (angle brackets)

Encloses optional keywords or variables.  stub <default-metric metric>;

| (pipe symbol)

Indicates a choice between the mutually  broadcast | multicast
exclusive keywords or variables on either

side of the symbol. The set of choicesis  (stringl | string2 | string3)
often enclosed in parentheses for clarity.

# (pound sign)

Indicates a comment specified on the rsvp { # Required for dynamic MPLS only
same line as the configuration statement
to which it applies.

[ 1 (square brackets) Encloses a variable for which you can community name members [
substitute one or more values. community-ids ]
Indentionand braces ({}) Identifies a level in the configuration [edit]
hierarchy. routing-options {
static {
; (semicolon) Identifies a leaf statement at a route default {
configuration hierarchy level. nextlhop address;
retain;
1
1

}

GUI Conventions

Bold text like this

Represents graphical userinterface (GUI) « Inthe Logical Interfaces box, select
items you click or select. All Interfaces.

« To cancel the configuration, click
Cancel.

> (bold right angle bracket)

Separates levels in a hierarchy of menu In the configuration editor hierarchy,
selections. select Protocols>Ospf.

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can
improve the documentation. You can provide feedback by using either of the following
methods:

« Online feedback rating system—On any page of the Juniper Networks TechLibrary site
at https://www.juniper.net/documentation/index.html, simply click the stars to rate the
content, and use the pop-up form to provide us with information about your experience.
Alternately, you can use the online feedback form at
https://www.juniper.net/documentation/feedback/.
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« E-mail—Sendyour comments to techpubs-comments@juniper.net. Include the document
or topic name, URL or page number, and software version (if applicable).

Requesting Technical Support

Technical product support is available through the Juniper Networks Technical Assistance
Center (JTAC). If you are a customer with an active J-Care or Partner Support Service
support contract, or are covered under warranty, and need post-sales technical support,
you can access our tools and resources online or open a case with JTAC.

« JTAC policies—For a complete understanding of our JTAC procedures and policies,
review the JTAC User Guide located at
https://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

« Product warranties—For product warranty information, visit
https://www.juniper.net/support/warranty/.

« JTAC hours of operation—The JTAC centers have resources available 24 hours a day,
7 days a week, 365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online
self-service portal called the Customer Support Center (CSC) that provides you with the
following features:

« Find CSC offerings: https://www.juniper.net/customers/support/

« Search for known bugs: https:/prsearch.juniper.net/

« Find product documentation: https://www.juniper.net/documentation/

« Find solutions and answer questions using our Knowledge Base: https:/kb.juniper.net/

« Download the latest versions of software and review release notes:
https://www.juniper.net/customers/csc/software/

« Search technical bulletins for relevant hardware and software notifications:
https://kb.juniper.net/InfoCenter/

. Join and participate in the Juniper Networks Community Forum:
https://www.juniper.net/company/communities/

« Open a case online in the CSC Case Management tool: https://www.juniper.net/cm/

To verify service entitlement by product serial number, use our Serial Number Entitlement
(SNE) Tool: https://entitlementsearch.juniper.net/entitlementsearch/

Opening a Case with JTAC
You can open a case with JTAC on the Web or by telephone.

« Use the Case Management tool in the CSC at https:/www.juniper.net/cm/.

. Call1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).
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For international or direct-dial options in countries without toll-free numbers, see
https://www.juniper.net/support/requesting-support.html.
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CHAPTER1

INntroduction

. IP/MPLSView Initial Landing Page Overview on page 23
« IP/MPLSView Main Window Overview on page 25

IP/MPLSView Initial Landing Page Overview

To access the IP/MPLSView user interface, type the host external IP address, followed
by port number 8091 or 8443 in the address bar of your browser, for example,
http://192.168.153.29:8091.

The initial landing page for IP/MPLSView is displayed. Figure 1 on page 23 shows the
initial landing page.

Figure 1: Initial Landing Page
Juniper

Web Portal I Run IP/MPLSView I

From the initial landing page, click Web Portal. The Login dialog box is displayed.
Figure 2 on page 24 shows the Login dialog box.
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Figure 2: Login Dialog Box

Login
User Name: wandl
Password:
Choose Language: English (United States) -

Do not load topology
+" Remember Settings

— Resct IR

The default language is English (United States). To change the language the first time
you log in, select Choose Language > Chinese (Simplified) or Choose Language > Russian.
Select Do not load topology to not load the topology map. Select Remember Settings to
save the selection.

Enter your login credentials and click Submit to display the main window of the
IP/MPLSView Web interface. For information about the Run IP/MPLSView option, see
the IP/MPLSView Java-based Graphical User Interface Reference.

Figure 3 on page 24 shows the main window of the IP/MPLSView Web interface.

Figure 3: Main Window

JUNIPEN | Network = configuration + | | Faut ~ | Performance +  Reports | Admin  Tools ~ Hello, wandl ~ | | =
Live Network
Options _ | atic updated at 201609 24 10:26:03 B
Show Node Labels [+]
Show Link Labels -]
o Draw Multi-inks as Curve
Draw Path as Curve
/ Link Utilization <
Country Map
Layout v Settings ~ m  o=m
0% 100% Iv /| o
(0 Link  Tunnel  SRIG
Name 1 Hosthame | IP Address | IPv6 Type 0S Version | AS SIS Area SIS System | gp | mip Source
VMXTUT(FT05) VmXTUT-pTUS TOU0TOS MXI6U T5TF-2076C 90070 U007 0000 T 25756 LI FLN Ly
VMX101(P106) vmx101-p108  10.0.0.106 MX9B0  151F-2016. 490010 01000000 17225186 . 172261
VMX101(P107) vmx101-p107  10.0.0.107 MX980  15.1F-2016 49,0010 0100.0000. 17226156 17225.1¢
prese— e cmmene aveen i e nar P reer e cmorcn e
Page 1 | of1 Cll& a o Displaying 1 - 141 of 141

« IP/MPLSView Main Window Overview on page 25
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IP/MPLSView Main Window Overview

This topic describes the main window of the IP/MPLSView Web interface, the workspace
from which all IP/MPLSView windows are launched or opened.

Figure 4 on page 25 shows the main window of the IP/MPLSView Web interface.

Figure 4: Main Window

_JUn\Per Metwork =  Configuration ~  Fault ~ | Performance ~  Reports  Admin  Tools + Hello,wandl ~ | =
Live Network

Optians - Traffic updated at 2016-09-24 10:26:03 B
| Show Node Labels [ +]
| Show Link Labels -]
/1 Draw Multidinks as Curve

| Draw Path as Curve

/I Link Usilization

- <

.| Country Map

Layout ~  Settings = e —
0% 100% v/ o

(%% Link  Tunnel SRLG

Name 1 Hostname | IP Address | IPv6 Type 0S Version | AS ISIS Area :S's System | pp | mip Source

VMXTUT{F1UD) vmx1UT-p1Us TOU.UT05 MX96U To.TF-2UT6 a9.0uT0 UToU oo Ti2. 25756, T2B8

VMX101(P106) vmx101-p106  10.0.0.106 MX960 15.1F-2016.. 49.0010 0100.0000... 17225.156...  172.25.1¢
VMX101(P107) vmx101-p107  10.0.0.107 MX960 15.1F-2016... 49.0010 0100.0000.... 172.25.156...  172.25.1%
Jpnvioe s e Y = T e T mocn o

Page 1 offl G| k| QL [ Displaying 1- 141 of 141

The main window consists of the following elements: menus, topology map panes, and
network information tables. Note that many functions and features do not become
available until a network is loaded. Menu options may also vary depending on your license,
user permissions, or modules.

Table 3 on page 25 describes each element in the main window.

Table 3: Main Window Drop-down Menus

Element Name

Topology Map

Description Link to More Information

The topology map is a graphical representation of the baseline Topology Map Window

network. IP/MPLSView can display the topology in several views, Overview
depending on the network.
Topology Map Right Pane
Topology Map Left The left pane of the topology map contains expandable menus for Topology Map Left Pane
Pane filtering what is and is not displayed in the map. Menu selections

include: Options, Types, Groups, Protocols, Events, AS, ISIS Areas,
OSPF Areas, Links status, and Device/Network Performance.

Network Menu

The Network menu provides comprehensive details on network Main Window Network Menu

elements, such as nodes, links, interfaces, and tunnels. Detailed
information is available on services, protocols, and paths.
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Table 3: Main Window Drop-down Menus (continued)

Element Name

Description

Link to More Information

Configuration Menu

The Configuration menu provides access to configuration files, network
data, network reports, integrity check reports, and hardware inventory
reports.

Main Window Configuration
Menu

Fault Menu

The Fault menu provides access to the Event Browser, event summary
reports, event charts, and event options.

Main Window Fault Menu

Performance Menu

The Performance menu provides access to traffic-related features
such as live traffic, aggregated traffic, live VPN traffic, real-time status,
real-time usage, the Traffic Collection Manager, device performance,
network performance, diagnostics and reports.

Main Window Performance
Menu

Reports Button

The Report menu is used to access the Report Manager which contains
detailed network, tunnel, simulation, configuration, and
user-customized reports.

Main Window Reports Window

Admin Button

The Admin button displays the Administration pane. From which you
can access log files, login statistics, a system monitor, and release
information. These functions are normally used by IP/MPLSView
administrators.

Main Window Admin Button

Tools Menu

The Tools menu provides access to the Task Manager, MIB Browser,
device profiles display, the User Administration functions and a file
browser.

Main Window Tools Menu

Help-About Menu

Displays the About window. Displays the IP/MPLSView documentation
Web page. Launches the IP/MPLSView client using Java WebStart
technology.

Main Window Hello Menu and
Help-About Menu

Network Node Table Displays a list of the nodes in your network. Clicking on a node Main Window Node Table
highlights it on the map.
Network Link Table Displays a list of links for the selected subview. Clicking on a link Main Window Link Table

highlights it on the map.

Network Tunnel Table

Displays the node name, IPv4 address, and IPv6 address for the node
A and node Z endpoints of a tunnel.

Main Window Tunnel Table

Hello Menu

Help-About Menu

Hello menu is used to logout.

Help About menu is used to displays the software revision, license
limits, license expiration date, and the licenses enabled. The Help
About menus is used to launch the Java-based user interface.

Main Window Hello Menu and
Help-About Menu

Related

« IP/MPLSView Initial Landing Page Overview on page 23

Documentation

26
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Network Topology Window

- IP/MPLSView Web Interface: Live Network Overview on page 28

« Network Topology Window Overview on page 29

« IP/MPLSView Main Window Tables on page 30

« Viewing Information About Devices and Links in the Network Topology on page 40
« Displaying Protocol Status on page 44

« Displaying Historical Device Performance on page 46

« Displaying Historical Network Performance on page 48

« Displaying Link Latency on page 54
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IP/MPLSView Web Interface: Live Network Overview

Related
Documentation

This chapter describes the functionality, reports, and information pertaining to the Live
network that are viewable from the IP/MPLSView Web interface. In addition to Live
network data, you can also view historical data from the IP/MPLSView Web.

To help you quickly find the information you need, this chapter contains sections on how
to prepare the data, where applicable, describing the steps needed to make the network
information available on the IP/MPLSView Web. If you only view data but are not
responsible for generating the data, you can skip over these sections.

To access the Web interface, open your Web browser and navigate to http://<Your Server
IP address>:8091, or https://<Your Server IP address>:8443 for secure login. You can use
the IP/MPLSView client to launch the Java interface (see Figure 5 on page 28).

Figure 5: IP/MPLSView Initial Landing Page

JUﬂ | per Goto Secure Page

NETWORK:

2

Web Portal Run IP/MPLSView

Prior to beginning this task, you must have set up a profile for the network routers,
scheduled live network collection, and scheduled traffic collection, as described in the
IP/MPLSView Java-Based Management and Monitoring Guide.

« Device Profiles on page 218

. Task Manager on page 199

28
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Chapter 2: Network Topology Window

Network Topology Window Overview

The topology in the main window provides various options for managing layout and
settings. For example, you can group, ungroup, circle, and distribute selected nodes, or
you can position the coordinates of the selected nodes by latitude and longitude. You
can configure settings to display node and link labels by name, hostname, or IP address.
You can also filter the network elements displayed in the topology by device vendors
(types), groups, protocols, autonomous systems (ASs), IS-IS areas, OSPF areas, and
link status.

You can conveniently launch various actions by right-clicking a device or link in the
topology. For example, from a device, you can run CLI commands, view real-time CPU
usage, perform a traceroute operation, or display real-time interface and tunnel traffic.
From a link, you can poll real-time link traffic, display a link traffic chart, or display link
status.

The network topology is the primary work area in IP/MPLSView and displays important
link and node properties. The main window is divided into three panes: the left pane
changes the settings of the topology, the right pane displays the network topology, and
the bottom pane displays the tables for nodes (devices), links, tunnels, and interfaces.

Figure 6 on page 29 shows the topology.

Figure 6: Main Window

JUNIPEL  Network »  Configuration ~ | Fault ~ | Performance ~  Reports  Admin | Tools * Hello, wand =

Network Summary
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clsco mxi0Irendatiase  VXIOTEndeHA- P18
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Network Elements S— —
S—— A

Selecting a network element (device or link) in the topology displays a description of the
element in a pop-up window in the map pane. Right-clicking a device or link on the map
opens a pop-up menu for more functions.

Links are color-coded according to a specified link property such as media type, trunk
type, or vendor. By default, the links are displayed by link utilization. Alternatively, you

can view links by other properties such as media, trunk type, vendor, or domain/area.

Nodes are displayed as icons color-coded by vendor.
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The network topology accessible from the IP/MPLSView Web interface supports the
following features:

Detailed element information drill-down —Network menu

Customizable topology views for the live network—Topology

Heat map display—Topology

Time series correlation—Performance menu

Additional node information from collected data—Fault menu, Tools menu

Device performance data—Performance menu, Tools menu

Traffic information for a link—Fault menu, Performance menu

Link latency—Right-click link in Topology

Sub-views for protocols and tunnels—Network menu, right-click device or link in Topology
Retrieved protocol status—Network menu, right-click device in Topology

Retrieved historical network and device performance—Right-click device in Topology

CLI commands launched from the topology window show the device
configuration—Right-click device in Topology, Performance menu

Ping diagnostics—Performance menu
Path highlighting—Select from node, link, tunnel or SRLG tables in main window

The tables for nodes (devices), links, tunnels, and interfaces interact with the network
topology and respond to your actions. For example, when you right-click a device on the
topology and select Interfaces at Node from the pop-up menu, the interfaces table
displays the interfaces that originate at the selected device.

« Viewing Information About Devices and Links in the Network Topology on page 40

« IP/MPLSView Main Window Tables on page 30

IP/MPLSView Main Window Tables

« Main Window Tables on page 31

« Main Window Node Table on page 31

« Main Window Link Table on page 33

« Main Window Tunnel Table on page 36
« Main Window SRLG Table on page 38

30
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Main Window Tables

The IP/MPLSView main window has network information tables that contain detailed
information about nodes, links, tunnels, and shared risk link groups (SRLGs).

Main Window Node Table

Figure 7 on page 31 shows the main window node table.

Figure 7: Main Window Node Table

Node

Name Hostname IP Address 1 | IPv6 Type 0OS Version ISIS Area ISIS System ID MIP Source

VMX101 vmx101 10.0.0.101 MX860 16.1F-2016.. 49.0010 0100.0000.0101 17226159 1722616915 =
VMX102 vmx02 10.0.0.102 MX960 15.1F-2016 . 49.0010 0100.0000.0102 17225150 1722515913
VMX103 vmx103 10.0.0.103 MX960 15.1F-2016 . 49.0010 0100.0000.0103 17225150 1722515913
VMX101(P1..  vmx101p105  10.0.0.105 MX60 15.1F-2016 . 49.0010 0100.0000.0105 17225150 1722515915
VMX101(P1...  wvmx101p106  10.0.0.106 MX960 15.1F-2016.. 49.0010 0100.0000.0106 17225150 1722515915~
Page 1 |of1 c o Displaying 1 - 150 of 150

Each column head has a menu. From the menu within each column, the element
information can be sorted in ascending or descending order. You can select which columns
are displayed or hidden. Columns can also be resized and the order can be rearranged.

Table 4 on page 31 describes the node table columns.

Table 4: Main Window Node Table Columns

Column Name Description

Name Displays the name of the node. If the node is a logical system configured on a physical device,
the logical system name is displayed in parenthesis.

Hostname Displays the name of the node. If the node is a logical system configured on a physical device,
the logical system name is hyphenated.

IP Address Displays the IPv4 address of the node.

IPv6 Displays the IPv6 address of the node, if configured.

Type Displays the name of the node vendor.

OS Version Displays the release number of the node operating system.

AS Displays the BGP autonomous system number of the node, if configured.

ISIS Area Displays the IS-IS area number of the node, if configured.

ISIS System ID Displays the I1S-1S system identifier number of the node, if configured.

RP Displays the IPv4 address of the multicast rendezvous point (RP).

MIP Displays the management IP (MIP) address, if configured. This is the IP address that was used

from the router profile to collect information for this router.

Copyright © 2018, Juniper Networks, Inc. 31



IP/MPLSView Web-Based Management and Monitoring Guide

Table 4: Main Window Node Table Columns (continued)

Column Name Description

Source Displays the source of the information displayed in the table. This might be the filename of the
node configuration file (172.25.159.157VMXI101.cfg) or the SNMP host discovery file
(172.25.159.157.snmp).

Double-click a node in the table to display the node details window. Figure 8 on page 32
shows the node details window.

Figure 8: Node Details Window

Name 1T Value
hostName vmx 101
id VMX101
o MINOR -3 ipva 10.0.0.101
- VWARNING -2 isisArea 49.0010
'aStse“‘::t:D;l;:';:i?; isisld 0100.0000 0101
hos:ir:; 01" mgmt_ip 172.25.159.157
- id - "VMX101" name WMX 101
- ipvA - 10.0.0.101" nodeld 10-0.0-101
- isisArea - “49.0010" nodelndex 13
— isisld - "0100.0000.0101" nodeType MX360
- mgmt_ip : "172.25.159.157" os JUNOS
- name - "VMX101" osver 15.1F-20160420.0
- nodeld - "10.0.0.101" router_ID VMX101
- nodelndex - 13 source 172.25.159.157 VMX101....
- nodeType - "MX960" vender JUNIPER
- os : "JUNOS"
- osver : "15.1F-20160420.0"
- router_ID : "VMX101"
- source : "172.25.159.157.VMX101.cfg"
- yendor - "JUNIPER"”

Expand the lists in the left pane to display additional information about the protocols,
links, and trap events configured on or associated with this node. Select the information
in the left pane to display that same information in the right pane. This is useful when
there are multiple elements, such as protocols, displayed in the left pane.

Select a node in the table, right-click, and select Display Total Traffic Chart to display the
total node traffic chart. Figure 9 on page 33 shows the total node traffic chart for both
ingress traffic and egress traffic.
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Figure 9: Total Node Traffic Chart
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In the chart window, you can use the controls at the top of the window to reload the
chart, select the date, reset the zoom, save the chart as an image, export to Excel, select
the chart time period, select the chart style, show or hide the data points, and enable
automatic refresh. Hold your mouse pointer over a data point to display a pop-up pane
that shows the time and traffic value. Drag your mouse over a section of the chart to
zoom in.

The table in the lower pane displays the time the traffic sample was taken and the bits
per second reported for the sample.

See Also . Topology Map Window Overview

Main Window Link Table

Figure 10 on page 34 shows the main window link table.
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Figure 10: Main Window Link Table

Node Link Tunnel
Name Status Node A Node Z IPAT Pz Interface A Interface Z BW AZ BW ZA
VMX101_ge 0. Up vmx101 vmx102 10.101.102.1 10.101.102.2  ge-0/0/D.12 ge-0/0/0.12 1.0G 1.0G -
VMX101_ge 0. Up vmx101 vmx101-p105  10.101.105.1 10.101.105.2  ge-0/0/0.15 ge-0/01.15 1.0G 1.0G
VMX101(P105)... Up vmx101-p105  vmx102 10.102.105.2 10.102.105.1 ge-0/0/1.25 ge-0/0/0.25 1.0G 1.0G
VMX101(P106)... | Up vmx101-p106  vmx102 10.102.106.2 10.102.106.1 ge-0/0/1.26 ge-0/0/0.26 1.0G 1.0G
VMX101(P107)... Up vmx101-p107  vmx103 10.103.107.2 10.103.107 1 ge-0/0/1.37 ge-0/0/0.37 1.0G 1.0G i
Page |1 of1 C' & Displaying 1- 178 of 178

Each column head has a menu. From the menu within each column, the element
information can be sorted in ascending or descending order. You can select which columns
are displayed or hidden. Columns can also be resized and the order can be rearranged.

Table 5 on page 34 describes the link table columns.

Table 5: Main Window Link Table Columns

Column Name

Name Name of the link.

Status Status of the link.

Node A Name of node A at one end of the link.

Node Z Name of node Z at one end of the link.

IPA |IP address of node A at one end of the link.

Pz IP address of node Z at one end of the link.

Interface A Physical and logical interface on node A at one end of the link.

Interface Z Physical and logical interface on node Z at one end of the link.

BW AZ Allocated bandwidth from node A to node Z.

BW ZA Allocated bandwidth from node Z to node A.

MTU Maximum transmission unit. Size in bytes of the largest protocol data unit that can be

passed on in a link. The standard MTU for an Ethernet link is 1500.

Util AZ Utilization from node A to node Z.

Util ZA Utilization from node Z to node A.
Double-click a link in the table to display the link details window. Figure 11 on page 35
shows the link details window.
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Figure 11: Link Details Window
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Expand the lists in the left pane to display additional information about the interface the
link is coming from (endA), the interface the link is going to (endZ), the interface utilization
at each end of the link, the node the link is coming from, and the node the link is going
to. Select the information in the left pane to display that same information in the right
pane. This is useful when there are multiple elements, such as links, displayed in the left
pane.

See Also . Topology Map Window Overview
« Main Window Node Table
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« Main Window Tunnel Table

Main Window Tunnel Table

Figure 12 on page 36 shows the main window tunnel table.

Figure 12: Main Window Tunnel Table

Node Link Tunnel

Name Node A Node Z IPAT IPZ Bandwidth Metric Path Type Path Name Setup Held Explicit Route.

LSP_VMX101__  vmsx101 vmet02 1000101 1000102 500 o primary 1 1 -

LSP_VMX101__  vmx101 vmxi03 1000101 1000103 500M 0 primary 1 1

LSP_VMX101__  vmx101 1000101 1000104  500M o primary 1 1

LSP_VMX101__  vmx101 vmx103 1000101 1000103 100M ] primary 0 0

LSP_VMX101__  vmx101 vmet03 1000101 1000103 100 o secondary 0 0

Always_Down_..  vmx101 10.0.0.101 100025 0 ] primary 7 0

XX_101_103 vmsi01 vmi03 1000101 1000103 1oM ] primary 7 0 -
Page |1 of28 | ) ) I C & Q # Displaying 1 - 1000 of 27505

Each column head has a menu. From the menu within each column, the element
information can be sorted in ascending or descending order. You can select which columns
are displayed or hidden. Columns can also be resized and the order can be rearranged.

Table 6 on page 36 describes the tunnel table columns.

Table 6: Main Window Tunnel Table Columns

Column Name Description

Name Name of the tunnel.

Node A Name of node A at one end of the tunnel.

Node Z Name of node Z at one end of the tunnel.

IPA IP address of node A at one end of the tunnel.

Pz IP address of node Z at one end of the tunnel.

Bandwidth Bandwidth required by the tunnel.

Metric The routing tunnel metric.

Path Type Type of path: Primary, Secondary, or Standby.

Path Name Path name, if configured.

Setup RSVP setup priority for the tunnel traffic.

Hold RSVP hold priority for the tunnel traffic.

Explicit Route RSVP explicit route object for the tunnel, if configured.
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Double-click a tunnelin the table to display the tunnel details window. Figure 13 on page 37
shows the tunnel details window.

Figure 13: Tunnel Details Window

Tunnel: vimx101-vmx107-autobw1 [X]

Name 1 Value
adminStatus
bandwidth 100K
holdingPrionty 0
+- lannedProperti
I plannedProperties id IPMPLSView.model_netin...
+hmto ,
ipAddressA 10.0.0.101
- adminStatus : ™
) ipAddressZ 10.0.0.107
- bandwidth : "100K™
] . Isplndex R3
- holdingPriority - 0
tri 0
- id - "IPMPL SView.model.netinfo. Tunnel-52" metne
. name vmx 101-vmx107-autobw1
- ipAddressA : "10.0.0.101"
- ipAddressZ : 10.0.0.107" nodeldA vmx 101
- Ispindex : 53 nodeldZ vmx101-p107
— metric - 0 pathName
- name - "vmx101-vmx107-autobw1” pathType primary
- nodeldA : "wmx101" setupPriority 7
- nodeldZ : "vmx101-p107" topologyIndex 1
- pathName : ™" topoObjectType  Isp
- pathType : "primary™
- setupPriority : T
- topoObjectType - "Isp”
- topologyIndex : 1

Expand the lists in the left pane to display additional information about the node the link
is coming from, node the link is going to, IPv4 address, nodeA and nodeZ at each end of
the tunnel, and the planned tunnel properties. Select the information in the left pane to
display that same information in the right pane. This is useful when there are multiple
elements, such as links, displayed in the left pane.

Select a tunnel in the table, right-click and select Display Tunnel Traffic Chart to display
the tunnel traffic chart. Figure 14 on page 38 shows the tunnel traffic chart for ingress
traffic.
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Figure 14: Tunnel Traffic Chart
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In the chart window, you can use the controls at the top of the window to reload the
chart, select the date, reset the zoom, save the chart as an image, export to Excel, select
the chart time period, select the chart style, show or hide the data points, show bandwidth
(if configured), and enable automatic refresh. Hold your mouse pointer over a data point
to display a pop-up pane that shows the time and traffic value. Drag your mouse over a
section of the chart to zoom in.

See Also . Node Menu
« Node Menu Tunnels at Node

. Node Menu Interfaces at Node

Main Window SRLG Table
|dentifying SRLGs is important when planning MPLS label-switched path (LSP) diversity.

Figure 15 on page 39 shows the main window SRLG table, the SRLG details window, and
the SRLG links highlighted in the topology map.
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Figure 15: Main Window SRLG Table
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Table 7 on page 39 describes the SRLG table columns.

Table 7: Main Window SRLG Table Columns

Column Name Description

D Identifier of the SRLG. For SRLGs created automatically, the name is derived from the node
name and common part of the interface names. If you create the SRLGs, you configure the
name.

Nodes Number of nodes. SRLGs created automatically do not include the nod and the display is O.
SRLGs created manually might include nodes and links.

Links Number of links that are in the shared risk group.

Node Names The name of the node in manually created SRLGs.

Link Names Name of the links that are in the shared risk group.

See Also

Double-click the SRLG identifier. An SRLG detail window is displayed, and the SRLG links
are highlighted in the topology map.

In the SRLG details window, expand the lists to display information such as the name of
the links, the protocols configured on the links, and the RSVP bandwidth on the source
node and the target (destination) nodes at each end of the links.

. Topology Map Window Overview

« Main Window Tunnel Table
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Viewing Information About Devices and Links in the Network Topology

When you select (click) or right-click a network element on the network topology in the
IP/MPLSView Web interface, you can launch a variety of associated actions to monitor
these network elements.

Whenyou select a network element (device or link) in the topology, a window is displayed
with a description of the element. For example, Figure 16 on page 40 shows the topology
with a window that displays the key properties of the Gigabit Ethernet link between
devices 8_LYON and 10_BARCELONA.

Figure 16: Descriptive Pop-Up Window for Selected Link

Options - 7_VALENCIA_ge_0/0/0.0
Show Node Labels Node A 7_VALENGIA
- Node 2: E172.16.0.0
Show Link Labels Intf & undefined (172.16.0.107)
+ Draw Mult-inks as Curve Inif 2-
| Bandwidth: 1.0G, 0
Draw Path as Curve Utilization 0.00, -

| Admin Status: Up

+ Link Utilization e
4 Operational Status: Up
Country Map
Layout « Settings ~ [}

When you right-click a device (sometimes referred to as a node) in the topology, you can
select any of the actions shown in the Node menu inFigure 17 on page 41.
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Figure 17: Main Window Node Menu
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When you right-click a link in the topology, you can select any of the following actions
from the Link menu shown in Figure 18 on page 41.

Figure 18: Main Window Link Menu

Filter in Link Table

Traffic Chart

Traffic Util Chart

Real Time Link Traffic
Real Time Link Status
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Events at Link

Tunnels On or Thru Link i

The following procedures show how to launch a few of the associated actions from the
network topology by right-clicking a device or link.

To view real-time interface traffic for a device:

1. Right-click the device on the network map.

2. Select Real Time Interface Traffic from the menu.

The Live Interface Traffic Chart for the selected device is displayed.
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Figure 19: Live Interface Traffic Chart
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The upper pane shows the ingress and egress traffic charts. The bottom pane lists
the traffic values for each data point time. Hold your mouse pointer over a data point
to display a pane that shows the time and traffic value.

To run CLI statements for a device:

1. Right-click the device on the network map.

2. Select Run CLI from the menu.

The Run CLI window is displayed for the selected device.

42
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Figure 20: Run CLI Window for Selected Device
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3. Inthe CLICommands pane, navigate to and select the CLI command you want to run.

4. Click Collect, and then click Run CLI.

The output of the command you selected appears in the Output pane.

To display a traffic chart for a link:

1. Right-click the link for which you want to display the traffic chart.

2. Select Traffic Chart from the pop-up menu.

The Link Traffic Chart for the selected link is displayed.
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Related
Documentation

Figure 21: Traffic Chart for Selected Link
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The upper pane shows the ingress and egress traffic charts. The bottom pane lists
the traffic values for each data point time. You can use the controls at the top of the
window to reload the chart, select the day, week, month, or year, reset the zoom, save
the chart as an image, export to Excel, select the time period, select the chart style,
show or hide the data points, and enable auto refresh. Hold your mouse pointer over
a data point to display a pane that shows the time and traffic value.

« Network Topology Window Overview on page 29

Displaying Protocol Status

Protocol Status

« Protocol Status on page 44

« Displaying Protocol Status for BGP Neighbors at Node on page 45

« Displaying Protocol Status for Tunnels at Node on page 46

The Protocol Status menu retrieves protocol status for the selected node and displays
information by using the available network routing protocols.

To prepare the protocol status data, select Tools > Task Manager > Scheduling Live
Network Collection. Schedule and run this task to collect the network topology data,

including nodes, links, tunnels, and configured paths.

44
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Table 8 on page 45 lists and describes the menu options.

Table 8: Protocol Status Options

Menu Item Description

BGP Neighbors at Node

Polls the BGP MIB for the selected node, and reports status data in a table. For example, data
includes the name of the node that is the BGP speaker, the interface used to establish the neighbor
peer session, the IP address of the node that is the BGP neighbor node, the autonomous system
numbers of nodes, and the status of the peer relationship.

Tunnels at Node

All tunnels from the node are displayed, along with the tunnel information. For example, data
includes the name of the tunnel, the names and IP addresses of nodes at each end of the tunnel,
the tunnel role, the operational status, and the tunnel up time.

OSPF Neighbors at Node

Displays the OSPF neighbors at the selected node and polls the OSPF MIB. For example, data
includes the OSPF router ID of the node, the interface used to establish the OSPF neighbor adjacency,
the name of the node that is the OSPF neighbor, the OSPF priority used, and the state of OSPF
neighbor adjacency.

ISIS Adjacencies at Node

Displays the IS-IS adjacencies for the selected node. For example, data includes the IS-IS system

ID of the node, the interface used to establish the IS-IS neighbor adjacency, the name of the node
that is the I1S-IS neighbor, the interface on the neighbor node used to establish the IS-IS neighbor

adjacency, the state of the IS-IS neighbor adjacency, and the adjacency type.

See Also

« Scheduling Live Network Collection

Displaying Protocol Status for BGP Neighbors at Node

See Also

To display the protocol status for BGP neighbors at node:

1. Right-click the device on the network map.

2. Select Protocol Status > BGP Neighbors at Node.
The BGP neighbors status for the selected node is displayed.

Figure 22: BGP Neighbors at Node

Node AS Interface| Neighbor Nod¢ Neighbor AS | Neighbor Addi Group In Poli¢c Out Policy Address Famil Status BGPPeerF SMEstabli| Last Updated
VMX101 64500 100.0 54500 10.0.0.104 INTRA inet ’ established ’ 14d 23h 5m 58s ’ 10:07:28
VMX101 84500 100.0 84500 1000104 INTRA inet-vpn " established " 14d 23h 5m 58s ’ 10:07:28
VMX101 64500 100.0 54500 10.0.0.104 INTRA 12Zvpn ’ established ’ 14d 23h 5m 59%s ’ 10:07:29
VMX101 84500 100.0 VMX102 84500 10.0.0.102 INTRA inet " established " 14d 23h 6m 4s ’ 10:07:29
VMX101 64500 100.0 VMX102 54500 10.0.0.102 INTRA inet-vpn ’ established ’ 14d 23h 6m 4s ’ 10:07:29
VMX101 84500 100.0 VMX102 84500 10.0.0.102 INTRA 12vpn " established " 14d 23h 6m 4s " 10:07:29
VMX101 64500 100.0 VMX103 54500 10.0.0.103 INTRA inet ’ established ’ 14d 23h 5m 52s ’ 10:07:29
VMX101 84500 100.0 VMX103 84500 10.0.0.103 INTRA inet-vpn " established " 14d 23h 5m 52s " 10:07:30
VMX101 64500 100.0 VMX103 54500 10.0.0.103 INTRA 12Zvpn . established . 14d 23h &m &2s ’ 10:07:30
VMX101 64500 fxp0.0 84500 172.25.159 northstar TE BGP-LS " established " 14d 23h 7m 37s ’ 10:07:30

. Displaying Historical Device Performance on page 46
. Displaying Historical Network Performance on page 48

« Displaying Link Latency on page 54
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Displaying Protocol Status for Tunnels at Node

To display the protocol status for tunnels at node:

1. Right-click the device on the network map.

2. Select Protocol Status > Tunnels at Node.
The tunnel status for the selected node is displayed.

Figure 23: Tunnels at Node

Name NodeA A NodeZ Pz Role | Admin Status| Oper Status | Tunnel UpTime Last Updated
LSP_VMX102_VMX101 VX102 1000102 VMX101 1000101 7 15:08:54
P2MP-VMX102-VMX101 VMX102 1000102 VMX101 1000101  unkno..  unknown (i  unknown (t_.  unknown (tunnel o

LSP_VMX 103_VMX 101 VIMX 103 1000103 VMX101 1000101 " 150885
XX_VMX103_VMX101 VX103 1000103 VMX101 1000101 " 15:08:56
LP_VMX103_VMX 101 VMX103 1000103 VMX101 1000101 " 15.08:56
NLP_VMX 103_VMX 101 VX103 1000103 VMX101 1000101 " 150858
PIMP-VMX102-vMX 101 VX102 1000102 VMX101 1000101

. 5

See Also . Displaying Historical Device Performance on page 46
. Displaying Historical Network Performance on page 48

« Displaying Link Latency on page 54

Displaying Historical Device Performance

« Historical Device Performance on page 46
« Displaying System Uptime for a Device on page 47

« Displaying Memory Usage for a Device on page 47

Historical Device Performance
Historical device performance can monitor options from the selected node.

Table 9 on page 46 lists and describes the menu options.

Table 9: Historical Device Performance Options

Menu Item Description

System Uptime Displays the system uptime availability.

CPU Usage Displays CPU utilization.

CPU Temperature Displays the operating CPU temperature.

Memory Usage Shows memory used, total memory, and memory utilization.
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To prepare the historical device performance data, select Tools > Task Manager > Device
SNMP Collection. Schedule and run the task periodically for the device profile containing
the devices for which device performance data needs to be collected. The Device SNMP
Collection task should be set up to collect CPU usage, CPU temperature, memory usage,
and system uptime.

See Also . Device SNMP Collection

« Monitoring Real-Time Traffic and Device Performance on page 152

Displaying System Uptime for a Device
To display system uptime for a device:

1. Right-click the device on the network map.

2. Select Historical Device Performance > System Uptime.
The Historical Device Performance Charts window is displayed.

Figure 24: Historical Device Performance Charts for System Uptime
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147

The system uptime data for the selected device displays in a chart and table. By
default, the data is retrieved for the current day. You can change the start and end
dates in the Historical Device Charts window. You can change from a line chart to a
bar chart, save the chart data as an image file, or export the table data as a .csv file.

See Also . Displaying Historical Network Performance on page 48

« Monitoring Real-Time Traffic and Device Performance on page 152

Displaying Memory Usage for a Device

To display memory usage for a device:

1. Right-click the device on the network map.
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2. Select Historical Device Performance > Memory Usage.
The Historical Device Performance Charts window is displayed.
Figure 25 on page 48 shows the Historical Device Performance Charts window.

Figure 25: Historical Device Performance Charts for Memory Usage
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The upper pane shows the memory usage data for the selected device in a chart. The
bottom pane lists the memory usage values for each point in time. By default, the
data is retrieved for the current day. You can change the start and end dates in the
Historical Device Charts window.

. Displaying Historical Network Performance on page 48

« Monitoring Real-Time Traffic and Device Performance on page 152

Displaying Historical Network Performance

« Historical Network Performance on page 48

« Displaying Historical Network Performance for Ping on page 49

« Displaying Historical Network Performance for Advanced Ping on page 51
« Displaying Historical Network Performance for LSP Ping on page 52

« Displaying Historical Network Performance for SLAs on page 53

Historical Network Performance

Historical network performance includes ping, advanced ping, LSP ping, and SLA function
invoked from the topology link.

To prepare the historical network performance, use Task Manager to set up and run the
tasks listed in Table 10 on page 49.

48
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Table 10: Task Manager Tasks for Historical Network Performance

Task Description Link to More Information

Ping Use this task to schedule ping tests between two sets of routers or Device Ping Collection
devices.

Advanced ping Schedule this task to run advanced ping statistics that include Advanced Ping Collection
minimum, maximum, average, and standard deviation data.

LSP ping Use this task to run MPLS ping commands on label-switching routers.  LSP Ping Collection
MPLS ping can be used to detect broken LSPs which normal ICMP
ping cannot.

SLA Schedule this task to run periodically and store SLA-related Device SLA Collection
information.

See Also . Task Manager

. Monitoring the Status of Your Network on page 149

Displaying Historical Network Performance for Ping

To display the historical network performance for ping:

1. Right-click the device on the network map.

2. Select Historical Network Performance > Ping.

The Enter Start and End Date window is displayed for the selected device.

3. Select a start date and end date to collect the ping data, then click OK.

By default, the data is retrieved for the current day. You can change the start and end
date in the panel window where there is an input to change the date and retrieve data
for a different date.

The Select Destination Routers to Filter window is displayed in the Output pane.

Figure 26 on page 50 shows the Select Destination Routers to Filter window.
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See Also

Figure 26: Select Destination Routers to Filter
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4, Select one or more destination routers to generate ping data, then click Apply Filter.
The Historical Device Performance Charts window is displayed.
Figure 27 on page 50 shows the Historical Device Performance Charts window.

Figure 27: Historical Device Performance Charts for Ping

Historical Device Performance Charts

Host Route R F Start Date: 0711412016 fE EndDate 07/1412016 T Apply

Ping from VMX101(172.25.159.157)

VALE101-5VAXI01(10.0.0.101XpingAvz) 11| VADKI01-=VALXIOL(L0.0.0.101 XpingL os<Percans) [l VATXIO1 =VALXL01(10.0.0. 101 Xpinghiax) [l VAXI01-=VNIXI01(10.0.0. 101 pingMin) [l VALTIO1VALKI02(10.0.0.102)ping v

1o0|ME 102)pineL ossPercent) 102)pings) I 102)pingin) [ 103)pingave) 10

110 103Xpingh 103 pinghs

From To Time PingMin PingMax PingAvg
VMX101 VMX101(10.0.0.101) 2016-07-14 00:15:00 0053 0249 0.13 -
VMX101 VMX101(10.0.0.101) 2016-07-14 00:45:00 0042 0285 0.131
VMX101 VMX101(10.0.0.101) 2016-07-14 01:15:00 0.091 0.451 0.224
VMX101 VMX101(10.0.0.101) 2016-07-14 01:45:00 0.072 0.274 0.154
VMX101 VMX101(10.0.0.101) 2016-07-14 02:15:00 0246 1.098 0573
VMX101 VMX101(10.0.0.101) 2016-07-14 02:45:00 0077 0282 0.196
VMX101 VMX101(10.0.0.101) 2016-07-14 03:15:00 0.089 0.299 0.193

The upper pane shows the ping data for the selected node and destination routers in
a chart. The bottom pane lists ping values for each point in time.

. Diagnostic Manager on page 166
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« Monitoring Real-Time Traffic and Device Performance on page 152

Displaying Historical Network Performance for Advanced Ping

To display the historical network performance for advanced ping:

1. Right-click the device on the network map.

2. Select Historical Network Performance > Advanced Ping.

The Enter Start and End Date window is displayed for the selected device.

3. Select a start date and end date to collect the advanced ping data, then click OK.

By default, the data is retrieved for the current day. You can change the start and end
date in the panel window where there is an input to change the date and retrieve data
for a different date. The Select Source Destination Pairs to Filter window is displayed

in the Output pane.

4. Select the check box for the source destination pairs for which you want to generate
the advanced ping, then click Apply Filter.

The Historical Device Performance Charts window is displayed.

Figure 28 on page 51 shows the Historical Device Performance Charts window.

Figure 28: Historical Device Performance Charts for Advanced Ping
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The upper pane shows the advanced ping data for the selected source destination
pairs inachart. The bottom pane lists the advanced ping values for each point in time.

See Also . Diagnostic Manager on page 166

« Monitoring Real-Time Traffic and Device Performance on page 152
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Displaying Historical Network Performance for LSP Ping

To display the historical network performance for LSP ping:

1. Right-click the device on the network map.

2. Select Historical Network Performance > LSP Ping.

The Enter Start and End Date window is displayed for the selected device.

3. Select a start date and end date to collect the LSP ping data, then click OK.

By default, the data is retrieved for the current day. You can change the start and end
date in the panel window where there is an input to change the date and retrieve data
for a different date. The Select Tunnels to Filter window is displayed in the Output
pane.

Figure 29 on page 52 shows the Select Tunnels to Filter window.

Figure 29: Select Tunnels to Filter
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test_admin_group

e | A -

4. Select the check box for the tunnels for which you want to generate the ping, then
click Apply Filter.

The Historical Device Performance Charts window is displayed. The upper pane shows
the LSP ping data for the selected source destination pairs in a chart. The bottom
pane lists the LSP ping values for each point in time.

Figure 30 on page 53 shows the Historical Device Performance Charts window.
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Figure 30: Historical Device Performance Charts for LSP Ping
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See Also . Diagnostic Manager on page 166

« Monitoring Real-Time Traffic and Device Performance on page 152

Displaying Historical Network Performance for SLAs

To display the historical network performance for SLAs:

1. Right-click the device on the network map.

2. Select Historical Network Performance > SLA.

The Enter Start and End Date window is displayed for the selected device.

3. Select a start date and end date to collect the SLA data, then click OK.

By default, the data is retrieved for the current day. You can change the start and end
date in the panel window where there is an input to change the date and retrieve data
for a different date. The Select Destination Router and Probe Name to Filter window
is displayed in the Output pane.

4. Select the check box for the destination routers and probe names for which you want
to generate SLA data, then click Apply Filter.

The Historical Device Performance Charts window is displayed. The upper pane shows
the SLA data for the selected source destination pairs in a chart. The bottom pane
lists the SLA values for each point in time.

Figure 31 on page 54 shows the Historical Device Performance Charts window.
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Figure 31: Historical Device Performance Charts for SLA
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« Monitoring Real-Time Traffic and Device Performance on page 152

Displaying Link Latency
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To display the link latency:

1. Right-click the link on the network map for which you want to display the link latency.

2. Select Link Latency.

The Enter Start and End Date window is displayed for the selected device.

3. Select a start date and end date to collect the link latency data, then click OK.

By default, the data will be retrieved for the current day. You can change the start and
end date in the panel window where there is an input to change the date and retrieve
data for a different date.

The Historical Device Performance Charts window is displayed. The upper pane shows

the minimum, maximum, average, and standard deviation for the link data for the
selected source destination pairs in a chart. The bottom pane lists the link latency

values for each point in time.

Figure 32 on page 55 shows the Historical Device Performance Charts window.
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Figure 32: Historical Device Performance Charts for Link Latency
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Related . Displaying Historical Network Performance on page 48

D tati
ocumentation « Monitoring Real-Time Traffic and Device Performance on page 152
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Network Monitoring

Nodes on page 57
« VPNs by VPN Types Using the Network Tab on page 68
« Network Dashboard on page 73

« Network Summary on page 74

Nodes

The Network > Nodes view lists all the routers in the network, organized by the groups
set in the Map View. Each node has the following tabs in the right panel:

« Details

. Interfaces

« Tunnels

« Performance

« Actions

To prepare network data, select the Tools > Task Manager > New Task > Scheduling Live

Network Collection task, selecting configuration, interface, tunnel path, and transit tunnel
options. Figure 33 on page 58 shows the Scheduling Live Network Collection Task Options.

Copyright © 2018, Juniper Networks, Inc. 57



IP/MPLSView Web-Based Management and Monitoring Guide

Figure 33: Scheduling Live Network Collection Task Options

Data to be collected or processed

Select All Deselect All
Caollect Process Caollect Process

Configuration v v Interface v v
Tunnel Path | | Transit Tunnel .~ |
MPLS Topology Equipment CLI
OSPF Meighbors I515 Neighbors
ARF Multicast Path
LDF Neighbars Switch CLI

Alternate Login
File containing optional alternate login information:

Collector Settings
Retry Count: 0 ~ Process Count: 4 = Timeout (secs): 600 hd
Turn on frace

[ E—

To prepare traffic collection, select Performance > Traffic Collection Manager > Choose
Collection Tables, using the IF, IFX, COS, and MCAST options. See Figure 34 on page 59.
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Figure 34: Traffic Collection Manager
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Figure 35 on page 59 shows the Choose Collection Tables window.

Figure 35: Choose Collection Tables
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To prepare performance data, select Tools > Task Manager > New Task, then select the
Device Ping, Device SLA, and Device SNMP Collection tasks. See Figure 36 on page 60.
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Figure 36: Prepare Performance Data
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Todisplay node details, select Network > Nodes. The Details tab displays the router name,
router type, IP address, management IP address, and group. Figure 37 on page 60 shows

the node details.

Figure 37: Node Details

Node Info: skynet-20-wf
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IP Address 10.255.17.102
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Group SEYMET

Last Traffic Collection: 8/23/2016 6:05:00 PM (GMT-4)

Table 11 on page 60 describes the items in the Details tab.

Table 11: Node Details Tab Descriptions

Field Description

Router Name

Device hostname.

Router Type

Hardware vendor.

IP Address

IP address of device.

Management IP Address

IP address in the device profile used for collection.

Group

The topology group for that device. Groups are defined in the IP/MPLSView

client.
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The Interfaces tab displays the interface information. Figure 38 on page 61 shows the
interface information.

Figure 38: Node Interfaces
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Table 12 on page 61 describes the items in the Interfaces tab.

Table 12: Node Interfaces Tab Descriptions

Field Description

Details Click the Details icon to display detailed information and traffic charts for each
interface.

Name Interface name.

Adm Administrative status.

Op Operational status (green for up and red for down).

Interface IP |IP address of the interface.

BW Bandwidth of this interface.

VLAN ID Virtual LAN identifier (if applicable).

MTU (Maximum Transmission Unit)

The smallest MTU of any of the hops on the path between the source and destination.
Click Fetch MTU to populate this data.

Remote Node

Hostname of the remote end node.

Remote Intf

Interface name of the remote end node.
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Table 12: Node Interfaces Tab Descriptions (continued)

Field Description

Comment

Interface description.

Click the Details icon or View All Traffic Charts button to display detailed information and
charts on each interface. See Figure 39 on page 62.

Figure 39: Interfaces Traffic Chart
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Table 13 on page 62 describes the items in the detail information for the interface.

Table 13: Detailed Interface Information Descriptions

Field Description

Show Interface

Issues a show interface command and displays the results in a pop-up
window.

Show QoS

Displays the CoS traffic chart.

Interface Traffic (bps)

Displays the ingress and egress traffic chart.

Interface Traffic (bps)

Displays the ingress and egress utilization chart.

Multicast Traffic (bps)

Displays the multicast traffic chart.

Multicast Traffic (bps)

Displays the multicast utilization chart.

Interface Error (delta)

Displays the interface error charts.

Interface Discard (delta)

Displays the interface discard charts.

The Tunnels tab displays the tunnel information. See Figure 40 on page 63.
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Figure 40: Node Tunnels
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Table 14 on page 63 describes the items in the Tunnels tab.

Table 14: Tunnels Information Descriptions

Field Description

Details Click the Details icon to display detailed information and traffic charts for each tunnel.
Name Tunnel name.

Status Tunnel status (green means up and red means down).

From Name of the source node.

To Name of the source node.

Bandwidth Bandwidth of this tunnel.

Attributes Displays any tunnel type parameters.

Path Pathname for this tunnel.

P/HP Setup priority/holding priority.

Click the Details icon or View All Traffic Charts button to toggle the right panel to display
detailed information and charts for each tunnel. See Figure 41 on page 64.
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Figure 41: Tunnels Traffic Chart
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Table 15 on page 64 describes the items in the detail information for the tunnels.

Table 15: Detailed Tunnel Information Descriptions

Field Description

Show Tunnel

Issues a show mpls traffic eng tunnels (Cisco) or show mpls lsp name (Juniper) command,
or the equivalent command for other hardware types in a new window.

MPLS RVSP Ping

Performs an MPLS ping.

Tunnel Traffic Charts Displays the tunnel traffic on this interface in a traffic chart over the last 24 hours,
beginning at midnight.
The Performance tab displays charts for the system uptime, CPU, CPU temperature,
memory, ping, and SLA. See Figure 42 on page 64.
This datais derived from scheduling the relevant tasks in the Task Manager: Device SNMP
Collection, Device Ping Collection, and Device SLA Collection.
To display a chart, choose select the date range, data point, units, and then click the
Chart icon. The chart opens in a new pop-up window.
Figure 42: Node Performance
Details Interfaces Tunnels Performance : Actions
Status Type From (MM/DD/YY) To (MM/DD/YY) Data Point Chart Report
System Uptime  07/16/14 v  07/16/14 v Llhour v seconds kX
CRU 07/16/14 - 07/16/14 = 1 hour - % nd
CPU Ternperature 07/16/14 v  07/16/14 = 1 hour =
Wermary 07/16/14 ~  07/16/14 ~ 1 hour I,
Ping Mo available dates. Help
sLa Mo available dates. Help
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The Actions tab displays information about the node status, SNMP, and jitter; execute
CLI commands, open diagnostic manager, ping routers, and check router connectivity.
See Figure 43 on page 65.

Figure 43: Node Actions

Details Interfaces Tunnels Performance Actions
View Status Information
Execute CLI Command: | -- Selact -- >

Execute CLI Commands

COpen Diagnostic Manager

Ping From | -- Select -- to

-- Select -- o

Ping  -- Select -- from this router. |5
MPLS Ping | - Select —- from this router. |5

View Jitter Information

Check router connectivity from server

« View Status Information: Displays general chassis information for the device. Depending
on the hardware device type, you may also see sections on the page regarding detailed
chassis information and chassis operation information. See Figure 44 on page 65.

Figure 44: Sample Status Information

General Chassis Information

Juniper Metworks, Inc. junosy-firefly internet router, kernel JUMOS 12 .1444-D20.3 #0: 2013-07-19 04:30:43 UTC
System Description  builder@bristh juniper net: Aolumebuild funos i 2 1 fzervice 2.1 K44-D20 3iobj-i3836junos hedkernels
MEREkernel Build date: 2013-07-19 04:4

Vendor Juniper Metworks, Inc.
Systemn Startup Date 152153037

System Contact

System Hame 10_BARCELONA

System Location
System Services 4

Detailed Chassis Information
jniBoxDescr
jnxBoxClass
jniBoxSerialHo
jnxBoxRevision
jniBozxinstalledDate  Ved Aug 13 142532 EDT 2014

Chassis Operation Information

CPU Usage 0.0%

Memory Usage 45% (2147 48 MB)
Operating e
Temperature

« Execute CLI Command: This feature allows you to issue show commands to the device
and is intended to serve as a shortcut for your most frequently used show commands.
Select the command from the drop-down box. This will display a pop-up window with
the command output. Some commands are parameterized, meaning that you need
to input additional variables to run the commands. See Figure 45 on page 66.
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Figure 45: Execute CLI Command

MX260 Devices

Device
VMX101
VMX101(CE)
VMX101(P105)
VMX101(P1086)

VMX101(F107)

U - -

VMX101_DWILMOT
-~ Sm s e s e

Command Type: CLI Commands
All Commands

Command
show (OPTION)

Show mpls Isp stat extensive Iogical (LR)

Show configuration logical (LR)

Show interfaces routing logical (LR)

Show mpls Isp stat extensive legical (LR...

- Output Resulis Collected by Task Manager

Command Output will be shown here._.

- Open Diagnostics Manager: Opens the Diagnostics Manager window. See

Figure 46 on page 67.

- Torun ping, click Ping, select from the menu items, input your selections, and click

Run.

- Toruntraceroute, click Traceroute, select from the menuitems, input your selections,

and click Run.

66
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Figure 46: Diagnostic Manager

Diagnostic Results Panel

Type Source Node | Group Description Comment Last Executed

—

Ping device to device
Please select the source and destination devices.

Choose Source Interface

Tao: -
Choose Destination Interface
Choose Destination IP

+ Use Management IP

Use Loopback IP

S | e | ESF—

I I e |

- Ping: These ping operations check router connectivity by pinging between devices,
pinging from this router to another selected device, or performing a MPLS ping.
Choose the devices from the drop-down boxes and click Run to execute.

- View lJitter Information: This displays jitter information collected from the router,
including total round-trip delay, egress/ingress round-trip delay, and recent probe
results. Not all routers are able to display jitter information. See Figure 47 on page 68.
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Figure 47: Sample Jitter Information

Entry #: 400
Round Trip Time Information:
# RTT's successtully measured
Sum of RTT's successfully messured
Minimum of RTT's that were successfully measured
Positive {Source to Destination) Jitter Values:
Sum of number of all positive jiter values from packets
Minimum of all positive jiter values from packets sent
Sum of RTT's of all positive jitter values from packets

gative {Source to D

Jitter Values:

Sum of number of all negative jiter values from packets

Minimum of all negative jitter values from packets sent

Sum of RTT's of all negative jiter values from packets
Positive {Destination to Source) Jitter Values:

Sum of number of all positive jiter values from packets

Minimum of all positive jiter values from packets sent

Sum of RTT's of all positive jitter values from packets

Jitter Values:

gative {Source to D
Sum of number of all negative jiter values from packets
Minimum of all negative jitter values from packets sent
Sum of RTT's of all negative jiter values from packets
Packet Information:

# of packets arrived out of sequence

# of packets lost when sent from source to destination

# of packets that are lost for which we cannot determine the
direction

Latency (Source to Destination):
Sum of one weay latency
Minimum of all one way latency
Latency (Destination to Source):
Sum of one way latency
Minimum of all one way latency
# of successful one way latency measurements:

MOS value for the latest jitter operation in hundreds:

189
386

An application specific sense code for the completion status:

A sense description for the completion status:

Sum of squares of RTT's successfully measured
Maximum of RTT's that were successfully messured

Maximum of all positive jitter values from packets sent
Sum of square of RTT's of all postive jiter values

Maximum of all negative jiter values from packets sent
Sum of square of RTT's of all negative jiter values

Maximum of all positive jitter values from packets sent
Sum of square of RTT's of all postive jiter values

Maximum of all negative jiter values from packets sent
Sum of square of RTT's of all negative jiter values

# of packets lost when sent from destination to source.

# of packets that arrived after the timeout

SUIm Of Sguares of one way latency

Maimum of all one way latency

Sum of squares of one way latency
Macimum of all one way latency

a

wa

wa

« Network Topology Window Overview on page 29

« Running the CLI on page 162

. Diagnostic Manager on page 166

VPNs by VPN Types Using the Network Tab

766

The VPNs by VPN Types feature allows you to examine the VPN information (if any) at
a particular node. Select Network > VPNs by VPN Types to display the VPN information.
For each VPN, click the arrow to expand the VPN to show the provider edges (PEs)

belonging to that VPN.

Click on a VPN in the left tree to view the details for that VPN in the right panel. In the
right panel, click fetch traffic to populate the ingress and egress traffic information.

Click on a PE or customer edge (CE) device name from the Summary Information for
VPN window to bring up the Node Information window for that node. Figure 48 on page 69

68
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shows the Summary Information for VPN window. The Node Information window is
divided into tabs for Details, Interfaces, Tunnels, Performance, and Actions.

Figure 48: VPNs by VPN Type

Summary Information for VPN: vpls-ldp

& fetch traffic

Reporis

PE List VCID  Ingress Traffic(bps) Egress Traffic(bps)

SKYNET_28(SKYNET_127) El none retrieved rone retreved

CEList | Interfaces
advanced .
_ Actions
b | = 7 Pelling Interval Statu Fing From [ Select -- ] to [~ Select— ] [
tndified. Gd:00:00 oM Ping from CE [ Seleci — | to CE |- Select — ][5

1l I Ld

Item Description

PE List List of provider edges in the selected VPN.

VPN/VRF VPN name or virtual routing and forwarding instance.
Ingress/Egress Traffic Summary view of ingress and egress traffic.

CE List List of customer edges in the selected VPN.
Interfaces List of interfaces in the selected VPN.

Ping from PE to PE/CE

Select a PE from the first drop-down box and a PE or CE from the second drop-down
box. Click the arrow to view connectivity information.

Ping from CE to CE

Select a CE from the first drop-down box and a CE from the second drop-down box.
Click the arrow to view connectivity information.

The Detailed Node Information that is displayed varies depending upon the VPN type.
For a general understanding of the VPN types supported by IP/MPLSView and the various
VPN properties, see the Router Feature Guide for IP/MPLSView. The fields in the Detailed
PE Information section should be self-explanatory. Table 16 on page 69 lists the fields
available for different VPN types. You can access the VPN types from Network > VPNs
by VPN Type, then select VPN type from the VPN Summary list.

Figure 49 on page 70 describes the items in the Details tab information for the node VPN.

Table 16: Detailed Node VPN Types

VPN Type Fields

Layer 3

Router name, VRF name, Layer, Route Distinguisher, Route Target Export/Import, Protocol

Layer 2-Martini

Router name, Layer, VC ID, Node A/Z, Circuit A/Z, Encapsulation, Bandwidth

Layer 2-Kompella

Router name, Layer, Node A/Z, Interface A/Z, Site A/Z, Site ID A/Z, Transmit/Receive LSP,
Encapsulation A/Z, VRF A/Z, Route Distinguisher, Route Target Export/Import
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Table 16: Detailed Node VPN Types (continued)

VPN Type Fields

VPLS-BGP Router name, VRF name, Layer, Route Distinguisher, Route Target Export/Import, Protocol,
Site Name, Site ID

VPLS-LDP Router name, VPN name, VC ID, Encapsulation

Table 17: Detailed PE Node Information

Detailed PE Information Field Description

Protocol The protocol whose routes were redistributed into IBGP for distribution among the PEs in
the MPLS backbone (for example, BGP, OSPF, RIP, static).

« NOTE: “Static” refers to static routes. “Connected” indicates all local subnets that are
directly connected to the PE.

Figure 49: Detailed VPN Info

VPN Info: vpn-11

“ Details | Interfaces Tunnels Performance Actions
Router Hame skynet-23-wf
Router Type JUNIPER - MX240
IP Address 10.255.17.105
Mgmt IP Addr 10.9.76.26
Layer WPLS
Ve ID 11
Encapsulation nia
Last Traffic Collection: 8/24/2016 1:10:00 PM (GMT-4)

Table 18: Interfaces

PE Interfaces Column Description

PE Name/IP Addr Hostname and IP address of the provider edge router.

CE Name/IP Addr Hostname and IP address of the customer edge router.

Bandwidth Bandwidth of the interface.

VLAN ID Virtual LAN identifier (if applicable).

MTU The smallest MTU of any of the hops on the path between the source and

destination. Click Fetch MTU to populate this data.

Remote Node Name Name of the node to which this interface is connected.

Remote Intf Name Name of the interface to which this interface is connected.
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Table 18: Interfaces (continued)

PE Interfaces Column Description

View CLI Interface Details (icon) Issues a show interface command and displays the results in a pop-up window.

View Chart (icon) Displays the ingress and egress traffic on this interface in a traffic chart over the
last 24 hours, beginning at midnight.

Figure 50: VPN Interface Traffic Chart

VPN Info: grid

‘ Details J Interfaces { Tunnels Performance Actions ]

View All Traffic Charts | Fatch MTU |

show entries searen:[ ]

R A VLAN Remote Remote
Details Hame Adm Op Intf. IP BW D MTU Node Intf. Comment
e ge-0/1/2.10 ] @ 0.0.0.0/0 1.0G 10 n/a nfa nia =

Detail information for interface: ge-0/1/2.10

Show Interface QoS Chart

Interface Traffic (bps) Interface Traffic (util)
Multicast Traffic (bps) Multicast Traffic (util)
Interface Error (delta) Interface Discard (delta)

Ingress Traffic  30.208 Kbit/s Ingress Utilization 0.003 %
Egress Traffic  50.208 Kbit/s Egress Utilization 0.005 %
Ingress Error o Egress Error ]

Ingress Discard 0 Egress Discard [u]

Ingress Traffic (bps) Egress Traffic (bps)

55K

S0k

35K

30K
0:00  2:00 4:00 6:00 2:00 10:00 12:00 14:00 16:00

Showing 1 to 1 of 1 entries

[
[\

Interface Report (5 mins data)
Historical Interface Report (1 hour data)

Last Traffic Collection: 8/24/2016 4:25:00 PM (GMT-4)
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Table 19: Tunnels

Field Description

Tunnel Name Tunnel name.

From Name Name of the source node.

TolP IP address of the destination node.

Bandwidth Bandwidth of this tunnel.

Attributes Displays any tunnel type parameters. For detailed information on the various tunnel type
parameters, see the Modeling Tunnels chapter of the Router Feature Guide for
IP/MPLSView.

Path Pathname for this tunnel.

P/HP Setup priority/holding priority.

View CLI Tunnel Details (icon) Issues a show mpls traffic eng tunnels (Cisco) or show mpls lsp name (Juniper) command,

or the equivalent command for other hardware types in a new window.

View Chart (icon) Displays the tunnel traffic on this interface in a traffic chart over the last 24 hours,
beginning at midnight.

Table 20: Actions

Item Description

Select command toview  Select a show command from the drop-down menu and click the arrow icon to the right to view
the results for this device. Note that because there are numerous show commands, but only a few
that each user cares about, show commands need to be configured first.

Contact your administrator for assistance. For instructions on how to configure additional VPN
show commands, see Configuring the Show Commands in the IP’MPLSView Java-Based Management
and Monitoring Guide.

Ping from PE to PE/CE Issue a ping from a selected PE to a selected PE or CE from the drop-down list. For information on
interpreting ping results, see Ping Device From Device in the IP/MPLSView Java-Based Management
and Monitoring Guide.

Ping Issue a ping from this router to another router in the network. For information on interpreting ping
results, see Ping Device From Device in the IR/MPLSView Java-Based Management and Monitoring
Guide.

MPLS Ping This pings the LSP between the current router and the selected router.

View lJitter Information Displays a report of jitter information, including total round-trip delay, egress/ingress round-trip
delay, and recent probe results.
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Figure 51: VPN Actions

Details Interfaces

View J1s Status Information

Tunnels

View J1s Additional SNMP Information

Execute CLI Command:
Execute CLI Commands (flash)
Open Diagnostic Manager (flash)
Ping from PE | -- SELECT --
Ping from | -- SELECT --

Ping | -- SELECT --

Mpls Ping | -- SELECT --

View Jitter Information

-- Select --

Performance Actions

¥ | to|-- SELECT --
v to|-- SELECT --

~ | from this router. |§|

~ | from this router. |§|

Check router connectivity from server

v |5

]
B

4

For more information about VLANS, see the Router Feature Guide for IP/MPLSView.

Network Dashboard

The Network Dashboard feature allows you to see a variety of details from across
IP/MPLSView, such as snapshots of the charts, top 10 events, and common issues in the
integrity check. Figure 52 on page 73 shows the Network Dashboard window.

Figure 52: Network Dashboard
[oownon PESTS

CPU Util - Top N Devices @ © (& | LsP Source - Top N Devices eLCe

Device
SKYNET_22_WF-MPCE_Type_3_3D..
SKYNET_25 WF-MPC2E_NG_PQ_&..
SKYNET_26 WF-MPC2E_NG_PQ_&..
SKYNET_28_WF-MPC2E_NG_PQ_&...
SKYNET_21_WF-MPCE_Type_3_3D..
SKYNET_20_WF-MPCE_Type_3_3D...
SKYNET_24_WF-MPCE_Type_3_3D...
SKYNET_27_WF-MPC2E_NG_PQ_& .
SKYMET_23 WF-MPC2E_NG_FPQ_&...
0 SKYNET 21 _WF-0

R I T R R

Value
pal
20
20
20
20
20

skynet-22-wi
net-28-wi
vmx107-ping
vmx101

Settings ~
Node Hardware Count
1 VMX10 JUNIFER 7737
2 4_BERLIN JUNIPER 5246
3 1_DUBLIN JUNIPER 3639
4 3_LONDON JUNIPER 3608
5 VMX50 JUNIPER 3463
6 2_AMSTERDAM JUNIFER 2479
7 SKYNET_26_WF MX240 213
8 SKYNET_23_WF MX240 2045
9 &_LYON JUNIFER 2026
10 VMX40 JUNIPER 1839

1ass i‘
¥

Average Link Latency - Top N QuCea

12:40

|
o

10 20 30 40 50 60 70 80 %0 110

130

Tunnel Traffic - Top N (bps) eQcC
Device Tunnel Value
1 2_AMSTERDAM R2_AMSTERDA. .. 516...
2 2_AMSTERDAM R2_AMSTERDA. . 132...
3 6_FRANKFURT RE_FRANKFUR 131
4 6_FRANKFURT RE_FRANKFUR .. 131
5  3_LONDON R3_LONDONZ_ . 240
6 2_AMSTERDAM R2_AMSTERDA _ 224
7 3_LONDON R3_LONDONG_.. 218
8 4_BERUIN R4_BERLINZ_A . 192
9 G_FRANKFURT RE_FRANKFUR... 192

10 2_AMSTERDAM R2_AMSTERDA. . 192

i | S0t Sl Do st v
1 SK.. SK.. 9ge. SK.. 0.95...
2 SK.. SK_.. e SK.. 0.94..
3 8K 8K ge.. SK. 0.84.
4 SK.. SK_.. e SK. 0.84.
5 SK.. SK_.. ae.. SK. 0.73.
6 SK.. SK.. ae.. SK.. 0.73...
7 SK.. SK._.. e SK. 0
8 SK.. SK.. ge. SK.. 0
9 SK.. SK. oge. SK.. 0
10 8K 8K ge.. SK. 0

To create the charts, select the appropriate Content Category. Then select the check
boxes of the charts that you would like to generate. Select to either display a table
(Tabular view) or a chart (line, bar, and in some cases pie chart), and the number of data

points to include.
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The following appropriate prerequisite steps need to be run in order for these charts to
be displayed:

« The Device SNMP Collection task should be set up for CPU/memory data.

« The event server and SNMP trap server should be started and the router should be set
up to forward traps to the IP/MPLSView server for event data.

« The Link Latency Collection task should be set up for link latency data,
« The Device Ping Collection task should be set up for ping content.

« The Traffic Collection Manager should be set up for traffic information.

Network Summary

The Network Summary displays the total number of nodes, groups, tunnels, links, VPNs,
and interfaces in the network.

To access the Network Summary:

1. Fromthe Live Network tab and in the left pane, select Network Summary from the list.

Figure 53: Summary of Network Elements

Live Network
Network Summary -
Node Types
Network Elements
Nodes 135
Links 178
Tunnels 27505

Interfaces

ULOLEN Link  Tunnel

Name Hostname 1Pv6 Type OS Version AS ISIS Area ISIS System IC MIP Source

8_LYON 8_LYON 40046, JUNIPER 121443 4064047 49.0003 0622.0000. 17216.0.108 17216.01
6_FRANKF... 6_FRANKF._. 40046 JUNIPER 121443 4064047 49.0003 0622.0000. 17216.0.106 17216.01
T_VALENCIA  7_VALENCIA 40046 JUNIPER 121443 4064047 49.0003 0622.0000. 17216.0.107 17216.01
4_BERLIN 4_BERLIN 40046, JUNIPER 121443 4064047 49.0001 0622.0000. 17216.0.104 17216.01
10_BARCE... 10_BARCE.. 62:200 JUNIPER 121443 4064047 49.0001 0622.0000. 17216.0.110 17216.01
5_PARIS 5_PARIS 40046, JUNIPER 121443 4064047 49.0003 0622.0000. 17216.0.105 17216.01

Page 1 off cC & a o Displaying 1 - 150 of 150

2. Select Network Elements.

The left pane expands and the number of network elements is displayed. The above
window shows an example of the network elements.
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Configuration Management

Network Data

« Network Data on page 75

« Network Reports on page 76

« Integrity Check Reports on page 78

- Hardware Inventory Reports on page 78

« Equipment View on page 82

« Configuration Revision Manager on page 84
« Device Library on page 86

» Miscellaneous Reports on page 90

To access the Network Data features, select Configuration > Network Data from the
IP/MPLSView main window.

The Network Model Data feature enables you to browse the latest network model data
derived from the Scheduling Live Network Collection task in the /u/wandl/data/.network
directory. See Figure 54 on page 75.

Figure 54: Network Model Data

Network Model Data

Name Size Date
aclist.x Excel | Text E677 bytes Apr 16, 2014 4:37:29 PM
Stconfig.x Excel | Text 2504 bytes Apr 16, 2014 4:37:29 PM
attunnel.x Excel | Text 177 bytes Apr 10, 2014 10:45:33 AM

The Network Config Data feature enables you to browse the latest configuration data
from the Scheduling Live Network Collection task in the
/u/wandl/data/collection/.LiveNetwork/ directory. The “config” option must be selected
from the task. See Figure 55 on page 76.
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Network Reports

Figure 55: Network Config Data

Network Config Data

Name Size Date
[config] 2048 bytes Apr 16, 2014 4:37:19 PM
[equipment_cli] 1536 bytes Apr 16, 2014 4:37:26 PM
[interface] 1536 bytes Apr 16, 2014 4:37:15 PM
[log] £12 bytes Apr 16, 2014 4:33:22 PM
[switch_cli] 1536 bytes Apr 10, 2014 10:45:25 AM
[topa] 1024 bytes Apr 10, 2014 10:45:14 AM
[transit_tunnel] 1536 bytes Apr 10, 2014 10:45:13 AM
[tunnel_path] 1024 bytes Apr 10, 2014 10:45:08 AM

The User Collected CLI Data feature enables you to browse the data collected from the
User CLI task in the /u/wandl/data/UserCLI directory. If you log in as the admin user, you
can browse for the User CLI directory. See Figure 56 on page 76.

Figure 56: User Collected Data

User Collected Data

Excell: open in Excel with space and tab delimiter
Excel2: open in Excel with comma () delimiter

Name Size Date
[E [[201407021213] 4096 bytes Aug 2, 2014 12:18:00 PM
O] |[201407021248] 4096 bytes Aug 2, 2014 12:52:00 PM
] |[201407021308] 4096 bytes Aug 2, 2014 1:12:00 PM
O] |[201407020613] 4096 bytes Aug 3, 2014 6:18:00 AM

To generate the collection files, open Task Manager and run the User CLI Collection task.
If the task is scheduled with a non-default collection directory, then on the Web, log in
as admin to change the default collection directory path before viewing the collected
files. For more information about the User CLI task, see User CLI Collection Task in the
IP/MPLSView Java-Based Management and Monitoring Guide.

« Network Reports on page 76

. Configuration Revision Manager on page 84

« Understanding Network Reports on page 76
« Displaying Network Reports on page 77

Understanding Network Reports

The Network Reports feature enables you to display Web reports associated with the
Live Network.

How to Prepare the Data

There are two ways to make this report available:

76
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SeeAlso .

Run the Scheduling Live Network Collection task with the Configuration option selected
in the Collection Options window. Then save the network reports in IP/MPLSView by
selecting File > Export to Web while in the Live Network.

Run the Web Report task periodically with the Use Live Network and General Reports
options selected in the New Task (Step 2 of 3) - Web Report window.

Integrity Check Reports on page 78

Hardware Inventory Reports on page 78

Displaying Network Reports

To display network reports:

1.

Select Configuration > Network Reports.

2. Expand the menu items in the Web Reports pane to list the individual reports. Click

the report name to display the report.

Forexample, in the Web Reports pane, expand Customized Reports and select Network
Summary.

The Network Summary Report window is displayed. Figure 57 on page 77 shows the
Network Summary Report window.

Figure 57: Network Summary Report
—.

Web Reports

(<]
Expand Al Collapse All =
D Hostname | MIP Hardware As 18IS System I OSPF BGP Speaker., Route il
Network Reports - - H
| s Link Utilization Repors 7 7_VALENCIA  7_VALENCIA 17216.0107  JUNIPER AS4064047  0622.0000... 0.0.040(10.. true false S
| B Interface Traffic 8 4_BERLIN 4BERLUN 172160104 JUNIFER AS4064047  0622.0000.. (37/0)00... fue false g
I Group 9 3_LONDON || 3_LONDON 172160103 JUNIPER AS4064047  0622.0000...  (34/0),0.0. true true H
+ b Node 10 1_DUBLIN 1_DUBLIN 172160101 JUNIFER AS4064047  0622.0000.. 0.0.0.00(15.. frue false
+ B VPN " 2_AMSTE 2_AMSTE 172160102 JUNIPER AS4064047 06220000  (34/0),0.0. true true
1 I Protocols 12 13_MILAN 13 MILAN  17216.0.113  I0S-XR ASB5000 - AREA40(3/.. false false
Tunnel Layer Network Reports 13 VMX101 vmA01 17225159, MX960 AS64500 0100.0000....  (56/0) rue true
Configuration Repors 14 VMX101(CE)  wvmxiOtce  17225.150..  MX960 None - (TH) false false
Customized Reports 15 VMX101(P. Vmx101-p105 17225159 . MX960 AS64500 0100.0000... (51) Talse false
Network Summary 16 VMX101(P..  vmx101-p106 17225.150..  MX960 ASBA500 01000000 (51) false false
7 VMXT01(P...  vm101-p107  17225.159..  MX960 AS64500 0100.0000...  (6/1) false false
18 VMX102R.. vmxi027e.. 17225.159.. MX960 Ast 0110.0000....  (55/0) e false
19 VMX102_R..  vmxi02-re 17225.159..  MX960 None @) false false
n VMX101 R .
Page 1 of2 ) » C & o Displaying 1 - 100 of 135

The following options are available:
. Select the Download icon to export the report as a CSV or text file.
. Select the Settings icon to control the number of items displayed per page.

. Expand Advanced Options to perform a more specific search. For example, search
by hostname or IP address.

Related . Integrity Check Reports on page 78

Documentation
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« Hardware Inventory Reports on page 78

Integrity Check Reports

Related
Documentation

The Integrity Check Reports feature enables you to view the available integrity checks
and config reports associated with the live network. See Figure 58 on page 78.

How to Prepare the Data
There are three ways to make this report visible:

« Run the Scheduling Live Network Collection task with at least the config option. Then
save the network reports in the IP/MPLSView client program by selecting File > Export
to Web.

. Schedule the Config Comparison, Conformance, and IC Report task to run periodically
from the Integrity Check Report tab. Select Use Live Network and Save the report to
make it available on the web options.

« Schedule the Web Report task with the Use Live Network and General Reports options
checked.

0 NOTE: In order for these Web reports to be visible, the Integrity Check task
option “Save the report to make it available on the web” must be selected.

Figure 58: Integrity Check Reports
m Integrity Chock Reports

Web Reports

Integrity Checks Report Q
Expand All Collapse All . . . . g
Index Category Message Detail Severity Enmor Source..| SourceFile | Line# | Line Conter msgID H
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T o Es 1 VPN Unknown VRF VR MgmL..  HIGH 12_MUNICH  Momefwan... 320 iproute... 85 g
Intoarty Chocks Summary 2 VPN Unknown VRF VRF: Momt..  HIGH 12_MUNICH  Mhomefwan... 321 iproute.. 85 g
SIS Config 3 VPN Unknown VRF 'VRF: Mgmt. HIGH T1_MANC... homefwan. 353 ip route. 85 §
OSPF Gonfg 4 VPN unknown VRF VRF: Momt.. HIGH T1_MANC..  JhomeMan.. 354 iproute.. 85
CoS Config 5 MPLS Unknown Tunnel/LSP path pathé HIGH T1_MANC... homefwan. 156 tunnel m. 96
Config Files Status 6 LoP Unknoun interface ems.11 Low 3.LONDON  /homefwan.. 449 interface... 93
Duplicated IP Address 7 MPLS Different group-names assi..  0:redvsA.. WARNING  skynet26-wi  Momefwan.. 1030  Admin0; 4
Node Discovery 8 MPLS Different group-names assi...  1: greenvs.. WARNING  siynet26-wi  /Momeiwan.. 1031  Bronzet;
9 MPLS Different group-names assi...  2: blue vs. WARNING  skynet26-wi  Momefwan.. 1032 Copper2
10 VPN Unknown interface 1001 Low SKYNET_. homefwan. 1606 interface. 93
1" OSPF Unknown interface 100.1 Low skynet27-wi  homehvan.. 1618 inferface.. 93
12 MPLS Unknown interface 9e-111/0.0 Low skynet-20-wf homefwan. 1158 interface. 93
13 MPLS Unknoun interface 08110 LOW Skynet20-w  homeMan.. 1161 interface.. 93
14 MPLS Unknown interface ge-20  LOW skynet:20-wi  Mhomehvan.. 1184 inferface.. 83
15 LINK Unreferenced frewiall fiter  profectRE  WARNING  skynat20-wf  omefwan . 1512 fiterpro . 101
16 LINK
Page 1 of15 ) ) C & @ Displaying 1 - 100 of 1427

« Network Reports on page 76

. Hardware Inventory Reports on page 78

Hardware Inventory Reports

« Understanding Hardware Inventory Reports on page 79

« Displaying Hardware Inventory for Routers on page 80

78
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« Displaying Hardware Inventory for Line Cards on page 80

« Displaying Hardware Inventory for Transceivers on page 81

« Displaying Hardware Inventory for Extensive Parts List on page 81

Understanding Hardware Inventory Reports

The Hardware Inventory Reports feature enables you to display the available hardware
associated with the Live Network.

There are two ways to make the hardware inventory report available:

« Runthe Scheduling Live Network Collection task with the Configuration and Equipment
CLI options selected in the Collection Options window. Then save the network reports
in IP/MPLSView by selecting File > Export to Web while in the Live Network.

« Run the Hardware Inventory Report task periodically with the Live Network and Save
Reports onthe web options selected in the New Task (Step 2 of 3) - Hardware Inventory
Report window.

From the Routers tab, you can add columns that display the IPv6 addresses, autonomous
system (AS) numbers, and hardware id. Figure 59 on page 79 shows a router inventory
report with some of these columns hidden.

Figure 59: Hardware Inventory Reports for Devices

ardware Invento

Daily Collection
Lists
Reports

History & Trending
Line Card Usage

Device Usage

<

Hardware Inventory Reports

Routers

ca

Date: 0372772017 =

Name

SCH7TH_S.
3GTOT_SU..

IPTNJ_KKM

IPTNJ_BN_
IPTNJ_LKS
IPBNJ_TLS

IPTNJ_TLS.
IPTNJ_TLS.

IPBNJ_TLS...
SINKO_IPT...
SILAT_IPT...
KNKON_IP...
ERHQ_IPT
NKY2_IPTN.
PYOF_IPT
TLS1_IPTN.
PYOF_IPT.
TLS1_IPTN...

« <

Vendor
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper
Juniper

Juniper

Page 2 of 24

Filter(s): - Topo Groups — ~  Juniper -

Last Update by CLI Chassis Type Hardware Id J

03/27117 16:12:50
03/27117 16:12:49
03/27/17 16:12:49
0312717 16:12:48
0312717 16:12:49
03127117 16:12:48
03127117 16:12:48
03127117 16:12:48
03127117 16:12:48
03/27117 16:12:49
03127117 16:12:48
03/27117 16:12:50
03127117 16:12:49
03/27/17 16:12:50
0312717 16:12:48
0312717 16:12:49
03127117 16:12:48
0312717 16:12:49

> » ¢

EX4550-32F
EX4550-32F
EX4550-32F
ex4550-32f
EX4550-32F
EX4550-32F
EX4550-32F
EX4550-32F
EX4550-32F
MX2020
MX2020
MX2020
MX2020
MX2020
MX2020
MX2020
MX2020
MX2020

Change Page Size

LX0214033807
LX0214033669
LX0214033660
LX0213503281
LX0213503205
LX0213429121
LX0213388290
LX0213388283
LX0213377973
JN125EDFOAF)
JN125EDSAAF
JN125E8A0AFJ
JN125E84DAFJ
JN125E842AF)
JN125E840AF)
JN125E832AF)
JN125E827AF)
JN125E820AF)

Advanced Filters

0S_Version
13.2X51-D.
13.2X51-D.
13.2X51-D.
13.2X51-D.
13.2X51-D..
12.3R6.6
13.2X51-D..
13.2X51-D..
12.3R6.6
13.3R87
133R87
133R87
133R87
133R87
13.3R87
13.3R87
13.3R87
13.3R87

Export to CSV

System_Name De:

Displaying 21 - 40 of 479

In the left navigation pane, select Reports to display device-specific reports. Select the
Hardware Inventory, Device Usage, Line Card Usage, CapEXx, or CapEx by Parts tab to display
daily usage and estimated cost reports.

Inthe left navigation pane, select Line Card Usage or Device Usage to display usage reports
for a specified time period.
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See Also . Equipment View on page 82

Displaying Hardware Inventory for Routers
To display a hardware inventory for routers:

1. Select Configuration > Hardware Inventory Reports.

The Router tab is selected by default and the Hardware Inventory Reports window is
displayed, as shown in Figure 59 on page 79.

2. (Optional) From the header menus, select a date, a topology group, or a vendor to
filter the report.

See Also . Equipment View on page 82

Displaying Hardware Inventory for Line Cards

To display a hardware inventory for line cards:

1. Select Configuration > Hardware Inventory Reports.

The Hardware Inventory Reports window is displayed, as shownin Figure 59 on page 79.

2. Select the Line Cards tab.

The Hardware Inventory Reports for Line Cards is displayed, as shown in
Figure 60 on page 80.

Figure 60: Hardware Inventory Report Window for Line Cards

e 0 0 000

ardware Invento O Route (Y1 Physical Interface ansceive
Daily Collection Dater  06/222016  ~ Filter{s) ~ — Topo Groups — ~ - Devices - ~  —Vendors - - Advanced Filters Expor{
Lists
s Name | Device_Name. Device_Vendor Card_Id Connected_Ports Shutdown_Ports.. No_of Ports = Descripfion
Reporis
. ) Virtual GE 10_BARC...  Juniper S-0/0 0 8 Virtual GE
History & Trending
Virtual GE 1_DUBLIN Juniper 5010 0 8 Virtual GE
Line Card Usage
~ Virtual GE 2_AMSTE Juniper 5-0/0 8 0 8 Virtual GE
Device Usage
Virtual GE 3_LONDON Juniper 5-0/0 8 0 8 Virtual GE
Virtual GE 4_BERLIN Juniper 5-0/0 0 g Virtual GE
Virtual GE 5_PARIS Juniper 5010 0 8 Virtual GE
Virtual GE 6_FRANK Juniper 5-0/0 8 0 8 Virtual GE
Virtual GE 7_VALENCIA  Juniper 5-0/0 8 0 8 Virtual GE
Virtual GE 8_LYON Juniper 5-0/0 0 g Virtual GE
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3. (Optional) From the header menus, select a date, a topology group, or a vendor to
filter the report.

See Also . Equipment View on page 82
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Displaying Hardware Inventory for Transceivers

When a small form-factor pluggable (SFP) transceiver is connected to the port, the type
of transceiver (1-Gigabit Ethernet copper, 1-Gigabit Ethernet optical, 10-Gigibit Ethernet),
serial number, and other information is provided.

To display a hardware inventory for transceivers:

1. Select Configuration > Hardware Inventory Reports.

The Hardware Inventory Reports window is displayed, as shownin Figure 59 on page 79.

2. Select the Transceivers tab.

The hardware Inventory Reports for transceivers is displayed, as shown in
Figure 61 on page 81.

Figure 61: Hardware Inventory Report Window for Transceivers
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SFP-LX10 3GTOT_S Juniper 740-011614  PRC4BSW 3GTOT_S. EX4550-32..
SFP-LX10 3GTOT_S..  Juniper 740-011614  PRC3FTN 3GTOT_S... EX4550-32..
SFP-LX10 3GTOT S..  Juniper 740-011614  PRC4BM9 3GTOT S... EX4550-32..
SFP-LX10 3GTOT S Juniper 740-011614  PR31MHX 3GTOT S, EX4550-32..
SFP-LX10 3GTOT S Juniper 740-011614  PRC424X 3GTOT_S. EX4550-32..
SFP-LX10 3GTOT_S Juniper 740-011614  PR30G90 3GTOT_S. EX4550-32..
SFP-LX10 3GTOT_S...  Juniper 740-011614  PRC4BSX 3GTOT_S... EX4550-32..
SFP-LX10 3GTOT S Juniper 740-011614  PR30GHS 3GTOT_S. EX4550-32..
SFP-LX10 3GTOT S Juniper 740-011614  PRC40US 3GTOT S EX4550-32..
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3. (Optional) From the header menus, select a date, a topology group, or a vendor to
filter the report.

Displaying Hardware Inventory for Extensive Parts List

To display hardware inventory for extensive parts list:

1. Select Configuration > Hardware Inventory Reports.

The Hardware Inventory Reports window is displayed, as shown in Figure 59 on page 79.

2. Select the Extensive Parts List tab.
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The Hardware Inventory Reports for Extensive Parts List is displayed, as shown in
Figure 62 on page 82.

Figure 62: Hardware Inventory Report Window for Extensive Parts
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3. (Optional) From the header menus, select a date, a topology group, or a vendor to
filter the report.

Equipment View

. Understanding the Equipment View on page 82
. Displaying the Equipment View on page 84

Understanding the Equipment View

There are two main views in the device’s Equipment View window. The Logical View
depicts a graphical view of the cards and ports in the device. The Tabular View depicts
in tabular format, details such as interface status and bandwidth. See

Figure 63 on page 83.
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Figure 63: Logical View
(e O
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. ge-11/8 cBO 710021523 CAEX8952
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Table 21 on page 83 describes the Equipment View window.

Table 21: Equipment View Descriptions

Description

Hardware Inventory pane

Select Devices to display a list of devices.

Logical View pane

Displays number of slots. Select an interface to display the IP address and bandwidth.

Tabular View pane

Displays the interface, admin status, operation status, IP address, and bandwidth.

Properties Overview

Provides a picture of the equipment, model, and IP address.

Node detail Lists the device name, chassis type, hardware ID, last update by CLI, OS Version, and
miscellaneous components such as board, CPU, and Routing Engine.
Card detail Lists the slot, card ID, description, part number, serial, and ports.

See Also

. Hardware Inventory Reports on page 78
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Displaying the Equipment View

To display the device equipment view:

1. Select Configuration > Equipment View.

The Hardware Inventory Summary window is displayed.

2. Expand the Devices list in the Hardware Inventory pane and select the equipment to

view.

The equipment Logical View is displayed, as shown in Figure 63 on page 83.

3. (Optional) Select the Tabular View tab for details such as interface status and
bandwidth, as shown in Figure 64 on page 84.

Figure 64: Tabular View
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. Hardware Inventory Reports on page 78

Configuration Revision Manager

Overview

Name: SKYNET_20_WF
Model: MX240
Ip Addr: 172.25.155.20

Node detail Card detail

Name:

Chassis Type:
Hardware Id:

Last Update by CLI:
0OS Version:

Wisc Components

Component Name
CBO

CPU

FPM Board

Fan Tray 0
Midplane

PEMO

Routing Engine 0

SKYNET_20_WF
MX240
JN1252300AFC
09119/16 14:11:51
15.1F6.9

Part No

710-021523
711-035209
760-021332
710-030216
760-021404
T740-022697
740-015113

SIN
CAEX8952
CAEN3782
CAET0673
CAEMT7154
ACRE3279
QCs1524.
80092109

« Understanding the Configuration Revision Manager on page 85

« Displaying and Comparing Configuration Revisions on page 85

84
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Understanding the Configuration Revision Manager

IP/MPLSView has a revision manager that can be used to track changes to device
configuration files. The Configuration Revision Manager can be used to check-in new
revisions, perform comparisons, and view current or previous revision versions of a
configuration file.

How to Prepare the Data

Schedule the Scheduling Live Network Collection task at a regular interval in Task Manager
to perform repeated configuration file collection. This establishes a baseline of the
configuration files, against which future versions of the files are compared.

See Also . Scheduling Live Network Collection

« Configuration and Tunnel Path Files

Displaying and Comparing Configuration Revisions
To display and compare configuration revisions:

1. Select Configuration > Config Revision Manager.

The Revision Summary page is displayed showing the hostname, filename, latest
revision, and the date that revision was checked-in. Devices are listed in the side pane.
Figure 65 on page 85 shows the Revision Summary window.

Figure 65: Revision Summary

Files. Revision Summary

Summary Hostname T File Name Latest Revision Last Checked-in
10_BARCELONA 10_BARCELONA 172.16.0.110 10_BARCELONA cfg 11 2015-11-30 15:15:13
11_MANCHESTER 11_MANCHESTER 172.16.0.111.11_MANCHESTER .cig &1 2016-05-21 13:13:56

' 12_MUNICH 12_MUNICH 172.16.0.112.12_MUNICH cig 14 2016-07-00 13:14:02
' T3MILAN 13_MILAN 172.16.0.113 13_MILAN WANDL CO. 12 2016-07-08 13:14:13
‘ ;iEILJJIZ;‘SRDAM 1_DUBLIN 172.16.0.101.1_DUBLIN.cfg 12 2016-07-08 13:14:13
3 LONDON 2_AMSTERDAM 172.16.0.102.2_AMSTERDAM.cfg &1 2015-11-3015:15:13
4 BERUN 3_LONDGON 172.16.0.103.3_LONDON cfg 11 2016-01-30 13:13:33
5 PARIS 4_BERLIN 172.16.0.104 4_BERLIN cig 11 2015-11-30 15:15:13
&_FRANKFURT 5_PARIS 172.16.0.105.5_PARIS.cfg 11 2016-02-09 13:13:33
7 VALENGIA 6_FRANKFURT 172.16.0.106.6_FRANKFURT.cfg 11 20151130 15:15:13
8 LYON T_VALENCIA 172.16.0.107 7_VALENCIA cfig 11 2015-11-30 15:15:13
skymet20-uf 8_LYON 172.16.0.108.8_LYON.cfg 11 2015-11-30 15:15:13

2. Select a device in the side pane to display the configuration file in the main pane.

If a device has multiple revisions, you can expand the menu item in the side pane to
list the individual revisions.

3. (Optional) To compare two revisions side-by-side, select two revisions and right-click.
Figure 66 on page 86 shows the Version difference window.
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See Also

Device Library

Figure 66: Version Difference Comparison

Files Version difference for 172.16.0.112.12_ MUNICH.cfg

Summary # | Revisionv1.3 A | Revision v1.4
10_BARCELONA 1 terminal length 0 terminal length 0
11_MANCHESTER 2 12_MUNICH#shaw running 12_MUNICH#show running
3 Building configuration... Building configuration

12_MUNICH 2

11 5 Current configuration - 8396 bytes /. Cument configuration : 8325 bytes

6 | !
12 7 Ilast configuration change at 19:29:56 UTC Thu Jul 7 2016 by -
13 newlab
- 81 -

14 9 version 15.3 version 15.3

13_MILAN 10 service timestamps debug datetime msec service fimestamps debug datetime msec
- 11 service timestamps log datetime msec service fimestamps log datetime msec
1_DUBLIN 12 service password-encryption service password-encryption
2_AMSTERDAM 13 no platform punt-keepalive disable-kemel-core no platform punt-keepalive disable-kemel-core
14 platform console virtual platform console virtual

3_LONDOMN 15 | 1
4 BERLIN I hostname 12_MUNICH
5 _PARIS 18 boot-start-marker boot-start-marker
6_FRANKFURT ;g Itmot—ent‘l-malker Ibool-end—marker
T_VALENCIA 211 1
2 LYON 22 vri definition FIFA vt definition FIFA

The configuration changes are color-coded:

- Yellow—Indicates changes in the newer version.

« Green—Indicates additions in the newer version.

. Red—Indicates changes that were deleted in the newer version.

4. (Optional) Right-click in the Revision panel and select Print to print the configuration
that is displayed.

« Configuration and Tunnel Path Files

« Understanding the Device Library on page 86
« Modifying a Web Image Icon on page 87

« Modifying the CLI Template on page 88

« Adding a New Hardware Type on page 89

Understanding the Device Library

You can manage the hardware vendor and hardware type using the Device Library. From
the Device Library, you can do the following:

« Add new hardware types.
. Setimages to use in the interfaces and topology map.

« Create a template of the statements to be run before executing any CLI command
from the Run CLI window.

The CLI Template pane shows the file path to the template file used for CLI commands.
Select Modify to change the CLI screen width used.

86
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To add a new hardware type, select Add. The New Hardware Type window is displayed.
Select the vendor from the Vendor Family menu, type the name of the new hardware
type, and select Save. To delete a hardware type, select the type and select Delete.

The vendortemplatefile.csv file in the/u/wandl/db/config/ directory contains the mapping
of vendor, command template, and icon used.

Modifying a Web Image Icon

To modify a Web image icon:

1. Select Configuration > Device Library.

The Device Library window is displayed. The Web Image pane shows the file path to
the icon file for the device selected. Figure 67 on page 87 shows the Device Library

window.

Figure 67: Device Library Window
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CLI Template
Template File:  Jufwandlfdby/ juniper

15ilent
set cli screen-width 0
__COMMAND__

2. Select Modify to change the icon used for a node in IP/MPLSView.

The Server File Browser window is displayed.

. Todisplay the contents of a sub-directory, double-click the directory name.

. Toreturn to the default directory, select the home icon.

. Torefresh the display, select the blue-circle icon.

- To move up to the parent directory, select the up arrow icon.
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See Also

3. Browse for the icon image (for example, .gif file) to display, and click Select.

. Hardware Inventory Reports on page 78

« Equipment View on page 82

Modifying the CLI Template

To modify the CLI template:

1.

Select Configuration > Device Library.

The Device Library window is displayed. The CLI Template pane shows the file path
to the template file used for CLI commands. The files in this directory contain templates
specifying which commands to issue immediately after logging in and before running
any additional commands. Figure 67 on page 87 shows the Device Library window.

Select the desired Vendor Family and Hardware Type from the left pane.

Click Modify to make changes to the CLI template displayed in the lower-right pane.

The keywords and their meanings are provided in Table 22 on page 88.

Table 22: CLI Template Keywords

Keyword Meaning/Usage

@silent

Do not capture terminal output from now on (until an !silent is issued).

Isilent

Capture terminal output from now on (until an @silent is issued).

@P

Indicates that after the subsequent command is issued, the prompt on the device will change. This
is needed in order to tell the program that the subsequent command has completed.

Indicates that after the subsequent command is issued, the prompt on the device will remain the
same.

__ COMMAND__

This will be substituted with whatever command(s) a particular run CLI command includes.

As an example, the following template says a) Do not capture the output after issuing
the commands cli set terminal rows 0 and enable, b) Capture the output of the CLI
command, and ¢) Do not capture the output of the exit command.

@silent

cli set terminal rows O
enable

ISilent

__ COMMAND___

@Silent

exit

Corresponding Text Files

88
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Table 23 on page 89 describes the corresponding text files that are modified by the
changes in the Device Library graphical interface:

Table 23: Text File Descriptions

Item Description

vendortemplatefile.csv (locatedin /u/wandl/db/config/) Contains a mapping of the vendor, command template,
and icon used.

hardwaretypemapping.csv (located in /u/wandl/db/config/) Contains a mapping of recognized device models with
their vendors.

template.vendor (located in /Zu/wandl/db/cmdtemplate/, one file per vendor; for example,
template.cisco) Files specify which commands are issued on devices immediately after
logging in, before any additional commands are run. A few reserved IP/MPLSView keywords
are defined as described in Table 22 on page 88.

See Also . Hardware Inventory Reports on page 78

. Equipment View on page 82

Adding a New Hardware Type
To add a new node hardware type:

1. Select Configuration > Device Library.

The Device Library window is displayed.

2. Select Add in the left pane.

The New Hardware Type window is displayed. Figure 68 on page 90 shows the New
Hardware Type window.

Copyright © 2018, Juniper Networks, Inc. 89



IP/MPLSView Web-Based Management and Monitoring Guide

Figure 68: New Hardware Type
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3. Select the vendor from the list, enter the hardware type, and click Save.

4, (Optional) To delete a hardware type, select the hardware type and select Delete.

Related . Hardware Inventory Reports on page 78

D tati
ocumentation . Equipment View on page 82

Miscellaneous Reports

To access Miscellaneous Reports, select Configuration > Misc Reports.

The Interface VLANs Assignment feature provides a list of the interfaces in the Live
Network and the virtual LAN that each belongs to (if any).

Select Configuration > Misc Reports > Interface VLANs Assignment. Select the vlanid from
the Select vlanid drop-down box, or type it directly into the text field to the right, to search
for all the interfaces belonging to a particular VLAN. (See Figure 69 on page 91.) Select
None to see all interfaces that do not have any associated vlanid. Select All to see all

90
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interfaces in the network. If the vlanid for a particular entry says n/a (data not available),
then that interface does not belong to a VLAN.

You can also search for all interfaces at a particular node by using the Filter by node
name text field. This filter is case-sensitive and the full node name should be entered
(no regular expressions).

0 NOTE: Both the Select vlanid and Filter by node name options always search
from within all interfaces in the network.

Figure 69: View VLANs

VLANS

Select VlanID: 101 - 101

Filter by Node Name: dprev 1 /1nexth
& =
vianid « interface node ip handwidth protocolis) comment
101 ge-000 101 YMXOD 704011 106 REYP MPLSTE  10G
15152 REVP
101 ge-0i01 01 YMXOD 1431101 1 106 s 1.0
101 *e-3100.101 7L2L38R1 10159181 105 OSPF wLot 2 feis CorestiConnectio

TL2MMWET 1-25-3(APP-2).10G

As long as a collection of “config” and “interface” have been performed from the Task
Manager using either CLI Collection, Autodiscovery, or Scheduling Live Network Collection,
this data will be accessible.

O NOTE: Thedatawithinthe View VLANs pageis derived from the IP/MPLSView
interface map (intfmap) file. The intfmap file is created automatically when
configuration files are collected and parsed.

The Tunnel Path Report feature provides reports about the tunnel status and tunnel path
detail (for example, the “Record Route”) based on the same command used for the
“tunnel path” collection method. The IP addresses are automatically resolved to the
corresponding router and interface for convenience. To view this report, run the Scheduling
Live Network Collection Task with config, Tunnel Path, and Transit Tunnel options selected.
To access the report, select Configuration > Misc Reports > Tunnel Path Report.

Figure 70 on page 92 shows a tunnel path report.
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Figure 70: Tunnel Path Report
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T a
Interface VLANSs Assignment| View CLI Tunn Source Destination 1. Tunnel Name Admin Status. Operational S{ Path Type Tunnel Path De| §
Tunnel Path Report View VMX102 1000101 PIMP-VMX102- up up p2mp PRI VIIX102-1. E
Find IP/Mac Address View VMX103 1000101(.. LSP_VMX103_V_. Up Up PRIMARY VMX103-1._ -§

View VMX103 10.0.0.101(_. XX VMX103_V..  Up Up VMX103_V._.  PRIMARY VMX103-1. %

View VMX103 1000101(..  LP_VMX103_V _ Up up VMX103_V PRIMARY VMX103-1.

View VX103 10.0.0.101(... ~ NLP_VMX103_.. Up Up VMX103_V.. PRIMARY VMX103-1...

View VMX101 1000.102(..  LSP_VMX101_V Up Up PRIMARY VMX101-1.

View VX103 10.0.0.102(...  LSP_VMX103_V.. Up Up PRIMARY VMX103-1...

View VX101 10.0.0.103(...  LSP_VMX101_V.. Up Up PRIMARY VMX101-1...

View VX101 10.0.0.103(...  LSP_VMX101_V.. up Up Path_VMX.. PRIMARY VMX101-1...

View VX101 10.0.0.103(...  LSP_VMX101_V.. Up Down Path_VMX.. VMX101-1...

View VX101 it :
Page 1 oi34 ) B I C & @ Displaying 1 - 100 of 3307

The Find IP/Mac Address feature provides reports about IPs and MAC Addresses in the
network. To view this report, run the Scheduling Live Network Collection Task with the
configand ARP options selected. To access the report, select Configuration > Misc Reports
> Find IP/Mac Address.

Figure 71: IP/Mac Address Report
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Related . Network Reports on page 235
Documentation
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Fault Management: Events

Live Event Browser

Live Event Browser on page 93

Analyzing Events on page 100

LSP and Related Tunnel Events for LinkDown and LinkUp on page 103
Historical Event Browser on page 107

Error and Discard Chart for Interface Threshold Events on page 110
Events Count Chart on page 111

Event Summary Reports on page 114

Event Options on page 116

Launching the Live Event Browser on page 93
Acknowledging and Clearing Events on page 94
Creating a Group Event on page 95

Creating a New Query on page 96

Configuring the Severity Colors on page 97
Uploading Event Sound Clips on page 98
Stopping Event Sounds on page 99

Launching the Live Event Browser

The Live Event Browser is used to view events and SNMP traps from devices in the Live
Network and can be accessed from the Live Network by selecting Fault > Live Event
Browser. Forinformation about how to use the Event Browser, and the differences between
the Live and Historical view, see Fault Management: Events Overview in the IP’MPLSView
Java-Based Management and Monitoring Guide.

Figure 72 on page 94 shows the Live Event Browser window and Action options.
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See Also

Figure 72: Live Event Browser
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The Action options are accessed by selecting Fault > Live Event Browser.
From the Actions menu, the following options are available:

« Group Events

You can group events by various attributes such as Device ID, Severity, or Type of event.
Grouping by one property creates one level of groups below the global Events group.
Grouping by a second property creates a second level of groups, and so on. These
groups are displayed in a tree structure in the Event Group View in the left panel.

« Manage Queries

You can create queries for the events collected. The Historical Event Queries window
allows you to create new, edit, and delete queries.

. Stop Event Sound

If the play event severity sound clips feature is configured, select Stop Event Sound to
silence the sound.

« Options

In the Event Browser Options window, you can configure the color associated with
each severity level. General options for the event browser display are also available.
The general options are explained in detail in Event Browser Options in the IP/MPLSView
Java-Based Management and Monitoring Guide.

« Analyzing Events on page 100
« Historical Event Browser on page 107

« Event Summary Reports on page 114

Acknowledging and Clearing Events

Acknowledging and clearing events are used to track events that require attention. An
event is acknowledged when you notice the event, but have not yet taken action in
response to the event. Once you have rectified the event and taken any other actions
required by the event, you usually clear the event.

94
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Note that events of all severity types except INFO can be marked as acknowledged. To
toggle the display of info events, click the Toggle INFO Events icon in the top toolbar. To
clear all INFO events from the Live Event View, click theClear all INFO Events icon in the
top toolbar. Cleared events can still be queried in Historical Event Browser, explained in
“Historical Event Browser” on page 107.

To acknowledge or clear an event, right-click on the event and select Acknowledge Events
or Clear Events. Once an event is acknowledged, it can be unacknowledged by selecting
Unacknowledge Events.

Multiple events can be acknowledged or cleared simultaneously by selecting the desired
events and right-clicking on the selection.

Once cleared, an event is no longer visible in the Live Event View window. Cleared events
can only be queried in Historical Event Browser, explained in “Historical Event Browser”
on page 107.

Creating a Group Event
To create a group event:

1. Select Fault > Live Event Browser.

The Live Event Browser is displayed.

2. Select Actions > Group Events.
The Column Grouping Selector dialog box is displayed.

Figure 73 on page 96 shows the Column Grouping Selector dialog box.
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See Also

Figure 73: Column Grouping Selector
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. Inthe Column Grouping Selector dialog box, double-click the column name in the

Available pane to select which columns to group by.

When multiple columns are selected, events will be grouped hierarchically according
to their order within the list, starting from the top of the list. Rearrange the grouping
order by selecting a checked column and selecting Move Up or Move Down.

4, Click Apply for the changes to take effect, and then click OK to close the dialog box.

« Analyzing Events on page 100
« Historical Event Browser on page 107

. Event Summary Reports on page 114

Creating a New Query

To create a new query:

1. Select Fault > Historical Event Browser.

The Historical Event View is displayed.

2. Select Actions > Manage Queries.

96
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3. Inthe Historical Event Queries window, click New.

The New Event Query window is displayed.

4. Select the check box for the query attribute, then select a value from the list.

5. Enter the name of the query and click OK to save the query entry.

The Historical Event Queries window is displayed. Query entries are displayed in the
top panel, and the query description is displayed in the bottom panel.

6. Select the query entry and click Run Query.

See Also . Analyzing Events on page 100
. Historical Event Browser on page 107

« Event Summary Reports on page 114

Configuring the Severity Colors

To configure the severity colors:

1. Select Fault > Live Event Browser.

The Live Event Browser is displayed.

2. Select Actions > Options.

The Event Browser Options window is displayed.
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Figure 74: Event Browser Options
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3. Click the colored box next to the severity level that you want to configure.

4, Inthe color selector window, select a color or enter a hex color code, and click OK.

See Also . Live Event Browser on page 93

Uploading Event Sound Clips

You can associate an event with a sound clip according to the event severity. Sound clips
can be uploaded from either the application server or your local file system. The sound
file format can be .wav, .mps, or.ogg. Also, the sound file format is dependent on whether
the browser supports that format.

To upload event sound clips:

1. Select Fault > Live Event Browser.

The Live Event Browser is displayed.

2. Select Actions > Options.

The Event Browser Options window is displayed.

3. Select Edit event severity sound clips.
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The Edit Event Sound Clips window is displayed.

4. Click the plus sign (+) in the right pane.

A row is added for the sound clip.

5. In the new sound clip row and in each column, select from the drop-down list:

Event Severity—From the list, select the severity level.
Interval—From the list, select the time interval duration, specified in seconds.

Sound Clip—Select to display the Upload Sound Clip window. The Upload Sound Clip
window is displayed in Figure 75 on page 99.

Figure 75: Upload Sound Clip

= Select from client

C:\fakepathtjazz.mp3 Browse

Select from server
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6. Select one of the following options, then select Browse to locate the clip:

Select from client—Uploads a sound clip from the local file system.
Select from server—Uploads a sound clip from the application server.

7. Select Upload to upload the sound clip to the server.

The sound clip is uploaded to the /u/wandl/app/NodelS/client/resources/audio
directory.
Stopping Event Sounds

To stop event sounds:

1. Select Fault > Live Event Browser.

The Live Event Browser is displayed.
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See Also

Analyzing Events

2. Select Actions > Stop Event Sound to silence the alert.

« Live Event Browser on page 93

Understanding Root Cause Analysis on page 100

Analyzing an Event on page 102

Understanding Root Cause Analysis

Root Cause Analysis (RCA) is a fault management feature located in the Live Event
Browser that allows you to diagnose trap events and recommend corrective actions. It
is accessed by right-clicking an event and selecting Analyze Event from the menu. This
feature references a list of rules defined for a device and event type, performs user-defined
actions onthe device, searches the output of those actions, and highlights if the expected
results of the actions are found. The expected results can be used to diagnose the cause
of the event and offer suggestions for further action.

Root Cause Analysis helps you analyze the root cause of the events based on user-defined
rules in the /u/wandl/db/config/rca-rules file. You can define various commands such
as SNMP and CLI to query event specific details or you can define rules to generate an
event. After the rca-rules list is defined, these rules will appear in the Root Cause Analysis
window. You can select and execute one or more commands in the RCA Rules pane.
Selected commands are executed and the results and status are updated.

Figure 77 on page 103 shows the Root Cause Analysis window and the RCA Rules pane.

Each rule in the rca-rules file should be in a single line and in the following format:
<vendor>, <type>, <action>, <expected-result>, <probable-cause>

RCA Rules Field Explanations:

vendor—Name of the device vendor. For example, cisco, juniper, huawei
type—Name of the SNMP trap. For example, linkUp, linkDown, jnxVpnPwDown

action—Command executed through the device CLI, command executed on the
application server, SNMP query, or post an event. Conditional actions can be defined
too.

expected-result —String that will be searched and highlighted from the output of the
defined action. For example, line protocol is down. Supports variables such as
(ElementName), simple regular expressions, and logical operators && and ||.

probable-cause—Message displayed to offer suggestions for action. For example, check
cable connection.

RCA Rules Command Results:

100
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<expected-result> found—Command status is updated as Matched and the matching
text is highlighted in the command result with yellow color.

<expected-result> not found—Command status is updated as Not Matched.

<expected-result> is not defined for the rule—After successful completion of the
command, the status is updated as Executed.

RCA Rules General Keywords:

ElementName—Corresponds to the Element Name variable in the Event Browser.
Device—Corresponds to the Device ID variable in the Event Browser.

#—Use to comment out a line and it will not be parsed in the file.

RCA Rules Action Commands:

@cli:<command>—Specifies the action taken is a command on the device CLI. For
example, @cli:show interface.

@sh:<command>—Specifies the action taken is a command on the application server.
For example, @sh:/u/wandl/bin/status_mplsview

@snmp:<0ID>—Specifies the action takenis a SNMP query on the OID value. For example,
@snmp:1.3.6.1.2.1.1.1.0

RCA Rules Conditional Action

Only the action command @cli: or @sh: or @snmp is required in the action field. The
labelname:, @match:, and @notmatch: are optional keywords used for conditional action
statements. If an action command is not specified, the root cause analysis parser will
attempt to identify the type of command although it is recommmended to define the action
command type.

Format of conditional action field— labelname: [@cli: | @sh: | @snmp:]
@match:@notmatch

<labelname:>—Tags an action with a label used for conditional actions. For example,
mylabel:

@match:—<labelname:> skips to the line of the labelname if the expected-result matches.

@notmatch:—<labelname:> skips to the line of the labelname if the expected-result
does not match.

exit—Ignores all the remaining rules and exits the root cause analysis.

See Also . Live Event Browser on page 93
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Analyzing an Event

To analyze an event:

1. Select Fault > Live Event Browser.

The Live Event Browser window is displayed. The following figure shows the Live Event
Browser window with Analyze Event selected.

Figure 76: Selection for Analyze Event
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2. Select the event, right-click, and select Analyze Event.

The Root Cause Analysis window is displayed.

3. Select an eventin the top pane.

cancaso oo

2015-08-06 144

2016-08-06 14:(
2016-09-06 144
2016-09-06 072
20156-09-06 0722
2016-09-06 07:1
2018-09-02 0922
2016-09-06 144
2016-08-06 072
20156-09-08 144
2016-08-06 072
2015-08-08 144
2015-08-06 144
2016-08-06 072
2016-08-06 14+
2016-08-06 072

6140054EDTI

4. Inthe RCA Rules pane, select the commands to use to analyze the event, and then

click Analyze.

The commands are executed on the node.

u

Expand the command in the RCA Rules pane to display the results.

Figure 77 on page 103 shows the Root Cause Analysis window and RCA rules command

results.
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Figure 77: Root Cause Analysis Results

Root Cause Analysis (%]

Node Type Element Status Updated
@ 2_AVISTERDAM jnxLdpSesDown 532 Executed 2016-09-22 10:34:50 -]

RCA Rules

Command Status
show config protocel ldp Not yet axe...
[-]1 snhowntertace Matched

Command: show interface

Command Type: CLI Command

Matching String: SNMP iflndex (ElementName)
Result:

newlab@2 ZMSTERDEM> show interfaces | no-more
Physical interface: ge-0/0/0, Enabled, Physical link iz Up
Interface index: 133, SNMP ifIndex: 506
Link-lewvel type: Ethernet, MIU: 1514, Speed: 1000mbps, BPDU Error: None, MAC-REWRITE Errcr: Nene,
Loopback: Disabled, Scurce filtering: Disabled, Flow control: Ensbled, ARuto-negetiation: Enabled,
Remote fault: Cnline
Device flags : Present Running
Interface flags: SHMP-Traps Internal: 0x4000

See Also . Live Event Browser on page 93

LSP and Related Tunnel Events for LinkDown and LinkUp

Correlation of Interface Index and Tunnel Index on page 103

Mapping the Interface Index to Interface Name on page 104

LSPs and Associated LSP Events on page 106
« Displaying LSP Events During LinkDown on page 106

Correlation of Interface Index and Tunnel Index
When there is correlation of the interface index and tunnel index, the following applies:

« Interface index and tunnel index information is collected from the network.

« Interface and tunnel details are updated in interface and tunnel events by using their
index information.

Two separate tasks collect the interface index and tunnel index information by using
SNMP polling. The collected information is then used to update the interface and tunnel
events by correlating the index (Element Type) with the corresponding component
(Element Name).

The correlation is accomplished by configuring the following two items in the SNMP Trap
Editor:

- Map the interface index (Element Type) to Interface Name (Element Name).

. Map the tunnelindex (Element Type) to LSP Name (Element Name).
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Run the Use-Defined SNMP Collection task to collect the interface index and tunnel index
information.

Mapping the Interface Index to Interface Name

Launch the SNMP Trap Editor from the Live Event Browser to configure the SNMP traps.
To map the interface index to the interface name:

1. Select Fault > Live Event Browser.

The Live Event Browser is displayed.

2. Inthe Live Event View pane, right-click the interface that you want to configure.

The SNMP Trap Editor window is displayed.

3. Select the Trap Configuration tab and in Element type, select Interface from the
drop-down list.

You can specify the trap name, trap OID, severity, and a comment. For trap event
types that used interface or tunnel indexes for correlating element names, the proper
names will be updated. For example, original mplsTunnelDown event with tunnel
index 12345 will be mapped to a tunnel name like Lsp12345. The jnxLdpSesDown trap
with an interface index 123, will be mapped to ge-0/1/0.1.

Select or clear the Trap enabled check box to control whether or not the SNMP trap
server can process the trap. Figure 78 on page 104 displays the Trap Configuration tab.

Figure 78: SNMP Trap Editor Trap Configuration Tab

SHMP Trap Editor
Trap Configuration

Standard Trap Configuration Afiributes

Trap name: jnxLdpSesDown
Trap OID: 1.36.1.41.2636.4.40.4
Elemant type Interface [:} -

Trap avenl severity :  MAJOR o

Trap Comment unknown (0, holdExpired (1), connectionExpired (2), =
allddjacenciesDown (3), badTLV (4). badPDU (5), connectionEmes
(6], connectionReset (T), peerSemNotification (8), unexpectedEQF
(9 AuthenticationChanoed (108 inl#Fmor (111 aracefulRestad Ahart

Trap enabled: vl

4, Select the Advanced Configuration tab and in both the Element Attribute column and
Event Attribute column, click the plus sign (+) and add the attribute name.
Figure 79 on page 105 displays the Advanced Configuration tab.
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Figure 79: SNMP Trap Editor Advanced Configuration Tab

(Lt T U Advanced Configuration

Advanced Trap Configuration Afinbutes

Use OlDvindex as element
by

Trap exclude condiion

Event exclude condifon

Elemant Atiribute Event Attribute

5. Select the Trap Attributes tab. The Trap Attributes tab contains a list of the various
MIB Attribute OIDs associated with this trap and the corresponding MIB Attribute
name. The OIDs used as the key to identify the trap with its associated network element
are indicated in the Element Key Priority column with nonzero values starting with “1.”

The Event Attribute column is used to map the value from the trap to the appropriate
column of the Event Browser. In the case of the jnxLdpSesDown trap, the keyword
“name” in the Event Attribute column refers to the interface name, since the element
type configured on the Trap Configuration tab is the interface.
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Figure 80: SNMP Trap Editor Trap Attributes Tab
KM Trap Editor )
Tesp Coniguration  Advanced Configuration I3
Ed# Trap 060 Afritwies

IVEES Fullintectis Marrs

T ME] Altriute D0 Flarsint Kiry P — |-.---|ru||u1.
|p‘uL¢5ﬂEﬁn’Ir 13614126363 415 1 A
jroiLdpSasDaownil 135141363621414
jroaMipisLdpSestt 1I6141 26061361
syslipTime 1Ak 2108 u
=

6. (Optional) Click Reset to automatically fix incorrect OIDs entered previously.

LSPs and Associated LSP Events

LinkDown and LinkUp events include the affected interface name that is associated with
alink. If aninterface becomes up or down, it impacts the associated link and LSPs. Using
both endpoint IP addresses of the link, impacted LSPs are identified. A panel in the Live
Event Browser shows all the impacted LSPs and the associated LSP events.

Displaying LSP Events During LinkDown
To display LSP events during LinkDown:

1. Select Fault > Live Event Browser.

The Live Event Browser is displayed.

2. Inthe Live Event View pane, select the interface to check with the LinkDown type, and
then right-click and select Show Impacted LSPs, as shown in Figure 81 on page 107.
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Figure 81: Show Impacted LSPs
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Theimpacted LSPs for the event are displayed in the Impacted Tunnel Viewer window.
Figure 81 on page 107 displays the Impacted Tunnel Viewer.

Historical Event Browser

o NOTE: For an event to be displayed in the historical event browser, it must
first be cleared in the Live Event Browser.

To display the Historical Event Browser:

1. Select Fault > Historical Event Browser.

2. Select Actions > Manage Queries to display events in the historical event browser.

The Historical Events Query window is displayed.

3. Inthe Historical Events Query window, select New. The New Event Query window is
displayed.

4, Select the attributes you want, select a value from the menu in the field, and then
click OK.
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Figure 82: Historical Event Queries and New Event Query Window

0103
protocol
today
tunnel

Query Description

Select key(s) from following list and add value(s) to build query

Name of the query:

Attribute Value
id

type
deviceid
severity
elementtype
comment
description
ackby
clearby
sourceip
date
daterange

NewTestQuery

nae ] e ] oo ]

5. From the Select values window, select from the available values and click the arrow.
The value is added to the New Event Query window.

6. Type a name in the Name of the query field and click OK.

7. In the Historical Event Queries window, click Run Query.

The results are displayed in the Historical Event Browser window.

Figure 83: Historical Event Browser Window

consaocDm o o) R RS [ vz oo o == N crsEmes;: E) Jo 2 |
[——— o B
= @Event « EventID Type Element Type | Device ID Severity | Timestamp 4 First Timestamp | Count Source ID AccdOn | AckdBy
B Node 365683016110 mpisLspDown  Tumel 20080 MAJOR 20160525 1207:09EDT 0 0 SNMPEventPublisher O
i Protocol 365BE016111  mplsLspDown  Tunnel 27602 MAIOR 20160525 120709 EDT 0 0 SNMPEventPublisher O
i | GSTSO6S mpslsplp  Tuwel 20080 WP 00 sNPEwnPwisher 0
Lo I___ _=__=
e 365683015854 ThresholdEvent  Tumel G_FRANKFURT ~WARNING 20160525 120450EDT 0 0 ThresholdEngine 0
& b Inteface
e 365683015845 ThresholdEvent  Tumel G_FRANKFURT ~WARNING 20160525 120449EDT 0 0 ThresholdEngine 0
B LatencyStats
i Tunnel 24 WARNING 20160525 120449 EDT 0 0 TheshodEngine 0
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36ST0NI7%  ThresholdEvent  Tumel GFRANKFURT ~WARNING 20160525 11:3543EDT 0 0 ThresholdEngine 0
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Tumnel 2 WARNING 20160525 11:3543EDT 0 0 ThesholdEngine 0
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Events are colored. By default, critical events are red, warnings are yellow, and major

events are pink.

Icons at the top of the window are used to synchronize events with the Event Server,
post network events, save events to a file, print events, toggle INFO events, and clear

all INFO events.

Select an event to display event details in the lower pane of the window.
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Table 24 on page 109 describes the Historical Event Browser table columns.

Table 24: Historical Event Browser Table Columns

Column Name

Description

Event State The state of the event.

Event ID The unigue ID of the event. If the row corresponds to an aggregate event, this is the ID of the
most recent event in the aggregated events.

Type Supplied by the device sending the event, and is usually a terse description of the information

Element Type

represented by the event For example, linkUp, mplsLspDown. Event types are defined in the
/u/wandl/db/config/eventtypes.store file.

The element associated with the event; for example, Interface, Tunnel, VPN.

Device ID

Usually the hostname of the device. These names are derived from files created by a Scheduling
Live Network Collection task in the Task Manager.

Element Name

Severity

Timestamp

The name of the element. For example, if the element type is Interface, the element name
might be ge-0/0/3.0.

The severity of the event can be INFO, UP, WARNING, MINOR, MAJOR, CRITICAL, or DOWN.
These are automatically set by default for each event, but can also be customized.

The time the event occurred, using the server’s time zone. For aggregate events, this is the
time the most recent event occurred.

First Timestamp

For aggregate events only, the timestamp of the first event in the aggregated events.

Count For aggregate events only, the number of events included in the aggregate event.
Source IP The IP address of the device sending the event.

Source ID The identifier of the device sending the event.

Ack’d On The time the event was acknowledged.

Ack’d By The name of the user who acknowledged the event.

Aggregate ID

Cleared By

Identifier for the aggregate event.

The name of the user who cleared the event.

Note that the number of rows in the events table cannot be the same as the number
of events due to aggregation of events. Events that share the same Event Type, Device
ID, Element Type, and Element Name are grouped together into one row representing
an aggregate event in order to reduce clutter in the Event Browser.
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Documentation

. Live Event Browser on page 93

. Events Count Chart on page 111

Error and Discard Chart for Interface Threshold Events

The Error and Discard Chart displays the error and discard counts relative to time for a
specific interface—for example, the number of errors and inbound and outbound packets
that are discarded per second. The chart is only applicable for interface threshold events.

The Errorand Discard Chart in the Live Event Browser queries the error and discard counts
for a specific interface of a specific device. In addition to the chart, a table is displayed
that contains all the counts returned in the query result. The grid includes Timestamp,
Ingress Error Count, Egress Error Count, Ingress Discard Count, and Egress Discard Count.

To display the Error and Discard Chart for interface threshold events:

1. Select Fault > Live Event Browser.
The Live Event Browser window is displayed.
2. Select the interface threshold event in the Live Event View window, right-click, and

select Show Error and Discard Chart.

The Error and Discard Chart for the interface is displayed. Figure 84 on page 110 shows
the chart.

Figure 84: Error and Discard Chart
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Events Count Chart

The Events Count Chart provides a graphical view for the number of events for the current
day. By default, all events are displayed, but you can customize the chart view.

To display the Events Count Chart:

1. Select Fault > Event Count Chart.

The Events Count Chart window is displayed. Figure 85 on page 111 shows the Event
Count Chart window.

Figure 85: Event Count Chart Window
T e

‘ © [ © « Showdatapoints | | Show series lines ‘
2016-08-17, Wed

All Bvents | BG |l Device [l Protocol

0200 0400 e:00 08:00 1000 1200 1400 16:00 1800 2000

In this example, the chart shows the event count for all events in gold, BGP events in
blue, device events in black, and protocol events in red.

In the chart window, you can use the controls at the top of the window to reset the
zoom, save the chart as an image, and reload the chart. Hold your mouse pointer over
a data point to display a pop-up pane that shows the event count. Drag your mouse
over a section of the chart to zoom in.

You can also select to show or hide data points, and show or hide series lines.

From the Options menu, you can show or hide protocol, device, and BGP events.

2. Select Options > Manage Series.

The Event Count Chart Series window is displayed. Figure 86 on page 112 shows the
Event Count Chart Series window.
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Figure 86: Event Count Chart Series

Event Count Chart Series
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Device
Protocol
— Series Filter
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3. Select the color and enter a different number to change the color displayed for each
event series or select the color from the color selection window displayed.

When you select the series color, the series filter is displayed in the Series Filter pane.
You can change the auto refresh rate from the Auto Refresh Interval menu. A value
of O does not refresh.

4, To create a new series, select New.

The New Event Count Series window is displayed. Figure 87 on page 113 shows the
New Event Count Series window.
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Figure 87: New Event Count Series Window

New Event Count Series

Select key(s) from following list and add value(s) to build query

Attribute Value

| type
deviceid
severty

elementtype

Series Name:

o ] ome ]

5. Type the name for the series in the Series Name field. Select a key in the attribute list
and then click in the Value field. A select values window is displayed. The following
figure shows the Select “severity” values window.
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Documentation

Figure 88: Select Severity Values Window

Select "severity” values
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6. Select the value you want in the Available pane and select the right arrow to move it
to the Selected pane. Select OK. The value is displayed in the New Event Count Series
window. Continue to select the query values you want and then select OK. The new
series is displayed in the New Event Count Series window.

To edit a series, select Edit. To delete a series, select the series and select Delete.

. Live Event Browser on page 93
« Historical Event Browser on page 107

« Event Summary Reports on page 114

Event Summary Reports

The event summary report feature displays a summary of events over a specified period
of time. Daily, weekly, and last 30-day summary reports are available. Event summary
reports by event type or node are also available.

To see the Event Summary Reports, make sure that the Event Server and SNMP trap
server processes are running, by reading the /u/wandl/bin/status_mplsview. To receive
trap events from network devices, the network devices should be configured to send
SNMP traps with the IP/MPLSView application server as one of the target addresses.

The Event Dashboard displays the counts for various event categories. Each event category
has its own window which can be edited or repositioned in your Web browser. Select
Select date range to query a specific date, week, or the last 30 days. See

Figure 89 on page 115.

N4
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Figure 89: Event Dashboard

Select date range

Node Type Counts (A X %] Interface Type Counts (A X% Tunnel Type Counts [AX<H

Type Count } Type Count | Type Count § E
CollectionErrar 1863 ThresholdEvent 223 mplsTunnellp 780 | 4
authenticationFailure 213 linkDown 10 mplsTunnelDown 750
DeviceReachable 14 linkUp 10 mplsLsplnfoDown a1
UnreachableError 14 mplsLsplnfollp 61
CollectionUpdate 10 rplsLspDown 554
jnxCmCfyChange a1 rmplsLsplp 552
ThresholdEvent 1

The event severity report displays the total number of events organized by event severity
to device. Select Select date range to query a specific date, week, or the last 30 days. See
Figure 90 on page 115.

Figure 90: Event Summary by Severity

Select date range -

Device Down | Critical Major Minor Warning | Up Normal Info Total
W10 a a 208 2466 1275 208 2 a 4158
20 a a 294 2124 64 217 4 g 2N

Wh0PZ) O a a a 74 a a 1 75

The event type report displays the total number of events organized by event type and
severity (INFO, NORMAL, UP, WARNING, MINOR, MAJOR, CRITICAL, and DOWN). Select
Select date range to query a specific date, week, or the last 30 days. See

Figure 91 on page 115.

Figure 91: Event Summary by Event Type
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The “by node” report displays the total number of events organized by node. Select Select
date range to query a specific date, week, or the last 30 days. See Figure 92 on page 116.
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Figure 92: Event Summary by Node
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Related . Live Event Browser on page 93

Documentation . Events Count Chart on page 111

Event Options
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Select Fault > Event Options to access the event settings. Use the following options to

configure your event settings:

« Edit Threshold Alarms

Threshold alarms (also known as threshold crossing alerts) help you monitor the
network against any number of user defined service-level agreements (SLAs) or other
production and performance requirements. When these SLAs or other requirements
are breached, the event server notifies you by means of the Event Browser or by sending
preconfigured notification e-mails. The Web-based Threshold Editor enables you to

configure rules to trigger threshold events.

. Edit Event Subscriptions

You can create and edit event subscriptions to notify you through e-mail or Short
Message Service (SMS) text messages about network events of particular interest.
To set up notifications to the events you want to monitor, you must create event
subscriptions and event subscribers, and then associate event subscribers with

particular subscriptions.

. Edit Event Severities

You can change the default the severity level for an event. Possible severity levels
include: INFO, NORMAL, UP, WARNING, MINOR, MAJOR, CRITICAL and DOWN.

« Enable or Disable Events

You can enable or disable sending of SNMP traps for an event.

16
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To edit a threshold alarm:

1. Select Fault > Event Options > Edit Threshold Alarms.

The Threshold Editor is displayed.

2. Inthe left pane, navigate to and select the threshold alarm you want to edit.

Figure 93: Edit Threshold Alarm for CPUStats

i-QCF‘UStals B Attribute Value
= & CPU Production Name Memaory usage over 50%
\4;} CPU high util over 20% =|jf Production Rule Condition and Rule Builder memulil>= 50
(3 Memory usage over 50% Is Active
£ CPU temperature over 29 M Event Type ThresholdMemoryEvent
\;;} CPU over 6% 3 times Severity WARNING
23 Memory usage over 1% Source ID ThreshaoldEngine
- @ Interface Description Template device=[devicelD] type=[type] IP=[IPAd...
L@ | SPPinaStat 2

Theright pane displays the attributes configured for this threshold alarm. For example,
the above figure shows the attributes for a threshold alarm that triggers an event
when the CPU memory utilization is equal to or exceeds 50 percent.

3. Right-click the Production Rule to launch the Condition and Rule Builder.
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Figure 94: Condition and Rule Builder for CPUStats
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type
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4. Inthe Threshold Condition and Rule Builder, add or modify the attributes for the
threshold alarm.

You can select one or more attributes, AND or OR from the AND/OR menu, and the
operators for each value. Operators can include equals to, not equals to, matches,
greater than, greater than equals to, less than, less than equals to, and between. To
enter text such as the name, click in the Value field. The Add/Remove Text window
is displayed. Enter the text to match and click Add, then click Ok. Click Ok in the
Threshold Condition and Rule Builder. The new rule is displayed in the Threshold Editor
window.

To specify the number of consecutive occurrences before the alarm is triggered, you
can select a value in the (Optional) Consecutive Occurences field.

To edit an event subscription:

1. Select Fault > Event Options > Edit Event Subscriptions.

The Subscription Editor appears.

2. Inthe left pane, navigate to and select the event subscription you want to edit.
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Figure 95: Edit Event Subscription for Tunnel Util
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Theright pane displays the attributes configured for this threshold alarm. For example,
the above figure shows the attributes for an event subscription that sends notification
when the element type is equal to “tunnel.”

3. Right-click the Subscription Rule to launch the Subscription Rule Builder.

Figure 96: Subscription Rule Builder for Tunnel Util

Subscription Rule Builder

Select key(s) from following list and add conditions using subsequent columns

Attribute Operator

name

|| type
devicelD
|| description
_ | severity
v elementType equals to
comment

sourcelD

sourcelP

|| timestamp

— Select Key(s) for Subscription Rule and Specify Conditions

Value | AND/OR

Tunnel OR

4, Inthe Subscription Rule Builder, add or modify the attributes for the threshold alarm.
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You can select one or more attributes, AND or OR from the AND/OR menu, and the
operators for each value. Operators can include equals to, not equals to, matches,
greater than, greater than equals to, less than, less than equals to, and between. To
enter text such as the name, click in the Value field. The Add/Remove Text window
is displayed. Enter the text to match and click Add, then click Ok. Click Ok in the
Subscription Rule Builder. The new rule is displayed in the Subscription Editor window.
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CHAPTER 6

Fault Management: Threshold Crossing
Alerts

« Understanding Threshold Crossing Alerts on page 121

« Configuring Threshold Crossing Alerts on page 121

« Displaying Threshold Crossing Alerts on page 130

« Troubleshooting Threshold Crossing Alerts on page 135

Understanding Threshold Crossing Alerts

You can use the Threshold Editor to provide notifications when certain thresholds are
exceeded. Through the threshold editor, you can configure rules, which if triggered, will
create a threshold event. For example, a rule can be generated when a link exceeds a
certain percentage utilization or when a node’s CPU utilization exceeds a certain
percentage. The threshold events will be displayed in the Event Browser and can also
be subscribed to by e-mail or SMS using the Subscription Editor.

Related . Configuring Threshold Crossing Alerts on page 121
Documentation « Displaying Threshold Crossing Alerts on page 130

« Troubleshooting Threshold Crossing Alerts on page 135

Configuring Threshold Crossing Alerts

« Threshold Editor Overview on page 121

« Interpreting the Threshold Editor on page 122

« Creating Threshold Crossing Alerts on page 124
« Triggering Threshold Alarms on page 126

« Defining Conditions and Rules on page 126

Threshold Editor Overview

Threshold alarms can be used to monitor the network against any number of user-defined
SLAs or other production and performance requirements. When these SLAs or other
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See Also

requirements are breached, you are automatically notified by the event server, either
through viewing the Event Browser or by receiving preconfigured notification e-mails.

Threshold alarms can be triggered by periodic collections from the Traffic Collection
Manager, or the Task Manager tasks Device SNMP Collection, Device Ping Collection,
and Device SLA Collection. For each threshold alarm, the Data Gateway Server (DGS)
will examine incoming data against all applicable threshold alarm rules. If any data
matches a threshold alarm rule, the DGS server will post an event to the event server
with the parameters specified in the threshold alarm. In the Threshold Editor, these rules
are referred to as production rules. The DGS processes traffic data from the data collector.
The DGS log contains detailed information about the data objects and messages from
the data collector. The detail level of the log is controlled by the dgs.log.properties file in
/u/wandl/db/config.

o NOTE: InIP/MPLSView Release 6.3.0, Data Collector is renamed Traffic Data
Collector.

To open the threshold editor, from the Live Network select Fault > Event Options > Edit
Threshold Alarms. Figure 97 on page 122 shows the Threshold Editor window.

Figure 97: Threshold Editor

Search

Attribute

&) CPUStats
I & Interface
/@ LSPPingStats
I @ LatencyStats
| & Node

/@ PingStals

| @ SLAStats

| & Tunnel

I & SessionAgent
/@ IPPool

| @ L2TPAgent

When the threshold editor is opened for the first time, the tree in the left paneis collapsed,
hiding all production rules. Double-click an item or click the plus sign (+) to the left of
the item to display the elements beneath it. This hierarchy is comprised of the element
type, followed by group/scope, and the actual production rules.

« Displaying Threshold Crossing Alerts on page 130
« Troubleshooting Threshold Crossing Alerts on page 135

Interpreting the Threshold Editor

At the top level is the Element Type for which the rule will apply: Interface, Node, Tunnel,
CPUStats, LSPPingStats, LatencyStats, PingStats, and SLAStats.
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« Interface: Rules can be defined in this section for interface-related properties such as
bandwidth and ingress and egress utilizations.

. Node: Rules can be defined in this section for node-related properties such as system
up time, last up time, AAA, accounting, authentication, and sessions. These additional
properties for AAA and sessions are related to wireless collection data and may or may
not apply to all device types.

« Tunnel: Rules can be defined in this section for LSP tunnel-related properties such as
the delta in the ingress bytes.

. CPUStats: Rules can be defined in this section for CPU and memory stats such as CPU
temperature, CPU utilization, memory used, total memory, and memory utilization.

« LSPPingStats: Rules can be defined in this section for LSP ping stats on average, max,
min, and standard deviation values.

. LatencyStats: Rules can be defined in this section for latency stats on average, makx,
min, and standard deviation values.

. PingStats: Rules can be defined in this section for ping stats on average, max, min, and
loss percentage values.

. SLAStats: Rules can be defined in this section for SLA stats such as jitter, packet loss,
packet timeout, and latency.

Following the element type, the next level is the scope, which defines the group of
interfaces to which the threshold rule(s) will be applied. An include condition can be
specified to filter for only interfaces matching some user-specified criteria. An exclude
condition can additionally be specified to exclude interfaces with some user-specified
criteria. If no fields are specified for the scope, the rules of this scope will be applied to
all elements of the given type. For example, a scope can be created underneath the
Interface element type that only considers Fast Ethernet interfaces. Figure 98 on page 123
shows the threshold editor scope window.

Figure 98: Threshold Editor Scope
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Description
Production Count
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2

Under the scope are the actual threshold rules themselves. Specify the production name,
the actual rule, a severity level, and a description. For example, the rule can be created
to generate a threshold event when the interface utilization exceeds a particular
percentage. Figure 99 on page 124 shows an example threshold rule.

Copyright © 2018, Juniper Networks, Inc. 123



IP/MPLSView Web-Based Management and Monitoring Guide

See Also

Figure 99: Example Threshold Rule
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« Displaying Threshold Crossing Alerts on page 130

« Troubleshooting Threshold Crossing Alerts on page 135

Creating Threshold Crossing Alerts

To create a new threshold crossing alert:

1. For the desired element type, create a scope identifying a subgroup of elements in
which to place the rule. The scope can be used, for example, to filter only Fast Ethernet
interfaces, or events at a particular node. See “Creating a New Scope.”

2. Create the rule itself. See “Creating a New Rule.”
Creating a New Scope

To create a new scope, first select the upper-level tree item under which the group will
be created. Then either click the Create button in the top toolbar, or right-click the selected
item and select Create.

This will create a new group under that item. Select the new group and fill in the fields
for the new group on the right pane. To enter text into a field, first double-click the field
to enable editing of the field.

« Scope Name (Required)—Describes the scope of the rules contained within the group.
Do not include any spaces in the name. Optionally, enter a description of the scope in
the Description field.

« Include and Exclude Conditions—Preliminary filters for all rules within the group. Only
data matching these conditions will be considered by the rules within the group. For
example, you could set “name ~= fe” in the Include condition for an Interface scope to
only consider Fast Ethernet interfaces. To edit these conditions, right-click at the
beginning of the field to open the Condition and Rule Builder. For more information on
how to define conditions, see “Defining Conditions and Rules.” If you do not require any
filtering, leave these fields blank.
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. Is Active—Activate or deactivate the scope and the production rules underneath it.
Only if both the scope and production rule are activated will the threshold event be
generated.

« Production Count—Number of rules within the group.

Creating a New Rule

To create a new rule underneath a scope, first select the scope under which the new rule
will be created. Then either click the Create New Production Rule buttonin the top toolbar,
or right-click the selected item and select Create. This will create a new rule under the
selected group.

. Production Name—(Required) Describes the threshold rule. Do not include any spaces
in the name.

« Production Rule—(Required) Defines the threshold crossing alert. If incoming data
matches this rule, it will trigger the threshold event. Right-click at the beginning of the
field to open the Condition and Rule Builder. An example rule for a production rule
underneath the Interface scope is ingressUtil > 75 || egressUtil > 75. For more information
about how to define conditions, see “Defining Conditions and Rules.”

« IsActive—Activates or deactivates the productionrule. Only if both the scope containing
the production rule and the production rule are activated will the threshold event be
generated.

. Event Type—Type of event triggered by this rule, which is displayed in the Event Browser
when the threshold crossing alert is created. The default is ThresholdEvent and does
not need to be changed. It is helpful to mark the events with more descriptive event
types, such as ThresholdUtilizationEvent and ThresholdMemoryEvent.

. Severity—Configures the severity of the event. This severity can later be displayed in
the Event Browser when the Threshold Event is triggered.

The selection is used to

« Source ID—Displays as the source of the event triggered by this rule. This field
corresponds to the Source ID field in the Event Browser.

« Description Template—Describes the event triggered by this threshold rule. This is the
primary means of specifying threshold event details in the Event Browser. The template
allows for specifying keys and dynamic values by enclosing them within square brackets
[1. For a list of available suggestions while typing in the Description template field,
right-click in the beginning of the field. For example, for a rule that triggers an event
when ingress utilization or egress utilization exceed 75 percent, the following template
may be used:

[devicelD]: [name]: ingress util [ingressUtil] or egress util [egressUtil]
greater than 75%

See Also . Displaying Threshold Crossing Alerts on page 130

« Troubleshooting Threshold Crossing Alerts on page 135
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Triggering Threshold Alarms

Note that to trigger the threshold alarm, the corresponding collection (using the Task
Manager or Traffic Collection Manager) should be scheduled on a recurring basis. For
more information about scheduling the following tasks using Task Manager, see Task
Manager.

« For CPUStats, see Device SNMP Collection.

. For LSPPingStats, see LSP Ping Collection.

« For LatencyStats, see Link Latency Collection.
« For PingStats, see Device Ping Collection.

« For SLAStats, see Device SLA Collection.

See Also . Task Manager on page 199
. Displaying Threshold Crossing Alerts on page 130

. Troubleshooting Threshold Crossing Alerts on page 135

Defining Conditions and Rules

In the Condition and Rule Builder, select the desired key(s) in the Attribute column. Click
the column header values to edit the logical operators and properties. An optional
Consecutive Occurrences field allows you to specify the number of consecutive
occurrences before the rule is triggered. Click OK to build the rule syntax.

Figure 100 on page 126 shows an example for building threshold conditions and rules.

Figure 100: Threshold Conditions and Rules Builder

Threshold Condition and Rule Builder [x]

Select key(s) from fellowing list and add conditions using subseguent columns

Select Key(s) for Include Condition and Specify Conditions

Attribute Operator Value AND/OR
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comment
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ingressDiscardDelta

(Optional) Consecutive Occurences: 0 =

o ] o]
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Alternatively, the Include and Exclude condition or Production rule syntax can be typed
into the field instead of using the Condition and Rule Builder. Group conditions and
production rules must be entered in the form of logical expressions with a predefined set
of keys. For example, the following condition matches when either ingress utilization or
egress utilization is greater than or equal to 75 percent: “ingressUtil >= 75 || egressUtil
>=75",

. For allist of available keys while editing the condition or rule field, right-click for a list
of suggestions, or review the Available Keys listed below. This list may be different for
different types of elements. If unsure of where to start, right-click at the beginning of
a field to see all possible keys. Remember that the field must first be activated for
editing by double-clicking the field.

. The following are the supported logical operators for reference:== (equals), != (does
not equal), ~= (equals using regular expression), && (and), || (or), < (less than), >
(greater than), <= (less than or equal), and >= (greater than or equal).

. Note that all conditions and rules are case sensitive, and spaces should be used as
delimiters between keywords, values, and logical operators. Additionally, quotes (““)
should be placed around string values, for example, IPAddress == “1.2.3.4.”.

. If aninteger value is specified for the utilization, the traffic utilization will be compared
as integers. To compare using floating numbers, specify the number as a floating
number. For example, “ingressUtil > 75.0” instead of “ingressUtil > 75”.

Consecutive Occurrences

The special operator “&="is used to test for consecutive occurrences of a condition. For
example, to test that the ingress or egress utilization has been greater than 75 percent
for 3 timesin arow, you could use the following expression: (ingressUtil >=75 || egressUtil
>=75)&=3

Available Keys
Below are a list of the attributes for Interface, Node, and Tunnel elements.

Note that utilization values are specified in percentages (for example, specify 30 for 30
percent).

See “Defining Conditions and Rules” for the syntax involving brackets and units.
Common Attributes

- devicelD: The hostname of the device associated with the element. For the Node
element type, this is the same as the name. For the Interface element type, this is the
node that contains the interface. For the Tunnel element type, this is the head-end of
the tunnel.

« name: The element’s name. For the Node element type, this is the hostname. For the
Interface element type, this is the interface name. For the Tunnel element type, this is
the tunnel’s name.
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. type: The element type (Node, Interface, Tunnel).

. |IPAddress: The IP address for the element.

Interface Attributes:

. bandwidth: The interface bandwidth. Here, g, m, k, are permitted to indicate the units,

for example, 100m for 100 Mbps.

. ingressBytesDelta, egressBytesDelta: The interface ingress/egress traffic in bytes per

second.

- ingressUtil, egressUtil: Specify an integer value for percentage, for example, 30 for 30

percent.

« ingressErrorDelta, egressErrorDelta: The number of inbound/outbound packets that

contained errors per second.

« ingressDiscardDelta, egressDiscardDelta: The number of inbound/outbound packets

that are discarded per second.

Node Attributes

« nodeType: Hardware type (for example, M5 for Juniper M5, CISCO) used for SLA status

data.

« sysUptime, lastUptime: Unit is in hundredths of a second.

Tunnel Attributes

. ingressBytesDelta: The tunnel traffic in bytes per second.

CPU Stats Attributes

« cpuTemp: CPU temperature.
« cpuUtil: CPU utilization.

« memTotal: Total memory.

« memUsed: Used memory.

- memuUtil: Memory utilization.
LSP Ping Stats Attributes

- lsppingAvg: Average LSP ping value.
« IsppingMax: Maximum LSP ping value.

« IsppingMin: Minimum LSP ping value.

« lsppingSD: Standard deviation LSP ping value.

Latency Stats Attributes

. latencyAvg: Average latency value.

« latencyMax: Maximum latency value.
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« latencyMin: Minimum latency value.

. latencySD: Standard deviation latency value.
Ping Stats Attributes

- pingAvg: Average ping value.
« pingMax: Maximum ping value.
« pingMin: Minimum ping value.

. pingLossPercent: Ping loss percentage.
SLA Stats Attributes

« slaDNSError, slaDNSRoundTrip, slaTimeOut

- slaEgresslLatencyAvg, slaEgresslLatencyMax, slaEgressLatencyMin

. slaEgressNeglitterAvg, slaEgressNeglitterMax, slaEgressNeglitterMin

. slaEgressPacketLoss

. slaEgressPoslitterAvg, slaEgressPoslitterMax, slaEgressPoslitterMin

. slaEgressRoundTripAvg, slaEgressRoundTripMax, slaEgressRoundTripMin

. slaHTTPTransactionError, slaHTTPTransactionRoundTrip,
slaHTTPTransactionTimeOut, slaHT TPTransactionTimeToFirstByte

. slalngressLatencyAvg, slalngressLatencyMax, slalngressLatencyMin

. slalngressNeglitterAvg, slaingressNeglitterMax, slalngressNeglitterMin

« slalngressPacketLoss

. slalngressPoslitterAvg, slalngressPoslitterMax, slalngressPoslJitterMin

« slalngressRoundTripAvg, slalngressRoundTripMax, slalngressRoundTripMin

. slaPacketOutofSequence, slaPacketTimeout

« slaRoundTripAvg, slaRoundTripMax, slaRoundTripMin

« slaTCPConnectionError, slaTCPConnectionRoundTrip,
slaTCPConnectionTimeOut

« slaUnknownPacketLoss

Table 25: Additional Examples

Element Type Scope Production Rule Explanation

Interface Exclude condition: name ~=fe  ingressUtil > 50.0 || Generates alarm if non-Ethernet links have
|| name ~=ge || name ~= egressUtil > 50.0 utilization over 50 percent.
Ethernet

CPUStats Include condition: devicelD== cpuUtil > 90 Generates alarm if CPU utilization on router
“NWK” NWK exceeds 90 percent.
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Table 25: Additional Examples (continued)

Element Type Scope Production Rule Explanation
Tunnel ingressBytesDelta > 8000 Generates alarm if traffic is over 8 KBps =
64 Kbps.

Related . Displaying Threshold Crossing Alerts on page 130

D tati
ocumentation . Troubleshooting Threshold Crossing Alerts on page 135

Displaying Threshold Crossing Alerts

« Displaying Data Triggered Threshold Crossing Alerts on page 130

« Displaying Interface Traffic Threshold Crossing Alerts on page 131

« Displaying LSP Tunnel Traffic Threshold Crossing Alerts on page 132
« Displaying Tunnel Events on page 134

Displaying Data Triggered Threshold Crossing Alerts
To display data-triggered threshold crossing alerts:

1. Select Fault > Live Event Browser.

The Live Event View window is displayed.

2. From the Live Event View pane, select an event with a PingStats Element Type and
right-click to display a list of applicable actions. Figure 101 on page 130 shows the
actions menu.

Figure 101: Live Event View
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~

3. Select Show Ping Chart.
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The Historical Device Performance Chart is displayed, showing the ping values from
the source device. In the chart, the linear colors represent the following, in milliseconds,
for each data point time:

. Yellow—PingAvg. Average ping time.

- Blue—PinglLossPercent. Percentage of lost pings.
- Red—PingMax. Maximum ping time.

« Green—PingMin. Minimum ping time.

4. Mouse over a data point in the chart to display a pop-up pane that shows the time
and traffic value. Figure 102 on page 131 shows an example ping chart. The bottom
pane lists the ping values for each data point time.

Figure 102: Historical Device Performance Charts
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See Also . Configuring Threshold Crossing Alerts on page 121

« Troubleshooting Threshold Crossing Alerts on page 135

Displaying Interface Traffic Threshold Crossing Alerts
To display interface traffic threshold crossing alerts:

1. Select Fault > Live Event Browser.

The Live Event View window is displayed.

2. From the Live Event View window, select an event with an Interface Element Type
and right-click to display a list of applicable actions. Figure 39 on page 62 shows the
actions menu.
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Figure 103: Interface Traffic Chart
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The Traffic Chart is displayed, showing the traffic values from the source device.
Figure 39 on page 62 shows the traffic chart. In the upper pane, the linear colors in the
chart represent the following in bits per second, measured in units of millions (M) or
thousands (K) for each data point time:

. Ingress Traffic—Traffic originating from outside of the network and directed to a
destination inside of the host network.

- Egress Traffic—Traffic directed to an external network that originated from inside
the host network.

4, Mouse over a data point in the chart to display a pop-up pane that shows the time
and traffic value. The bottom pane lists the traffic values for each data point time.

See Also . Configuring Threshold Crossing Alerts on page 121

« Troubleshooting Threshold Crossing Alerts on page 135

Displaying LSP Tunnel Traffic Threshold Crossing Alerts

To display tunnel traffic threshold crossing alerts:

1. Select Fault > Live Event Browser.

The Live Event View window is displayed.

2. From the Live Event View window, select an event with a Tunnel Element Type and
right-click to display a list of applicable actions. Figure 104 on page 133 shows the

actions menu.
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Figure 104: Tunnel Traffic Chart
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Tunnel
Tunnel

Tunnel

Reload 061412016

Tunnel Traffic for: SKYNET_26 - AUTOBW_SKYNET_26_SKYNET_22

Device ID

SKYNET_22
2_AMSTERD.
SKYNET_22
SKYNET_23
SKYNET_24
SKYNET_28
SKYNET_24
SKYNET_20
SKYNET_20
SKYNET_20
SKYNET_22
SKYNET_24

Daily

Element Name

AUTOBW_SKYNET_22_SKYNET_

0e-0/0/1 521
ge-1/3/3
ge-1/0/4
ge-11110

AUTOBW_SKYNET_28_SKYNET_
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AUTOBW_SKYNET_20_SKYNET_...
AUTOBW_SKYNET_22_SKYNET_
AUTOBW_SKYNET_24_SKYNET_

- Line - + Show datapoinis » Auto Refresh

Severity
WARNING
MINOR
MINOR
MINOR
MINOR
WARNING
WARNING
MINOR
MINOR
WARNING
WARNING
WARNING

Timestamp + First
2016-06-15 11:50:35 EDT 201
2016-06-15 11:50:35 EDT 201
2016-06-15 11:50:35 EDT 201
2016-06-15 11:50:35 EDT 201
2016-06-15 11:50:35 EDT 201
2016-06-15 11:50:35 EDT 201
2016-06-15 11:50:35 EDT 201
2016-06-15 11:50:35 EDT 201
2016-06-15 11:50:35 EDT 201
2016-06-15 11:50:35 EDT 201

Lighta
Node Detail

Highlight Node

Highlight Link

Show Related BGP Neighbour
Show Related Interface(s).

Ingress Trae Show Interface Traffic Chart
oo Show Tunnel Traffic Chart
1.3M| Show Tunnels.
2
o Show VPN
1
Eamﬁ Show System Uptime Chart
el Show CPU Temperature Chart
a0k Show CPU Usage Chart
=00k
400t Show Memory Usage Chart
200k s
o Show Ping Chart
o Show Link Latency Chart
o000 o100 ) @ o ) % ) w0 won 1000 Show LSP Chart

Ping Device
e ress e Ping Device From Device.

Traceroute
2016.06.15 (00:00 - 00:05) 1220064 feeerouts

Diagnostic Manager.
2016.06.15 (00.05- 00:10) 907088

Related Events
2016.06.15 (00:10- 00:15) 749720

Analyze Event
2016.06.15 (00:15 - 00:20) 1108664

Run CLI Command
2016.06.15 (00:20 - 00:25) 1082144 ~

3. Select Show Tunnel Traffic Chart.

See Also . Configuring Threshold Crossing Alerts on page 121

The Traffic Chart is displayed, showing the traffic values from the source device.
Figure 104 on page 133 shows the traffic chart. In the upper pane, the linear colors in
the chart represent the following in bits per second, measured in units of millions (M)

or thousands (K) for each data point time:

. Ingress Traffic—Traffic originating from outside of the network and directed to a
destination inside of the host network.

« Egress Traffic—Traffic directed to an external network that originated from inside

the host network.

Mouse over a data point in the chart to display a pop-up pane that shows the time
and traffic value. The bottom pane lists the traffic values for each data point time.

« Troubleshooting Threshold Crossing Alerts on page 135
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Displaying Tunnel Events

See Also

To display tunnel events:

1. Select Fault > Live Event Browser.

The Live Event View window is displayed.

2. From the Live Event View window, select an event with a Tunnel Element Type and
right-click to display a list of applicable actions.

3. Select Show Tunnel Events.

The Tunnel Event Viewer is displayed, showing the LSP tunnels in the left pane and
tunnel status (up, down, or unknown). Figure 105 on page 134 shows the Tunnel Events
Viewer window.

Figure 105: Tunnel Events Viewer

Tunnel Events Viewer

LSP Name: R1_DUBLING_FRANKFURT_11 Current State: @
From IP: 62.200.0.1 To IP: 62.200.0.6

LSP Tunnels
| @ R1_DUBLIN3_LONDON_14

" @ R1_DUBLIN_BERLIN_15

" @ R1_DUBLIN5_PARIS_12

' @ R1_DUBLING_FRANKFURT_11
" @ test_admin_group

Time State Recorded Route
Fri May 20 19:05:11 EDT 2016 Up 62.200.12.2-62.200.26.2

Path: 1_DUBLIN to 6_FRANKFURT

Name Node A PaA Node Z Pz Bandwidth
1_DUBLIN_ge_0/0/1 412 1_DUBLIN 62200121 2_AMSTERDAM 62200122 1.0G
2_AMSTERDAM_ge 0/0/1.426 2_AMSTERDAM 62.200.26.1 §_FRANKFURT 62.200.26.2 1.0G

9 -Up @ -Down @ -Unknown

4, Select a path from the LSP Tunnels list. The recorded route is displayed in the right
pane.

5. Select anitem from the right pane. The bottom pane lists the tunnel values for the
selected path.

. Configuring Threshold Crossing Alerts on page 121
. Troubleshooting Threshold Crossing Alerts on page 135

134
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Troubleshooting Threshold Crossing Alerts

The following items address troubleshooting threshold crossing alert behavior:

Event Severity Level—If the threshold crossing alert does not display, check that the
event type is not INFO. Events of severity INFO will only be displayed when the Event
Browser is opened and will not be stored.

Units—Check that you are interpreting the attribute with the correct units. For example,
the utilization should be represented as a percentage (75, for 75%) rather than a
fraction (0.75), and the ingressBytesDelta represents Bytes per second rather than
bits per second. See Available Keys in the IP/MPLSView Java-Based Management
and Monitoring Guide for more information about expected units. You can print the
value in the description for confirmation. For example, use [ingressUtil] and
[egressUtil] for interface ingress and egress utilization.

Rule ordering—If there are multiple rules within a scope, the last rule is evaluated first.
In that case, rules must go from general to specific. It might be safer to add in both
> and < checks for safety. For example, suppose we have the following settings.
Then a memUtil of 75 will use rule c, not rule a or b. This is the expected rule behavior.

« Rulea: memUtil > 50, MINOR
« Rule b: memuUtil > 60, MAJOR

« Rule c: memuUtil > 70, CRITICAL

. Ifarule dis added, which is more general than the preceding rules, thenrules a, b,
and c will never get used.

« Ruled: memUtil > 5, Severity WARNING
« To get around this, you can qualify rules with both < and > checks.

« Rule d: memUtil > 5 && memuUtil < 50

Whole Numbers—Be careful with whole numbers, as the fraction may get ignored. For
example, better to use 1.0 instead of 1. If the rule > 60 should include 60.3, then it
should be changed either to > 60.0 or >= 60. This should be changed in the memUtil
rules. Otherwise, 60.3 will fail the > 60 rule but succeed the >50 rule. This is because
if you specify an integer, our software will evaluate in terms of integers, and truncates
any floating point to integer before doing the evaluation. Thus, 60.3 is truncated to
60, and then fails rule > 60.

Timestamps—Note that the time stamp of a threshold event can differ by up to two
collection cycles, depending upon when the event is processed by IP/MPLSView.

« If no threshold crossing alerts are displayed as expected, rerun the Scheduling Live
Network Collection task. It is possible that some information regarding interface
bandwidth needs to be updated.
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« Readthe /u/wandl/log/threshold.log.0 file and verify that there are no diagnostic error
messages.

Related . Configuring Threshold Crossing Alerts on page 121

D tati
ocumentation « Displaying Threshold Crossing Alerts on page 130
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Performance Management

Understanding Live Traffic on page 137

Live Traffic on page 140

Aggregated Traffic Reports on page 147

Live VPN Traffic on page 148

Monitoring the Status of Your Network on page 149
Monitoring Real-Time Traffic and Device Performance on page 152
Monitoring Any OID in Real Time on page 155
Diagnostics on page 157

Running the CLI on page 162

Diagnostic Manager on page 166

Traffic Collection Manager on page 178

Viewing Device Performance on page 181

Viewing Network Performance on page 185

Viewing Miscellaneous Reports and Charts on page 187
Network Performance Data Chart Report on page 188

Archived Reports on page 189

Understanding Live Traffic

The IP/MPLSView main window has a Performance menu used to display live traffic,
aggregated traffic, real-time status and usage, device and network performance,

diagnostics, and manage the Traffic Collector.

Figure 106 on page 138 shows the Live Traffic window.
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Figure 106: Live Traffic Window

Traffic Type O interface Traffic Summary Report <]
on Today (1 hour) 2
Network H
StartDate:  Today ~ EndDate = | Appiy» share Report 2t [l
Interface - Total 2
Tunnel - Total Router Interface Dir Description | InterfaceBW | 80% 90% 95% 9% -g
10_BARCELONA dsc IN 0 0 0 0 H
10_BARCELONA dsc out 0 0 0 0
10_BARCELONA e-010/0 IN 1000000000 | | 8496 11761.6 12102.4 12536
10_BARCELONA 0e-010/0 out 1000000000 | | 19705.6 40993.6 42997.6 45363.68
10_BARCELONA e-010/0.0 IN 1000000000 | | 8419.2 11796.8 121432 12456.68
10_BARCELONA e-010/0.0 out 1000000000 | | 16564.8 34345.6 361016 38071.04
10_BARCELONA ge-0i0/1 IN 1000000000 | | 2615856 2620224 262550.4 26404224
10_BARCELONA ge-010/1 out 1000000000 | | 272716.8 2731856 273804 2753362
10_BARCELONA ge-00/1.32.. N 0 0 0 0
10_BARCELONA ge-00N132..  OUT 0 0 0 0
10_BARCELONA ge-00/1.470 N 100000000 | | 320 328 336 344
10_BARCELONA 0e-010/1.470  OUT 100000000 | | 328 336 344 352
10_BARCELONA 0e-0I0/1.480 N 1000000000 | | 260864 2612544 261687.2 263823.84
Link 10_BARCELONA ge-010/1.480  OUT 1000000000 | | 264904 2653206 265744 267880.64
10_BARCELONA ge-0102 IN 1000000000 | | 0 0 0 0
Interface 10_BARCELONA ge-0102 out 1000000000 | | 0 0 0 0
p— 10_BARCELONA 0e-010/3 IN 1000000000 | | 0 0 0 0
10_BARCELONA 0e-010/3 out 1000000000 || 160 160 160 160
VPN 10_BARCELONA ge-0/03100  IN 1000000000 | 0 n n n
Group Page 1 of163 » » C & =@ - B Displaying 1 - 20 of 3248

Live traffic reports are organized by traffic type.
Network

Interface Total—Displays the total interface ingress and egress traffic collected for the
entire day.

Tunnel Total—Displays the total tunnel traffic collected for the entire day.
Link

Link Summary—Displays link traffic between two routers.

Interface

Interface Router—Displays total interface ingress and egress traffic on a router at the
last collection time interval. Clicking a specific router will display all interfaces on
that router. Clicking a specific interface will display historical traffic for that interface.

Interface Individual—Displays single interface ingress and egress traffic on a router.
Interface Summary—Displays interface ingress and egress traffic on a router.

Interface Total Ingress—Displays aggregated interface ingress traffic. Requires running
the Traffic Summary Report task in Task Manager.

Interface Total Egress—Displays aggregated interface egress traffic. Requires running
the Traffic Summary Report task in Task Manager.

Tunnel

Tunnel Network Level—Displays tunnel traffic by tunnel name at the last collection time
interval. Clicking a specific tunnel will display historical status states and traffic for
that tunnel.

138
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Tunnel Router—Displays tunnelingress and egress traffic on a router at the last collection
time interval. Clicking a specific router will display all tunnels on that router. Clicking
a specific tunnel will display historical status states and traffic for that tunnel.

Tunnel Individual—Displays single tunnel traffic on a router.
Tunnel Summary—Displays tunnel traffic on a router.

Tunnel Total Ingress—Displays aggregated tunnel traffic. Requires running the Traffic
Summary Report task in Task Manager.

Tunnel Traffic Matrix—Displays the total tunnel traffic originating and terminating at
each router.

VPN
VPN Summary—Displays VPN ingress and egress traffic on a router.

VPN Total Ingress—Displays aggregated VPN ingress traffic. Requires running the Traffic
Summary Report task in Task Manager.

VPN Total Egress—Displays aggregated VPN egress traffic. Requires running the Traffic
Summary Report task in Task Manager.

Customer Service—Displays total traffic per Customer Service VPN.
Group

Live Chart—Displays interface traffic charts by report groups. The report group must
defined in Admin > Report Groups.

Live Report—Displays interface traffic reports by report groups. The report group must
defined in Admin > Report Groups.

Single Day—Displays total tunnel traffic between groups for a single day. The group is
defined in the client.

Multiple Days—Displays total tunnel traffic between groups for multiple days. The group
is defined in the client.

Tunnel Traffic Matrix—Displays the total tunnel traffic originating and terminating
between groups. The group is defined in the client.

Status—Displays the traffic data collector’s status, assigned traffic collection groups,
and routers. Click on the Group ID to display details of the routers and collected
tables. The traffic collection group is defined in the client Traffic Collection Manager.

Related . Live Traffic on page 140
Documentation
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Live Traffic

« Displaying a Live Traffic Network Tunnel Chart on page 140

« Displaying a Link Traffic Summary Report on page 141

» Saving and Sharing a Live Traffic Report on page 142

« Displaying a Router Ingress Interface Traffic Summary Report on page 143

« Displaying a Router Ingress Tunnel Traffic Summary Report on page 144

« Displaying LSP Bandwidth on page 145

« Displaying a VPN Egress Traffic Summary Report on page 146

Displaying a Live Traffic Network Tunnel Chart

To display a live traffic network tunnel chart:

1. Select Performance > Live Traffic.

The Live Traffic window is displayed.

2. Inthe Traffic Type pane, select Network > Tunnel - Total.

The default display is for the current date, as shown in Figure 107 on page 140.

Figure 107: Total Network Tunnel Traffic Chart
s |

Traffic Type <]

Network

Interface - Total

el Total

Link
Interface
Tunnel
VPN

Group

e

2 © 0 0 O

+ Show data points
Reload 06072016 5% O | ¥ Daiy - Lne - + Auto Refresh
+ Show Bandwidth
Total Network Tunnel Traffic
Traffic Dt bys

10oM

o0u

M

oM

Traffic Data
oou Time: 2016.06.07 (08:00 -
Ig Q)

oM

o

30u

2m

oM

Time
000
00 0z 0400 06:00 o%00 1000 1200 1400 16:00

Time Traffic Data bps
2016.06.07 (00:00 - 00:05) 79584536
2016.06.07 (00:05 - 00:10) 72161352
2016.06.07 (00:10 - 00:15) 73775632
2016.06.07 (00:15 - 00:20) 75264872
2016.06.07 (00:20 - 00.25) 77909256

The upper pane shows the tunnel traffic chart. The bottom pane lists the traffic values

for each data point time.

3. (Optional) In the Network Tunnel Traffic Chart window, you can use the controls at
the top of the window to reload the chart, select the day, week, month, or year, reset
the zoom, save the chart as an image, export to Excel, select the time period, select
the chart style, show or hide the data points, and enable auto refresh. Hold your mouse

140
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pointer over a data point to display a pop-up pane that shows the time and traffic
value.

See Also . Understanding Live Traffic on page 137
. Aggregated Traffic Reports on page 147
. Monitoring the Status of Your Network on page 149

« Monitoring Real-Time Traffic and Device Performance on page 152

Displaying a Link Traffic Summary Report
To display a link traffic summary report:

1. Select Performance > Live Traffic.

The Live Traffic window is displayed.
2. Inthe Traffic Type pane, select Link > Link - Summary.

3. From the drop-down lists, select the Start Date and End Date, then click Apply.
The Link Traffic Summary Report is displayed. See Figure 108 on page 141.
Figure 108: Link Traffic Summary Report

T O ol Live Traffic

Traffic Type ©  Link Traffic Summary Report Advanced Options 5]

on Last 7 days (1 hour

Network Aggregate Interval
StartDate: Last7days ~ End Dafe: ~ | Appiyk Share Report 1 hour -
Link
Link Router A Interface A | Dir Description | InterfaceBW | RouterZ Interface z || Aggregate Method
Link - Summary Max -
10_BARC...  10_BARC..  ge-0/0/0.0 N 1000000000  E172.16.0.0
10 BARC..  10_BARC..  ge-0/0/0.0 out 1000000000  E172.16.0.0 Ul')"' -
10_BARC...  10_BARC..  ge-0i0/1470 N 100000000 7_VALENCIA  ge-0/0/1.470
10_BARC..  10_BARC..  ge-0i0/1.470  OUT 100000000  7_VALENCIA ge-0//1.470 || Router
10_BARC. T_VALENCIA ge-i0/1.470  IN 1000000000 10_BARC..  gedwtao | "
10_BARC...  7_VALENCIA ge-0i0/1.470  OUT 1000000000  10_BARC..  ge-0/0/1.470 || Trafficilti
10_BARC. 10_BARC..  ge-0/0/14B0  IN 1000000000  8_LYON ge-0i0/1.480 | | Traffic -
10_BARC..  10_BARC..  gedi0/1480  OUT 1000000000 8_LYON 9e-0/0/1.480 | Link
10_BARC. 8 LYON ge-0i0/1480 N 1000000000  10_BARC...  ge-0iV14s0 | Al M
10 BARC..  B_LYON ge-0/0/1.480  OUT 1000000000 10_BARC..  ge-0i0/1.480 | pucction
10_BARC...  10_BARC..  ge-0i0/4.160  IN 1000000000 ASB07 Both -
10 BARC..  10_BARC..  ge-0//4160  OUT 1000000000 AS807
11_MANC...  11_MANC. GigabitEth N 1000000000  E172.16.0.0
11_MANC...  11_MANC..  GigabitEth.. OUT 1000000000  E172.16.0.0
11_MANC...  11_MANC. GigabitEth N 1000000000  1_DUBLIN  ge-0i0i5.0
Interface 11_MANC..  11_MANC..  GigabitEth_. OUT 1000000000  1_DUBLIN  ge-0/0/5.0
— 11.MANC.. 1_DUBLN  ge-0/050 N 1000000000 11_MANC. GigabitEth
11_MANC.. 1_DUBLN  ge-0i0/5.0 out 1000000000  11_MANC..  GigabitEth. .
VPN 11_MANC...  11_MANC..  GigabilEth.. IN 1000000000 2 AMSTE...  ge-040/1.521
Group Page 1 of25 » N C & % - B Displaying 1- 20 of 500

4. (Optional) Expand the Advanced Options pane and select from the drop-down lists
to change the following:

. Aggregate Interval—Select the interval in increments of minutes or hours.
. Aggregate Method—Select maximum, average, or percentage.

. Unit—Select b (bytes), kb (kilobytes), Mb (megabytes), or Gb (gigabytes).
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See Also

. Router—Select all or filter by specific router.
. Traffic\Util—Select to filter by all, traffic only, or utility only.
. Link—Select all or filter by specific link.

. Direction—Select traffic in both directions, traffic coming in, or traffic going out.

« Monitoring Real-Time Traffic and Device Performance on page 152

Saving and Sharing a Live Traffic Report

See Also

To share a live traffic report:

1. Select Performance > Live Traffic.

The Live Traffic window is displayed.

2. After running a Live Traffic report, click Share Report in the upper-right corner of the
report window.

This option applies to the link, interface, tunnel, VPN, and group reports.

3. InReport Description, type a description and click Save. Figure 109 on page 142 shows
an example of a saved shared report that is displayed in the Shared Reports table.

Figure 109: Save Shared Report

Save Shared Report

User: wandl
Report: Link Traffic Summary Report on Today (1 hour)

Report Description: | |
Shared: ®private OPublic
Save

Shared Reports

User |[Report Description Report Name Shared with

|wandi|[Link Traffic Summary Report 20160608- Share Test|[Link Traffic Summary Report on Today (1 hour)|[Private |

4. Toview the Shared Report, from the Live Network window, select Reports > Shared
Reports.

5. Click the report link to view the full report.

« Monitoring Real-Time Traffic and Device Performance on page 152
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Displaying a Router Ingress Interface Traffic Summary Report
To display a router ingress interface traffic summary report:

1. Select Performance > Live Traffic.

The Live Traffic window is displayed.
2. Inthe Traffic Type pane, select Interface > Interface - Total: Ingress.

3. From the drop-down lists, select the Start Date and End Date, then click Apply.

The Router Ingress Interface Traffic Summary Report is displayed, as shown in
Figure 110 on page 143.

Figure 110: Router Ingress Interface Traffic Summary

Traffic Type © | Router Ingress Interface Traffic Summary - Today (Total bits) Advanced Options (>}

Network Start Date:  Today ~  End Date: ~  Applyp Share Report & Aggregate Interval:
—_—— 1 hour -
o
Interface 10_BARCELONA 33971676000 1914487200 1913973600 kb -
ierface - Router 11_MANCHESTER 127136820000 7162968000 7161967200 Router
nerface - Router (Pv6) 12_MUNICH 169171800000 9530755200 9530978400 Al -
trface - il 1_DUBLIN 92760093600 5226494400 5226612000 Trafie Type
2_AMSTERDAM 264594613600 16033838400 16035609600 Total -
Inierface - Summany 3_LONDGN 894520800 51057600 51170400
Interfacs - Total: Ingress 4_BERLIN 101297779200 5708088000 5707459200 [ Aoly > |
Interface - Total: Eqress 5 PARIS 34191434400 1926501600 1926852000
6_FRANKFURT 234098234400 13187013600 13187683200
7_VALENCIA 33978772800 1914957600 1914758400
8 LYON 133938508800 7545864000 7548168000
SKYNET_20_WF 4927328968800 277351104000 277609668000
SKYNET_21_WF 2365189848000 133036123200 133243032000
SKYNET_22 WF 4382702320800 246488642400 246857227200
SKYNET 23 WF 5376313367200 302922432000 302624990400
SKYNET_24_WF 3041016820800 171238130400 171243856800
SKYNET_25_WF 3033917270400 170786371200 170770821600
SKYNET_26_WF 3032111655200 170793057600 170715115200
SKYNET_27_WF 2216273704800 124792468800 124919448000
SKYNET_28_WF 1931995663200 108811413600 108621892000
Tunnel
VPN
I g :
Group Page |1 (of3 | }» » |IC & # - B 2 Displaying 1 - 20 of 43

4. (Optional) Expand the Advanced Options pane and select from the drop-down lists
to change the following:

Aggregate Interval—Select the interval in increments of minutes or hours.
Unit—Select b (bytes), kb (kilobytes), Mb (Megabytes), or Gb (gigabytes).

Traffic Type—Select Total or Average.
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See Also . Monitoring Real-Time Traffic and Device Performance on page 152

Displaying a Router Ingress Tunnel Traffic Summary Report

To display a router ingress tunnel traffic summary report:

1. Select Performance > Live Traffic.

The Live Traffic window is displayed.
2. Inthe Traffic Type pane, select Tunnel > Tunnel - Total: Ingress.

3. From the drop-down lists, select the Start Date and End Date, then click Apply.

The Router Ingress Tunnel Traffic Summary Report is displayed, as shown in
Figure 111 on page 144.

Figure 111: Router Ingress Tunnel Traffic Summary

T e

Traffic Type ©  Router Ingress Tunnel Traffic Summary - Today (Total bits) (<]
-3
Network & | startDats Today - EndDate < Apoly» Share Report 2 E
w0 e HES |ppEE S |mes |
Interface (+] 10_BARCELONA 0 0 0 0 0 g
p—— e 11_MANCHESTER 0 0 ] 0 0
12_MUNICH 0 0 ] 0 0
Tunnel - Network Level 13_MILAN.WANDL.COM 0 0 0 0 0
Tunnel - Router 1 DUBLIN ° 0 o o °
Tunne! - Individual 2_AMSTERDAM 36097543200 2824872000 2832633600 2831203200 2835412800
Tunnel - Summary 3_LONDON 33631200 2628000 2635200 2644800 2630400
Tunnel - Tolal Ingress 4_BERLIN 20042400 1651200 1660800 1660800 1632000
Tunnel Trafic Metrix 5_PARIS 18271200 1430400 1425600 1428000 1435200
6_FRANKFURT 12177343200 954715200 954876000 954500400 955432300
7 VALENCIA 0 0 ] 0 0
8_LYoN 0 0 ] 0 0
SKYNET_20 385726125200 30124504800 30258871200 30227109500 30309282000
SKYNET 21 385802146400 30283060800 30316843200 30350318400 30233832000
SKYNET 22 385712395200 30559808600 30023452300 30510724800 29981913600
SKYNET_22(CE_125_VPLS... 0 0 ] 0 0
SKYNET_22(P_2) 0 0 0 0 0
SKYNET 23 387077344000 30446205600 30855823200 30223245600 29912661600
o 5 SKYNET 24 336805769600 26550508300 26528472000 26398643300 26507311200
SKYNET 24(CF 23 VPN 10 0
Group (4] i s B Displaying 57 data

4. (Optional) Expand the Advanced Options pane and select from the drop-down lists
to change the following:

Aggregate Interval—Select the interval in increments of minutes or hours.
Unit—Select b (bytes), kb (kilobytes), Mb (Megabytes), or Gb (gigabytes).
Router—Select all or filter by specific router.

Traffic Type—Select Total or Average.

See Also . Monitoring Real-Time Traffic and Device Performance on page 152
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Displaying LSP Bandwidth

To display the LSP bandwidth:

1. Select Performance > Live Traffic.

The Live Traffic window is displayed.

2. Inthe Traffic Type pane, select Tunnel > Tunnel - Summary.

The Tunnel Traffic Summary Report is displayed. Figure 112 on page 145 shows the

Tunnel Traffic Summary Report.

Figure 112: Tunnel Traffic Summary Report
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3. Select the Chart icon in the lower pane, then select Show Bandwidth at the top of the
displayed bandwidth chart.
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Figure 113: LSP Bandwidth Chart
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4. Mouse over the chart to display the LSP bandwidth for a specific time, as shown in
Figure 113 on page 146.

See Also . Monitoring Real-Time Traffic and Device Performance on page 152

Displaying a VPN Egress Traffic Summary Report
To display a VPN Egress Traffic Summary Report:

1. Select Performance > Live Traffic.

The Live Traffic window is displayed.
In the Traffic Type pane, select VPN > VPN - Total: Egress.

From the drop-down lists, select the Start Date and End Date, then click Apply.

The VPN Egress Traffic Summary Report is displayed, as shownin Figure 114 on page 147.
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Figure 114: VPN Egress Traffic Summary Report
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4. (Optional) Expand the Advanced Options pane and select from the drop-down lists
to change the following:

Aggregate Interval—Select the interval in increments of minutes or hours.
Unit—Select b (bytes), kb (kilobytes), Mb (Megabytes), or Gb (gigabytes).
Traffic Type—Select Total or Average.
Show Traffic—Select All or SUM only.

Show—Select to filter by VPN or by node.

See Also . Monitoring Real-Time Traffic and Device Performance on page 152

Aggregated Traffic Reports

The following aggregated traffic reports are organized by traffic type and are aggregated
either hourly or daily.
General column filtering and sorting capabilities apply to all aggregated traffic reports.

Link

Link—Displays link traffic between two routers.

Interface

Interface—Displays summary interface traffic at each router.

Interface CoS—Displays summary interface CoS traffic at each router.
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Related
Documentation

Interface Multicast—Displays summary interface multicast traffic at each router.

Packet Errors—Provides the number of inbound and outbound packets that could not
be transmitted because of errors.

Packet Discards—Provides the number of inbound and outbound packets that were
chosen to be discarded even though no errors had been detected. One possible
reason for discarding such a packet could be to free up buffer space.

Tunnel

« Tunnel—Displays summary tunnel traffic at each router.

VPN

VPN—Provides the total in and out traffic per VPN.

VPN CoS—Provides the total in and out CoS traffic per VPN.

VPN Multicast—Provides the total in and out multicast traffic per VPN.

Customer Service—Provides the total in and out traffic per Customer Service VPN.

Customer Service CoS—Provides the total in and out CoS traffic per Customer Service
VPN.

Customer Service Multicast—Provides the total in and out multicast traffic per Customer
Service VPN.

Group

Interface Group—Provides the total in and out traffic for the interfaces in a group. These
groups are defined in Admin > Report Groups.

Interface Group CoS—Provides the total in and out CoS traffic for the interfacesin a
group. These groups are defined in Admin > Report Groups.

Interface Group Multicast—Provides the total in and out multicast traffic for the interfaces
in a group. These groups are defined in Admin > Report Groups.

AS—Provides the total in and out traffic for the interfaces in an autonomous system.

« Live Traffic on page 140

Live VPN Traffic
You can display live VPN traffic from the Performance tab in the IP/MPLSView main
window.
To display live VPN traffic:
1. Select Performance > Live VPN traffic.
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The IP VPN window is displayed.

2. Expand the menu and select a VPN instance in the left tree view to list the available
VPN interfaces.

The router names and interface descriptions are displayed in the right pane.

3. Select a router name and interface description, then right-click and select Open Live
Interface Traffic Chart.

The Live Interface Traffic Chart is displayed. Figure 115 on page 149 shows the Live
Interface Traffic Chart.

Figure 115: Live VPN Traffic
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Related . Live Traffic on page 140
Documentation

Monitoring the Status of Your Network

« Real-Time Network Status on page 150

« Monitoring Real-Time Network Status on page 150

« Monitoring Real-Time Status for LSPs (Tunnels) on page 151
« Monitoring Real-Time Status for BGP Neighbors on page 152
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Real-Time Network Status

You can display real-time status for the following network elements from the
IP/MPLSView Web interface:

« Live links

« Live label-switched paths (LSPs)
. Live BGP neighbors

« Live OSPF neighbors

. Live IS-IS adjacencies

Monitoring Real-Time Network Status

To monitor real-time network status:

1. Select Performance > Real Time Status.

The Real Time Status window is displayed.

2. Select the type of live status you want to monitor from the Live Status to Monitor
menu.

Figure 116: Live Status to Monitor Menu

Live Status to - |
Monitor

Link Status

Tunnel Status

BGP Meighbor Status
OSPF Meighbor Status
1515 Adjacency Status

3. Review the results in the Live Status window that appears for the selected network
element.

Each column head has a menu. From the menu within each column you can sort the
element information in ascending or descending order. You can also select which
columns are displayed or hidden, resize columns, and rearrange the column order.
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Monitoring Real-Time Status for LSPs

(Tunnels)

To monitor real-time status for LSPs (tunnels):

1. Select Performance > Real Time Status.

The Real Time Status window is displayed.

2. Select Tunnel Status from the Live Status to Monitor menu.

3. Display the live Tunnel Status window in one of the following ways:

- Toview an unfiltered status display for all nodes, select No Filtering in the Set Filters

field.

. Toview a display filtered by node, select Filter by Node in the Set Filters field, select
a node name from the Select Nodes menu, and click Apply Node Filter.

For example, Figure 118 on page 151 shows the Live Tunnel Status window filtered by

the node named

VMXIO0L1.

Figure 117: Live Tunnel Status Window with Filtered Display
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Figure 118: Live Tunnel Status Window with Filtered Display
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4. Review the results in the Live Tunnel Status window.

Make sure the administrative status (Admin Status) and operational status (Oper

Status) are both reported as up for each tunnel.
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Monitoring Real-Time Status for BGP Neighbors

To monitor real-time status for BGP neighbors:

1. Select Performance > Real Time Status.

The Real Time Status window is displayed.

2. Select BGP Neighbor Status from the Live Status to Monitor menu.

The Live BGP Neighbor Status window is displayed. Figure 119 on page 152 shows the
Live BGP Neighbor Status window.

Figure 119: Live BGP Neighbor Status Window
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3. Review the results in the Live BGP Neighbor Status window.

Make sure the BGP Peer Status is reported as established for each BGP neighbor.

Related . Monitoring Real-Time Traffic and Device Performance on page 152
Documentation

Monitoring Real-Time Traffic and Device Performance

« Real-Time Usage for Traffic and Device Performance on page 152
« Monitoring Real-Time Usage for Link Traffic on page 153

« Monitoring Real-Time Usage for Device Performance on page 154

Real-Time Usage for Traffic and Device Performance

You can display real-time usage information for the following types of network traffic
from the IP/MPLSView Web interface by selecting Performance Management > Real Time
Usage or by right-clicking a node or link on the live network topology map:

« Interface traffic

« Label-switched path (LSP) traffic
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« Link traffic

You can also display real-time usage information for device performance.
Monitoring Real-Time Usage for Link Traffic

To monitor real-time usage for link traffic:

1. Select Performance > Real Time Usage, or click a link on the live network topology
map.

The Real Time Usage window is displayed.

2. Select Link Traffic from the Parameter to Monitor menu. Figure 120 on page 153 shows
the Parameter to Monitor menu.

Figure 120: Parameter to Monitor Menu
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Multicast Traffic
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Monitor Any OID Live

3. Select a live link to monitor in the Links menu.
The Link Traffic Chart for the selected link is displayed.

Figure 121 on page 154 shows the real-time usage display for live link traffic between
node 5_PARIS (Node A) and 6_FRANKFURT (Node 7).
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Figure 121: Link Traffic Chart

Traffic Chart for 5_PARIS (172.16.0.105) ge-0/0/1.455 Traffic Chart for &_FILANKFURT (172.16.0,105) ge-0ya/1. 455
i

Start Updating
Siep LUpadting

Paramater i

et Link Tralfc w @

Links £ PARIS o D146
Link Dietais
Linik Name - 5_PARIS_ge_0U1.A5%
Bangwdth - 1.06

WTU 1500

Hoda A - 5_PARIS 4 ot "
Interface A~ ge V01 454 Ting T
FA 6.70.561

Hada 2 6_FRANKFURT
Imteriace I - geBiI.450
i

0240.32 EST

Sum 961450
Sus Jan 31 024043 EST

ESE060
BSR4
9EEING
9IE9EISNE

sz
DER0
052135

Sum Jan 31 024061 EST
16824100 EST
1024913 EST

Sun Jan 31 024122 EST 23024280 1024023 EST seB4m2

4. Click Start Updating to begin polling the data, and click Stop Updating when you are
ready to stop polling the data.

The usage information for link traffic is calculated by polling the two ends of the link
side-by-side every 10 seconds.

5. Review the real-time usage results in the Link Traffic Chart.

Make sure the inbound traffic (ifHCInOctets, represented by the yellow line) and
outbound traffic ((ifHCOutOctets, represented by the blue line) for each end of the
link look more or less consistent with each other, and with the traffic at the other end
of the link.

Monitoring Real-Time Usage for Device Performance

To monitor real-time usage for device performance:

1. Select Performance > Real Time Usage, or click a device on the live network topology
map.

The Real Time Usage window appears.

2. Select Device Performance from the Parameter to Monitor menu.

3. Specify the name of the host (node) for which you want to monitor device performance
usage.

The Select Device Perf Counters window appears.

4. Use the arrow keys to move the device object you want to monitor from the Available
Objects list to the Selected Objects list, and click Apply.

The Live Device Performance Chart window for the selected object appears.
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Figure 122: Live Device Performance Chart Window
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5. Click Start Updating to begin polling the data, and click Stop Updating when you are
ready to stop polling the data.

The usage information for device performance includes information about CPU
utilization, memory, and temperature.

6. Review the real-time usage results in the Live Device Performance Chart.

Related . Monitoring the Status of Your Network on page 149
Documentation

Monitoring Any OID in Real Time

« Real-Time Usage for Any OID on page 155
« Monitoring Any OID Live on page 156

Real-Time Usage for Any OID

Using IP/MPLSView, you can display real-time usage information to monitor any object
identifier (OID) in your network and view the results in tabular or chart format. This feature
is useful if you want to monitor a specific OID continuously for a particular node in your
live network.

Initially, you must manually specify the inputs for monitoring, including the node (host)
name and the OID to monitor, in the Inputs for Monitor Any OID window. If you want to
reuse these monitoring inputs later to monitor this OID for the same node or for a different
node, you can conveniently save the monitoring inputs as a template for future use.
IP/MPLSView saves these templates as CSV files in the /u/wandl/data/monitorAnyOID
directory.

When you monitor an OID live, IP/MPLSView uses SNMP to monitor the OID in real time
by polling the specified OID every 10 seconds and displaying the continuously updated
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resultsin charts or tabular reports. The tabular report format displays the OID descriptions
in columns.

Monitoring Any OID Live
To monitor any OID live:

1. Select Performance > Real Time Usage.

The Real Time Usage window is displayed.

2. Select Monitor Any OID Live from the Parameter to Monitor menu.

The Inputs for Monitor Any OID window are displayed in the left pane.

3. Specify the monitoring inputs.

Figure 123: Inputs for Monitor Any OID Window
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Select a parameter to monitor and a hostname. Select whether to have the data
processed using the key MIB QID. If post-processing is enabled, a key MIB OID is
specified to link the main counter to a name or description, and to specify a utilization
OID to compute utilization. Enter the main MIB counter OID and counter attribute
name. Scroll down the left pane and select whether to show the calculate delta and
calculate rate. Select the counter unit for representation. If calculate rate is enabled,
the system computes the delta divided by the time difference and plots it on the chart.
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4. (Optional) Save the monitoring inputs as a template If you want to reuse them later.

At the bottom of the Inputs for Monitor Any OID window, select the Save Form as
Template check box, specify a template name and description, and click Save Form
As Template. A message appears confirming that the template has been saved.

The next time you monitor any OID live, the Load from Template button appears in
the Inputs for Monitor Any OID window. To load a previously saved template, click
Load from Template and select the name of your template file from the Template
Name menu. The Inputs for Monitor Any OID window is automatically populated with
the settings in your template.

5. Click Apply.

A list of monitored OIDs appears in the middle pane. Select the OID you want and
click Show Chart.

The Monitor Any OID Chart window appears for the device and OID you selected.

Figure 124 on page 157 shows an example of the Monitor Any OID Chart window for
the ipOutRequests OID on device T0_BARCELONA. In this example, the monitoring
inputs were loaded from a previously saved template named fmsTestipOutRequests.

Figure 124: Monitor Any OID Chart Window from Template
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Related . Monitoring Real-Time Traffic and Device Performance on page 152
Documentation

Diagnostics

The Diagnostics Manager feature enables you to run network diagnostic tools such as
ping, CLI commands, test connectivity, and traceroute. Adobe Flash needs to be installed
to run certain tools.

Diagnostics Manager
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Diagnostics Manager provides the capability to perform basic and advanced ping
commands as well as checking router connectivity.

The Run CLI feature provides the capability to run multiple CLI commmands on a selected
device.

Run CLI and Diagnostic Tool
To use the Run CLI tool in the IP”MPLSView interface:

1. Select Performance > Diagnostics > Run CLI.

2. Select the name of the device from the Device pane.

3. Fromthe CLI Commands pane, expand the command category for the command you
want to run.

4. Select the check box for the specific CLI command you want to run, and click Collect.

5. Specify the appropriate parameters for your command, and click Run CLI.

The Output pane displays the command output for the selected CLI command, as
shown in Figure 125 on page 158.

Figure 125: Run CLI Window for Selected Device

JUNIPER Devices - (718 Results  Collected by Task Manager
Device
v & 10_BARCELONA Accessed Device 10_BARCELONA
% 1_DUBLIN Command output
% 2_AMSTERDAM newlab@10 BARCELONA> show chassis hardware | no-more
Hardware inventory:
% 3_LONDON Item Version Part number Serial number Description
Chassis b343cé3acebe JUNOSV-FIREFLY
& 4_BERLIN Hidplane
Syatem IO
Routing Engine JUNOSV-FIREFLY RE
$ DTRARS FPC 0 Virtual FEC
- . PIC 0 Virtual GE

Power Supply 0
Command Type: CLI Commands -

1ab@10 BARCELONA>
All Commands | | newlabdlo

Command
Snow chassis environment (XML}

Show chassis firmware
Show chassis firmware (XML)
Show chassis fpc detail

Show chassis fpe (XML) detail

|-/ snow chassis haravare

Show chassis hardware (XML) Update Live m

You can also execute CLI commands and open the Diagnostics Manager by selecting
the Actions tab from the Node Info pane. See Figure 126 on page 159.

158
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Figure 126: Run CLI from Actions Tab of Node Info Pane

Node Info: 11 MANCHESTER

Details Interfaces Tunnels Performance Actions
View Status Information
Execute CLI Command: |-- Select - ~ | B
Execute CLI Commands
Open Diagnostic Manager
Ping From |-- Select -- v |to -- Select -- | B
Ping -- Select -- ~ | from this router. 5

View litter Information

Check router connectivity from server

Take any of the following actions:

. Torun a single CLI command, select the command from the Execute CLI Command
drop-down menu.

« To execute multiple CLI commands in a batch, select Execute CLI Commands.

. To access the Diagnostics Manager, select Open Diagnostic Manager.

For more detailed information about running CLI commands and accessing the Diagnostics
Manager from the Node Info page, see Nodes.

Ping Multiple Routers

Use the Ping Multiple Routers function to check the connectivity between multiple routers
in the network, and measure latency and packet loss. Ping results are generated, displaying
the ping times between all possible pairs of the selected routers. Ping time refers to the
time it takes for a small packet of data to travel from one device to another and back.

Select multiple routers from the list. Then, click Run and wait until all the results have
populated in the table. This might take a few minutes. Figure 127 on page 160 shows the
Ping window.
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Figure 127: Ping Multiple Routers

Ping multiple devices from device
Please select the source device and destination devices.

From: 2_AMSTERDAM -

FiIte_*r destination All Devices
devices by type:

Device
| € 10_BARCELONA .
v 9 11I_MANCHESTER

v 9 12_MUNICH

* Use Management IP
_ Use Loopback IP

| e

0 NOTE: The designation “n/a” (not available) may signify that the ping
operation timed out. If there are VPNs in your network, it may signify that the
two devices are not in the same VPN.

The default color codings and ping thresholds are described in Table 26 on page 160.
These values can be adjusted by the administrator.

Table 26: Default Color Codings

Color Meaning

Green Acceptable. The ping operation took less than 150 ms.
Yellow Problematic. The ping operation took between 150 ms and 400 ms.
Red Unacceptable. The ping operation timed out or took longer than 400 ms. There may not be any

connectivity between the two devices.

O NOTE: Each outcome displayed in the table is actually the result of multiple
pings. The Ping Count, or number of pings actually issued between devices,
depends upon the diagnostics settings configured by the Web administrator
in Admin > Diagnostics Settings. Ping parameter settings are described in
Diagnostic Configuration Settings.
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Table 27: Ping Results

In the ping results table (Table 27 on page 161), the default view shows the average (avg)
ping results, in milliseconds. You can also choose to display the minimum, maximum, or
loss percent of the pings by clicking on the respective word(s) following the table. See
Table 27 on page 161 for ping results descriptions.

Feature Description

min/max/avg

Displays the minimum, maximum, or average ping time experienced, respectively. (Multiple
pings are actually issued.)

loss %

Displays the percentage of pings that are lost or dropped between each device pair.

Ping Router from Router

The Ping Router from Router function is similar to the Ping Multiple Routers diagnostic
described in Ping Multiple Routers. It allows you to check the connectivity between one
particular router and several other routers in the network. Select one router from the list.
Then in the second router list, select one or more routers, and click Run.

Check Router Connectivity

The Check Router Connectivity function allows you to check the connectivity status
between the IP/MPLSView server and a particular device in the network. Select the router
from the list, and click Run. The program will ping the device and report whether it is UP
or DOWN.

Traceroute

The Traceroute function allows you to trace the route that an IP packet follows from one
device to another in the Live network. Select the source and destination routers from the
two selection boxes, and click Run. Figure 128 on page 162 shows an example traceroute
output.

Copyright © 2018, Juniper Networks, Inc. 161



IP/MPLSView Web-Based Management and Monitoring Guide

Related
Documentation

Running the CLI

Figure 128: Traceroute Output

Diagnostic Results Panel

Type Source Node | Group Description Comment
& Traceroute 10_BARC... Traceroute to 11_MANCHESTER
@  Ping 10_BARC... Ping to multiple destination targets {12_MUNI...

Output Panel A~

Source Name Source IP TargetName Target IP Min
10_BARCELOMA
10_BARCELOMA
10_BARCELOMA

Traceroute from 10_BARCELONA (172.16.0.110} to 11_MANCHESTER (172.16.0.111)

Command output

newlab@lD_BARCELONE} tracercute tog 0 172.16.0.111 wait 3 | no-more
traceroute to 172.16.0.111 (172.16.0.111), 30 hops max, 40 byte packets
1 172.16.0.111 {172.16.0.111) 3.172 ms * 4.03% m=s

newlabB1l0_BRRCELONA>

| S e

If the traceroute times out, the message No route to host is displayed.

O NOTE: Traceroute parameter settings can be changed in Admin > Diagnostic
Settings. These parameters are described in Diagnostic Configuration Settings.

« Running the CLI on page 162
. Diagnostic Manager on page 166

. Nodes on page 57

« Running CLI Commands on page 163
« Running CLI Commands on Multiple Devices on page 163
« Displaying Collected Data from the Task Manager on page 165

« Running Live Network Updates for Selected Devices on page 166

162
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Running CLI Commands

When running CLI commands you can:

SeeAlso .

Run commands on multiple devices.
Filter commands that are organized by categories.
Cache outputs and organize the outputs by devices.

Display collected data from the Task Manager.

Diagnostic Manager on page 166

Running CLI Commands on Multiple Devices

To run CLI commands on multiple devices:

1.

Select Performance > Run CLI.

The Run CLI Commands window is displayed.

In the Device Selection pane, select one or more devices, and in the Command
Selection pane, filter and select commands to run on the devices.

To filter the devices view to a subset of devices of a particular hardware vendor, select
the vendor from the All Devices menu. Similarly, to narrow down the commands listed
to a category of commands, type the category of command, and then click the arrow
next to Command. Note that when changing the view, the previous selections will be
lost and only the devices and commands within the current view can be selected. You
can also select Command Types.

Click Collect to display the collected data in the Output tab pane. Figure 129 on page 164
shows the RUN CLI window populated with the results of show versions and show
chassis environment CLI commands for a single device.

Certain commands require that you specify an additional parameter. Only one such
command can be selected at a time, and you are prompted to enter the parameter
when collecting the data for that command. When applicable, the parameter request
displays as (OPTION) in the Command Input Parameters window.
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Figure 129: Run CLI Window

Diagnostics

Diagnostics LCH Al Devices - ("8 Results Collected by Task Manager

Run CLI Device

Diagnostic Manager ﬂ 12_MUNICH -
Accessed Device 3_LONDON

Ping Mulfiple Routers & 13_MILAN

Ping Router from Router Command Ut

Check Router Connectivity | % 1_DUBLIN newlab@3_LONDON> show version | no-more
Hostname: 3_LONDON

Traceroute ~ @@ 2 AMSTERDAM Model: Juncav-Tirefly

JUNOS Software Release [12.1X44-D20.3]
" $ 3_LONDON
newlab@3 LONDON>

@ 4.BERUN
&1 5 PARIS - Accessed Device 1_DUBLIN
Command Type. CLI Commands - Command output
Al Commans N newlab@l_DUBLIN> show version | no-more
Hostname: 1 DUSLIN
Command

Medel: juncav-firefly

JUNOS Software Release [12.1X44-D20.3]
~  Show version
newlab@l_DUBLIN>
Show diagnostics

~  Show hardware Accessed Device 2_AMSTERDAM
Show dlock Command output
Show nip status newlab@2 AMSTERDAM> show version | no-more
Hostname: 2 AMSTERDAM
Show nip association Model: juncsv-firefly
JUNOS Software Releass [12.1X44-D20.3]
Show buffer

newlab@2_ AMSTERDAM>

Show environment all

e — T

4, Select the Results tab to view the Command Execution History pane, that displays
the dates and commands run on the listed devices. Figure 130 on page 164 shows the
Results pane with the Command Execution History list to display the output.

Figure 130: Command Execution History and Output

oo L

Diagnostics G All Devices - Output Results ‘Collected by Task Manager

o =
Ci and Execution History

Diagnostic Manager §§ 12_MunicH

Ping Muliiple Routers B Device Command Last Executed
Ping Router from Router 1_DUBLIN Show hardware Sep 192016
Check Rower Comnectury | ¥ & 1-DUBLN 2_AMSTERDAM Show hardware Sep 19 2016.
Traceroute v & 2.AMSTERDAM 3 LONDON Show hardware, Show version Sep 19 2016.
~ & 3 LONDON 4_DUBLIN Show hardware, Show version Sep 19 2016...
& 4BERUN 2_AMSTERDAM Show hardware, Show version Sep192016.. |
AR 5 PARIS ~ Cemmand output
Command Type: = CLI Commands - newlab@1_DUBLIN> show version | mo-more

Hostname: 1_DUBLIN
Model: junosv-firefly
JUNOS Software Releass [12.1X44-D20.3]

All Commands -

Command

newlab@l DUBLIN>
~  Show version

Show diagnestics
~  Show hardware
Show clock

Show ntp status

Show nip association

Shaw buffer [Tl Search] fremy] x @ Q

Show environment all

———
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See Also

5. (Optional) From the Results tab, select Save Results or Print Results.

6. (Optional) From the Results tab, in the Search field, type a text string to find and
highlight that specific string in the CLI output.

. Diagnostic Manager on page 166

Displaying Collected Data from the Task Manager

See Also

To display command output that has been collected by a task in the Task Manager:

1. Select Performance > Run CLI.

The Run CLI Commands window is displayed.
2.

the category of command.
3. Select a device from the Device Selection pane.

From the Collected by Task Manager tab and in the Command Category list, select

The collected data for the selected device is displayed automatically in the Collected
by Task Manager pane. Figure 131 on page 165 shows the Collected by Task Manager
command category menu and command output display.

Figure 131: Command Output Collected by Task Manager

Diagnostics

Diagnostics

Run CLI Device
Diagnostic Manager ﬂ 12_MUNICH
Ping Multiple Routers 13 MILAN
Ping Router from Router -
Check Router Connectivity ~ % 1. DUBLIN
Traceroute ~ @& 2 AMSTERDAM
~ & 3_LONDON
& 4 BERUN
A5 PARIS

Command Type: CLI Commands

All Commands

Command

~  Bhow version
Show diagnostics

~  8how hardware
Show clock
Show nip status
Show ntp association

Show hifier

Diagnostic Manager on page 166

- (T ST Collected by Task Manager

Command
Category:

Equipment CLI x -

set cli screen-width 0
[Screen width set to 0

newlab@3 LONDON> show versicn|no-mors
Hostname: 3 LONDCN

fodel: junosv-firefly

ITNOS Softvare Release [12.1X44-D20.3)

Hardware inventory:

Toem Versicn Fart number
Chassis

- bidplane

Sy=tem 10

Routing Engine

FEC 0

PIC 0

Power Supply 0

510t State
0 Online

Inewlab@3_LONDON> show chassis hardware|nt

Config
ARF
Equipment CLI
Interface
MPLS Topology
Multicast Path
0AM
OSPF Neighbors
st Switch CLI ——
& Transit Tunnel V-FIREFLY
Tunnel Path
JUNOSV-FIREFLY RE
Virtusl FPC
Virtual GE
Memory Utilization (%)

Inewlab@3_LONDON> show chassia fpec|nc-more
Temp CFU Utilization (%)
(€] Total Interrupt

DRZM (ME) Heap

Buffer

jnewlab@3_LONDON>

CPU less FEC
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Running Live Network Updates for Selected Devices

To run live network updates for selected devices:

1. Select Performance > Run CLI.

The Run CLI window is displayed.

2. Inthe Device Selection pane, select one or more devices, and then click Update Live.

The Collection for Live Update dialog box is displayed, as shown in
Figure 132 on page 166.

Figure 132: Collection for Live Update

All Devices - Data to be collected (e UITIELU T TGS

(<] Output Results Collected by Task Manager

Device Selected data will be collected and the network model will be updated

@ 2 AMSTERDAM Select Al Deselect All

& 3_LOoNDON +/ Configuration + Interface
" Tunnel Path Transit Tunnel
v & 4BERLIN <
MPLS Topalogy + Equipment CLI
v @ 5PARIS OSPF Neighbors 1815 Neighbors
ARP Multicast Path

~ @& 6 FRANKFURT .
LDP Neighbors

Collector Setfing
Command Selection ’7Relly(30um 0 ~ Process Count 4~ Timeout (secs): 120 -

Tum on frace

Command Types
+ CLI Commands ' VPN CLI
‘Commands

Command

[ o< | ﬂ
Update Live Options Close

3. Select the data to be collected, then click OK.

Related .
Documentation

Diagnostic Manager

Incremental updates are displayed as the tasks are completed. Check the Task
Manager to see the detailed status.

Task Manager on page 199

Understanding the Diagnostic Manager on page 167
Pinging from Device to Device on page 169
Pinging Multiple Devices from a Device on page 169

Pinging Multiple Devices from a Server on page 171

166
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« Performing a Continuous Ping on page 172

« Running Traceroute from Device to Device on page 172

« Running Traceroute on Multiple Devices from a Device on page 173
« Pinging and Traceroute for Device Groups on page 174

« Pinging and Traceroute for a Customized Advanced Group on page 175

Understanding the Diagnostic Manager

The Diagnostic Manager provides an interface to keep track of ping and traceroute
operations performed on the live network. To open Diagnostic Manager, select
Performance > Diagnostics > Diagnostic Manager. Figure 133 on page 167 shows the
Diagnostic Manager window populated with the results of a ping test.

Figure 133: Diagnostic Manager Window

Diagnostic Results Panel
Type Source Node | Group Description Comment Last Executed

@  Ping 2 AMSTER... Ping to 5_PARIS(62.200.0.5) Jun 03 2016 13:19:53

4 3

Output Panel [~]
Source Name Source IP TargetName Target IP Min Max Avg Stddev Loss percentage

2_AMSTERDAM 62.200.0.2 5_PARIS 62.200.0.5 1971 6.104 4.037 2.067 0.0

o e

The ping and traceroute features provide the following options:

Ping > Device From Device—Ping from one device to another device. The Advanced
option provides a selection of ping commands for the device.

Ping > Multiple Devices From Device—Ping from one device to multiple devices.
Ping > Devices from Server—Ping from the IP/MPLSView server to multiple devices.

Ping > Devices to Device/Server—Ping from multiple devices to a device or to the
IP/MPLSView server. Note that even if the server can ping a device by its loopback
address, this does not guarantee that the device can also ping the server. It is possible
that the source interface that the device uses to ping the server is unreachable to
the server, so that the ping response never returns to the device.

Ping > Continuous Ping—Ping at regular intervals between two devices and display the
result graphically. The Advanced option provides a selection of ping commands
available for the device.

Traceroute > Device From Device—Traceroute between two devices and display the
path on the map (right-click menu option). The Advanced option provides a selection
of traceroute commands available for the device.
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Traceroute > Multiple Devices From Device—Traceroute from one device to multiple
devices.

The grouped pings feature provides the following options:

Ping/Traceroute within Device Group—Perform a ping between each pair of routers in
the group.

Ping/Traceroute between Device Groups—Perform a ping from routers in the first group
to routers in the second group.

Ping/Traceroute from Device Group to Multiple Devices—Ping from routers in the first
group to selected routers.

Ping within Devices of VPN—For a given Layer 3 VPN, ping from PE to CE, CE to PE, or
PE to CE loopback. This VPN group must be predefined by selecting Grouping >
Customized VPN Diagnostics.

Ping/Traceroute by Customized Advanced Group—Perform a ping between each
designated pair of source router/interface and destination router/interface. This
optionis useful if you need to specify a particular source interface to use for the ping.
This group must be predefined by selecting Grouping > Customized Advanced Group.

For each ping or traceroute operation performed from the Ping and Traceroute buttons
or from the Tools > Diagnostics menus, an entry is added to the Diagnostic Results Panel
window, describing the operation and the time it was performed. Click on a row to display
the results in the Output Panel window.

. For each entry, a green circle indicates a successful operation, a timer glass indicates
an operation in progress, and a red circle indicates a failed operation.

« Right-clicking a row in the Diagnostic Results Panel window, as shown in
Figure 133 on page 167, provides options to rerun a ping or traceroute, show the path
for a traceroute, stop a continuous ping and turn off the chart view for continuous ping,
or delete an entry.

« The buttons in the lower left of the window allow the user to save a single entry or all
entries to a text file on the client machine, and to view details of an item in a separate
window.

g TIP: For diagnostic configuration settings, see “Configuration Revision
Manager.”

See Also . Configuration Revision Manager on page 84

« Running the CLI on page 162
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Pinging from Device to Device

To measure connectivity, round-trip time (RTT), delay, and packet loss, you can use a
ping operation from one device to another device, or from one device to multiple devices.
The round-trip time (RTT) is the time from the moment the ping packet is sent to the
time a reply is received. After a number of pings, the minimum, maximum, and average
round-trip time, in milliseconds, is collected, as well as the standard deviation and
percentage packet loss.

1. Select Performance > Diagnostics > Diagnostic Manager.

2. In the Diagnostic Manager window, click Ping > Device from Device.

The Ping dialog box is displayed.

3. Select the source device and destination device from the lists.

4. (Optional) Select any of the following options:

Use Management IP—Ping the destination device’'s management IP address, where
the management IP address is the IP address defined in the router profile that is
used by the IP/MPLS server to collect information from the router. This option is
the default.

Use Loopback IP—Ping the destination device’s loopback IP address.
Choose Source Interface—Choose the source interface from a list.
Choose Destination IP—Type a specific IP address for the destination device.
5. (Optional) Click Options to change the diagnostic timeout from the default of 30

seconds.

6. Click Run to execute the ping request.

The ping results are displayed in the Output Panel, as shownin Figure 133 on page 167.

See Also . Running the CLI on page 162

Pinging Multiple Devices from a Device
To perform a ping test from a single device to multiple devices:

1. Select Performance > Diagnostics > Diagnostic Manager.

2. In the Diagnostic Manager window, click Ping > Multiple Devices from Device.

The Ping dialog box Figure 134 on page 170 is displayed, as shown in
Figure 134 on page 170.
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See Also

Figure 134: Ping Multiple Devices from Device

Ping Q
Ping multiple devices from device
Please select the source device and destination devices.

From: 2_AMSTERDAM -

FiIte_*r destination All Devices
devices by type:

Device
& 10_BARCELONA .
v 9 11I_MANCHESTER
v Iy 12_MUNICH

* Use Management IP

Use Loopback IP

| e

. Inthe From list, select the source device to ping from.

. (Optional) From the Filter destination devices by type list, select All Devices or a

specific vendor.

. Select the devices to ping from the source device, or select Device to ping all devices.

. (Optional) Select any of the following options:

Use Management IP—Ping the destination device’'s management IP address, where
the management IP address is the |IP address defined in the router profile that is
used by the IP/MPLS server to collect information from the router. This option is
the default.

Use Loopback IP—Ping the destination device’s loopback IP address.

(Optional) Click Options to change the diagnostic timeout from the default of 30
seconds.

. Click Run to execute the ping request.

The ping results are displayed in the Output Panel, as shownin Figure 133 on page 167.

« Running the CLI on page 162

170
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Pinging Multiple Devices from a Server

To ping multiple devices from the server:

1. Select Performance > Diagnostics > Diagnostic Manager.

2. Inthe Diagnostic Manager window, click Ping > Multiple Devices from Server.

The Ping dialog box is displayed.
3. (Optional) From the list, select All Devices or a specific vendor.
4, Select the devices to ping from the server or select Device to ping all devices.

5. (Optional) Select any of the following options:

Use Management IP—Ping the destination device’s management IP address, where
the management IP address is the IP address defined in the router profile that is
used by the IP/MPLS server to collect information from the router. This option is
the default.

Use Loopback IP—Ping the destination device’s loopback IP address.

6. (Optional) Click Options to change the diagnostic timeout from the default of 30
seconds.

7. Click Run to execute the ping request.

The ping results are displayed in a table in the Output Panel and indicate the round-trip
time and packet loss information for each device being pinged. Table 28 on page 171
shows the items and descriptions.

Table 28: Multiple Ping Results

Item Description

Target Name The destination router.
Target IP The destination IP address of the ping.
Min/Max/Avg/Stddev The smallest, largest, and average round trip, respectively, in milliseconds, and the

standard deviation.

Loss Percentage The packet loss percentage experienced during the ping operation.

See Also . Running the CLI on page 162
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Performing a Continuous Ping

To chart the results of continuous pings between one router and another:

1.

2.

Select Performance > Diagnostics > Diagnostic Manager.

In the Diagnostic Manager window, click Ping > Continuous Ping.

The Ping dialog box is displayed.

Running Traceroute from Device to Device

To use the traceroute utility to trace the route of an IP packet from one device to another:

1.

Select Performance > Diagnostics > Diagnostic Manager.

In the Diagnostic Manager window, click Traceroute > Device from Device.

TheTraceroute dialog box is displayed.

Select the source and destination devices from the lists.

(Optional) Select any of the following options:

Use Management IP—Ping the destination device’'s management IP address, where
the management IP address is the IP address defined in the router profile that is
used by the IP/MPLS server to collect information from the router. This option is
the default.

Use Loopback IP—Ping the destination device’s loopback IP address.

Choose Source Interface—Choose the source interface from a list.

Choose Destination IP—Type a specific IP address for the destination device.
(Optional) Click Options to change the diagnostic timeout from the default of 30

seconds.

Click Run to start the trace.

The trace results are displayed in the Output Panel. The results indicate the IP
addresses at each hop of the path and the time it took for the IP trace packet to travel
along this hop. Figure 128 on page 162 shows an example traceroute output result for
device to device.

172
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Figure 135: Example Traceroute Output for Device to Device

Diagnostic Results Panel

Type Source Node | Group Description Comment
& Traceroute 10_BARC... Traceroute to 11_MANCHESTER
@  Ping 10_BARC... Ping to multiple destination targets {12_MUNI...

Output Panel A~

Source Name Source IP TargetName Target IP Min
10_BARCELOMA
10_BARCELOMA
10_BARCELOMA

Traceroute from 10_BARCELONA (172.16.0.110} to 11_MANCHESTER (172.16.0.111)

Command output

newlab@lD_BARCELONE} tracercute tog 0 172.16.0.111 wait 3 | no-more
traceroute to 172.16.0.111 (172.16.0.111), 30 hops max, 40 byte packets
1 172.16.0.111 {172.16.0.111) 3.172 ms * 4.03% m=s

newlabB1l0_BRRCELONA>

| S e

See Also . Running the CLIon page 162

Running Traceroute on Multiple Devices from a Device

To perform a traceroute to multiple devices from one device:

1. Select Performance > Diagnostics > Diagnostic Manager.

N

In the Diagnostic Manager window, click Traceroute > Multiple Devices from Device.

The Traceroute dialog box is displayed.

w

In the From list, select the source device to ping from.

»

(Optional) From Filter destination devices by type list, select All Devices or a specific
vendor.

u

Select the devices to ping from the source device or select Device to ping all devices.
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6. (Optional) Select any of the following options:

Use Management IP—Ping the destination device’'s management IP address, where
the management IP address is the IP address defined in the router profile that is
used by the IP/MPLS server to collect information from the router. This option is
the default.

Use Loopback IP—Ping the destination device’s loopback IP address.

(Optional) Click Options to change the diagnostic timeout from the default of 30
seconds.

. Click Run to start the ping.

The traceroute results are displayed in the Output Panel. The results indicate the IP
addresses at each hop of the path and the time it took for the IP trace packet to travel
along this hop. Figure 128 on page 162 shows an example of traceroute results.

« Running the CLI on page 162

Pinging and Traceroute for Device Groups

To perform a ping or traceroute within a group, between groups, or between a group and
selected routers, a group of devices must first be created.

To create a group and then perform a ping or traceroute for that group:

Select Performance > Diagnostics > Diagnostic Manager.

. In the Diagnostic Manager window, click Grouping > Device Group.

The Diagnostics Device Group window is displayed, as shownin Figure 136 on page 175.

174
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Figure 136: Diagnostic Device Group Window

Diagnostics Device Group

Group:

Selection in
Group:

Available Devices

I8

10_BARCELONA
1_DUBLIN
2_AMSTERDAM
3_LONDOMN

4_BERLIN

5 _PARIS

6_FRANKFURT
T_VALENCIA

8_LYON v

-

Nodes in Group

11_MANCHESTER
12_MUNICH
13_MILAN

Ciew Joece L roeres

3. Click New and enter the name of the new group.

4, Select from the list of available devices in the left and click the arrow to move them
into the group. Then click OK.

See Also . Running the CLI on page 162

Pinging and Traceroute for a Customized Advanced Group

To use ping or traceroute and specify greater detail for the device groups, including the
specific interface to use, create a customized advanced group:

1. Select Performance > Diagnostics > Diagnostic Manager.

2. In the Diagnostic Manager window, click Grouping > Customized Advanced Group.

3. TheDiagnostics Custom Group window is displayed, as shownin Figure 137 on page 176.
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Figure 137: Diagnostics Custom Group

Diagnostics Custom Group (%)

Group: test123 v

Group Entities

Source Destination Source Interfar  Destination IM  Comment
10_BARCE... 5_PARIS ge-0/0/0.0(... ge-0/0/001...
5_PARIS 4_BERLIN ge-0/0/1.42... ge-0/0/1.42...

s T oo oo
[ ew_] oiterou ] roere

ok | cmea

4. Click New and enter the name of the new group.

5. Select and existing group or click Add to display the Add to Custom Group window,

as shown in Figure 138 on page 177.
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Figure 138: Customized Advanced Group
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6. From the Add to Custom Group window, add a new Source Device/Source Interface
and Destination Device/Destination Interface pair, then click OK.

7. Toexecute the ping pairs, select Ping > Ping by Customized Advanced Group and select
the group. The option to select either Management IP address or Loopback IP address
is still available in case the destination device’s interface was not specified in the

Customized Advanced Group.

One entry is created for each source/destination pair from the Customized Advanced

Group.
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Traffic Collection Manager

The Traffic Collection Manager enables you to manage traffic data collectors and
configure the type of traffic data that IP/MPLSView collects from the devices in your
network. By viewing the collected information in various ways in the Traffic Collection
Manager, you can monitor your network interface and tunnel traffic.

You can access the Traffic Collection Manager from either the Web interface or Java
clientinterface in IP/MPLSView. The Web version of the Task Manager provides essentially
the same features as the Java client version, with only minor variations in the appearance
of the GUI.

To access the Traffic Collection Manager from the IP/MPLSView Web interface, select
Performance > Traffic Collection Manager from the window’s main menu. The Web version
of the Traffic Collection Manager enables you to perform the following tasks:

. Create, modify, and delete router groups from which data is collected.
. Assign devices and traffic data collectors to router groups.

« Select the collection tables that you want to use for data collection.

- Modify device profile properties for data collection.

« Manage the collection status.

« Test network connectivity to one or more devices in a router group.

0 NOTE: To configure collection settings for the Master Collection Panel and
the Collection Manager, you must access and use Traffic Collection Manager
from the Java client interface. All other tasks are supported in both the Web
version and Java version of the Traffic Collection Manager.

In the sample Traffic Collection Manager window in Figure 139 on page 179, the left pane
of the Collection Elements tab shows a router group named Small to which traffic data
collector172.25.152.29_wandl_1is assigned. The right pane displays the properties for the
device named 11_MANCHESTER - 172.16.0.11, which belongs to the Small router group.
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Figure 139: Traffic Collection Manager and Router Groups
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~ @ Collectors

SNMP GetBulk Size 0
&3 172.25.152.29_wandI_0 - 172.25.152.29
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To enable collection of IPv6 interface traffic, click List of Collection tables and select
IPV6 in the List of Collection Tables window that appears, as shown in

Figure 140 on page 180. When you enable IPv6 interface traffic collection, IP/MPLSView
polls various object identifiers (OIDs) in the ipv6IfTable (to retrieve the index, description,
administrative status, and operating status), ipv6StatsEntry table, and the Juniper
Networks jnxipv6lfStatsEntry table. You can display the collection results by viewing the
|Pv6 Interface Traffic Report.
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Figure 140: Choose Collection Tables
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Figure 141 on page 180 displays the collection status in the Traffic Collection Manager.
After traffic collection has started, you can select the Collection Status tab to view and
monitor collection events. The display includes any errors, warnings, and updates that
may occur.

Figure 141: Traffic Collection Manager Collection Status
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© ©172.25.152.74_wandL2 - 172.25.152.74 | Tve Jun 16 5:45:57 PST 2015 WARNING Colecti 3.0.0.69,.1.3.6.1.2.1,1.5 - SNMP Result: Timeout

+ @172.25.152.74_wandL4 - 172.25.152.74 | Tue Jun 16 5:45:55 PST 2015  WARNING CollectionError VMX12,2.0.0.12,Unable to obtain sysName for VMX12 ip:2.0.0.12 sec
Tue Jun 16 5:45:55 PST 2015  WARNING CollectionError VMX12,2.0.0.12,.1.3.6.1.2.1.1.5 -- SNMP Result: Timeout
Tue Jun 16 5:45:55 PST 2015 WARNING [y CollectionError  5_PARIS, 172.16.0.105,Unable to obtain sysName for 5_PARIS ip: 172.16..
Tue Jun 16 5:45:55 PST 2015 WARNING CollectionError  5_PARIS,172.16.0.105,.1.3.6.1.2.1.L.5 -- SNMP Result:Timeout
Tue Jun 16 5:45:55 PST 2015 WARNING Collectionrror  4_BERLIN,172.16.0.104,Unable to obtain sysName for 4_BERLIN ip:172....
Tue Jun 16 5:45:55 PST 2015 WARNING CollectionError  4_BERLIN,172.16.0.104,.1.3.6.1.2.1.1.5 -- SNMP Result: Timeout
Tue Jun 16 5:45:54 PST 2015 WARNING Collectionrror  3_LONDON, 172.16.0.103,Unable to obtain sysName for 3_LONDON ip:1... *
Tue Jun 16 5:45:54 PST 2015 WARNING CollectionError  3_LONDON, 172.16.0.103,.1.3.6.1.2.1.1.5 -~ SNMP Result:Timeout
Tue Jun 16 5:45:54 PST 2015 WARNING CollectionError ~ 2_AMSTERDAM,172.16.0.102,Unable to obtain sysName for 2_AMSTERD...
Tue Jun 16 5:45:54 PST 2015 WARNING Collectionrror  2_AMSTERDAM,172.16.0.102,.1.3.6.1.2.1.1.5 -- SNMP Result:Timeout
Tue Jun 16 5:45:54 PST 2015 WARNING CollectionError | 1_DUBLIN,172.16.0.101,Unable to obtain sysName for 1_DUBLIN ip:172...
Tue Jun 16 5:45:54 PST 2015 WARNING CollectionError  1_DUBLIN,172.16.0.101,.1.3.6.1.2.1.1.5 -- SNMP Result: Timeout

Figure 142 on page 181 displays the profile connectivity test for the seven devices that
belong to the MX router group. The connectivity test runs Ping, SNMP, and CLI tests on
the devices to verify reachability, SNMP configuration, and CLI login access, respectively.
You can run the connectivity test only for devices that belong to a complete router group
to which a traffic data collector is assigned.
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Figure 142: Traffic Collection Manager Profile Connectivity Test
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For more information about traffic collection, see the IR’MPLSView Java-Based
Management and Monitoring Guide.

Viewing Device Performance

The Device Performance feature enables you to view device reports on system uptime,
CPU temperature, CPU usage, CPU load, and memory usage. To prepare this data,
schedule the Device SNMP Collection task, as described in Device SNMP Collection.

Todisplay statistics information in the Device Performance report about interface modules
(also known as line cards) installed in Juniper Networks devices in your network, select
the Collect Line Card Information (Juniper Only) option when you configure the parameters
for the Device SNMP Collection task.

To view the CPU load report and chart:

1. Select Performance > Device Performance.

The Device Performance window is displayed. The CPU load averages are shown in
increments of 1 minute, 5 minutes, and 15 minutes.

2. Inthe Device Performance pane, select CPU Load.

The CPU Load report is displayed, as shown in Figure 143 on page 182. The default
display is for the current date.
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Figure 143: CPU Load Report
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3. Select devices in the Router column, then click the chart icon to show the CPU load
for the selected devices on the specified dates in a chart. See Figure 144 on page 183.
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Figure 144: CPU Load Chart
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Figure 145 on page 183 shows a System Uptime report.

Figure 145: System Uptime Report
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Figure 146 on page 184 shows a CPU Temperature report.
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Figure 146: CPU Temperature Report
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Figure 147 on page 184 shows a CPU Usage report.

Figure 147: CPU Usage Report
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Figure 148 on page 185 shows a Memory Usage report.
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Figure 148: Memory Usage Report
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Related . Viewing Network Performance on page 185

Documentation

Viewing Network Performance
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The network performance menu enables you to view network reports on ping, LSP ping,
SLA, and link latency. To prepare this data, schedule the Device Ping Collection, LSP Ping
Collection, Device SLA Collection, and Link Latency Collection tasks, respectively.

Figure 149 on page 185 shows a ping report.

Figure 149: Ping Report
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Figure 150 on page 186 shows a LSP ping report.
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Figure 150: LSP Ping Report
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Figure 151 on page 186 shows a SLA report.

Figure 151: SLA Report
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Figure 152 on page 187 shows a link latency report.
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Figure 152: Link Latency Report
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Viewing Miscellaneous Reports and Charts

This section describes the following miscellaneous and vendor-specific reports and
charts related to performance and traffic data:

« Network Performance Data Report from Task Manager: To view this report, see Network
Performance Data Report.

. Aggregated Traffic Reports: To view this report, run the Aggregated Traffic Report task
from the Task Manager. The resulting report is saved to
/u/wandl/data/task_reportsummary/ and can be viewed from this Web menu. You
should wait at least one day from the beginning of traffic collection. Thereis a cron job
that runs once daily to perform the aggregation.

« LDP Traffic Summary Report: To view this report, run the LDP Traffic Collection task
(for Juniper only) from the Task Manager, and specify the same LDP Traffic Directory
here that was used when scheduling the task.

« LSP Tunnel Traffic Summary Report: To view this report, run the LSP Tunnel Traffic
Collection task (for Juniper only) from the Task Manager, and specify the same LSP
Traffic Directory here that was used when scheduling the task.

« User Defined Group Traffic Summary Report (Hourly Aggregation): Given the router
groups defined through the IP/MPLSView client, this report provides total in and out
traffic for the interfaces in a group aggregated by hourly intervals. Click Show to display
the Group hierarchy. Click Report to display the report. Only the Web Admin can add
or remove reports. The default topology group is from the file
/u/wandl/data/.network/group.x.

« Group / Device / Interface Traffic Summary Reports (Live Traffic): To view this report,
create groups from the IP/MPLSView client. This report provides traffic summary
reports organized by the groupings.
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Related
Documentation

. Live Traffic on page 140

« Network Performance Data Chart Report on page 188

Network Performance Data Chart Report

How to Prepare the Data

A report group is a group containing the router interfaces that will be reported on in the
resulting traffic report. From the Web, create report groups from Admin > Report Groups.
Select the created report group to add the desired router interface(s) one by one.

After creating the report group, schedule the Network Performance Data Report task as
described in Network Performance Data Report. On the Report Parameters tab, include
at least the format Data Chart and a report title. On the Report Attributes tab, specify
the report group defined from the Web, and select the desired attributes to report on, for
example, the Egress utilization. If you have not yet collected one days’ worth of traffic,
you will not see data from a query of the last day, for example, Query data over the last
1 Day. Instead, you can query over the last few hours, for example, Query data over the
last 5 Hours. Alternatively, you can specify a specific date/time range by using the option
Specify the report query date range.

Viewing the Reports

Once the report is created, select the title of the report and then select the date/time
that it was generated. Reports are provided for CPU, Memory, Ingress and Egress Traffic,
and Error Count. After selecting the report name, click on the link corresponding to the
day that you would like to view:

« Network_Data_Report: This report will provide CPU and memory information, one chart
per device.

« Device: This report will provide CPU and memory information, one chart per device.
Network Performance PDF Chart Report

This is similar to the Network Performance Data Chart Report above, except that the
chart is provided in PDF format. The difference during setup is that the format PDF Chart
should be selected as the output from the Report Parameters tab of the Network
Performance Data Report task.

188
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Archived Reports

You can use the Archived Reports feature from the IP/MPLSView Web interface to display
preprocessed traffic reports that you can view on a daily, weekly, monthly, or yearly basis.
Because the reports are generated from preprocessed aggregated traffic data stored in
the database on a daily, weekly, monthly, or yearly basis, you can perform report queries
more quickly to retrieve the data.

The following archived reports are available:
Traffic reports—Archived Interface Traffic or Archived Tunnel Traffic.

Device performance reports—Archived System Uptime, Archived CPU Temperature,
Archived CPU Usage, or Archived Memory Usage.

Network performance reports—Archived Ping, Archived Advanced Ping, Archived LSP
Ping, Archived SLA, or Archived Link Latency.

The daily and weekly reports use hourly aggregated data. The monthly and yearly reports
use daily aggregated data. You can specify display options for the average, maximum
(max), or 80th, 90th, 95th, and 99th percentiles. IP/MPLSView prepares the data every
day at 11:30 AM by running the /u/wandl/bin/genAggTrafDB.sh script.

To generate and display archived reports from the Web interface:

1. (Optional) Configure the IP/MPLSView server to set the maximum number of days
to store performance management data.

By default, you can store data collected from live traffic, aggregated traffic, and
archived traffic for a maximum of 35 days. In most cases, using the default value
should be adequate for your data storage needs, However, you canincrease or decrease
this value according to the available storage space in your network and how long you
need to retain the historical data.

If necessary, you can set a nondefault value for the maximum data storage capacity
in either of the following ways:

- During the IP/MPLSView installation, change the default value (35) for Maximum
Traffic Capacity in Days in the installation script.

Server Configuration Settings:

(A) Overall Settings

(B) IP Address

(C) Memory Settings

(D) Port Settings (Server to Client)

(E) Port Settings (Advanced)

(F) Online Performance Management Settings
(G) Online Fault Management Settings

(H) Advanced Configuration

Please select a number to modify.
[<CR>=accept, g=quit]:F

(F) Online Performance Management Settings
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Aggregation Settings:

1.) Maximum Traffic Capacity in Days......:35

. After the IP/MPLSView installation, change the default value by running the
/u/wandl/bin/changeconfig.sh script.

2. Collect the data to be generated for the archived reports by running the appropriate

collection task from Task Manager.

Table 29 on page 190 lists the collection tasks you need to run to provide data for the
associated archived reports. For example, to generate data for the Archived Ping
report, you must first schedule the Device Ping Collection task from the Task Manager

to run on a recurring basis.

Table 29: IP/MPLSView Collection Tasks and Associated Archived Reports

Collection Task Associated Archived Reports

Traffic Collection

Archived Interface Traffic, Archived Tunnel Traffic

Device SNMP Collection

Archived System Uptime, Archived CPU Temperature,
Archived CPU Usage, Archived Memory Usage

Device Ping Collection

Archived Ping

Advanced Ping Collection

Archived Advanced Ping

LSP Ping Collection

Archived LSP Ping

SLA Collection

Archived SLA

Link Latency Collection

Archived Link Latency

3. Select Performance > Archived Reports from the main menu to access the Archived

Reports.

190
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Figure 153: Example of Archived Reports
(oot PO

© | Archived Interface Traffic <
=
2
Traffic Timespan:  Weekly -  08M41201€ - Aggregation: Avg <~ ¢  Router(s) - Filter— - ke & H
a
Arenived interiace Traffic Router Interface | Dir | BWMbps) | 814 814 814 814 814 84 814 814 g
Archived Tunnel Traffic 0:00 1:00 2:00 3:00 4:00 5:00 6:00 7:00 8
2
Device Performance 10_BARC...  dsc n 0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 2
Archived System Uplime 10_BARC..  dsc o o 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Archived CPU Temperature 10_BARC...  ge-0/0i0 In 1000 0.008 0.008 0.008 0.007 0.008 0.007 0.008 0.007
Archived CFU Usage 10_BARC..  ge0//0  Out 1000 0.016 0.016 0016 0.015 0016 0015 0016 0.016
Archived Memory Usage 10_BARC...  ge-0/0i00 In 1000 0.008 0.008 0.008 0.007 0.008 0.007 0.008 0.007
Network Performance 10_BARC..  ge0/0/00  Out 1000 0013 0.013 0013 0.013 0013 0013 0013 0.013
10_BARC..  ge-00/1 in 1000 0261 0.261 0261 0.261 0261 0.261 0261 0261
Archived Fing
10_BARC..  ge-0/0/1 out 1000 0272 0.272 0272 0272 0272 0272 0272 0272
Archived Advanced Ping
) 10_BARC..  ge01. In 0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Archived LSF Fing 10_BARC..  geO/0/l.. Out 0 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Archived SLA 10.BARC..  ge00f1.. In 100 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Archived Link Latency 10_BARC..  ge-0/0/1.. Out 100 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
10BARC..  ge0O/1.. In 1000 0.261 0.261 0260 0261 0261 0.261 0.261 0261
10_BARC...  ge00M.. Out 1000 0.265 0.265 0264 0.265 02685 0.265 0265 0.265
10_BARC..  ge-0/0i2 in 1000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
10_BARC...  ge0/2  Out 1000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0000 -
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Related . Live Traffic on page 140

D tati
ocumentation . Aggregated Traffic Reports on page 147

« Monitoring Real-Time Traffic and Device Performance on page 152
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Admin

« Admin on page 193

Admin

« Understanding the Admin Menu on page 193

« Duplicating or Renaming an Existing Report Group on page 194
« Updating the GUI Login Policy on page 195

« Displaying Current Licenses on page 196

« Uploading a License on page 196

« Viewing Vendor Icons on page 197

« Viewing the User Activity Log on page 197

Understanding the Admin Menu

The Admin menu contains administrative settings for the Web, Web applications, Web
user accounts, and monitoring activities on the server. Web settings include session
timeout, message of the day, and Web policies. Web applications include the diagnostic
tools, ping parameters, and traceroute parameters. Web user accounts include user
access, groups, and password reset. Server monitoring includes viewing logs, login history,
memory, CPU, and IP/MPLSView system processes.

When you select the Admin menu, the Administration window is displayed. Among the
sub-options under Application, you can remove stale interfaces, stale tunnels, and stale
routers from your topology. For example, Figure 154 on page 194 illustrates how to use
the Adminstration window to remove a stale tunnel.
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Figure 154: Administration Window for Removing Stale Tunnels

m [£) Check Collection Status Page Size Query Timeout == Remove Tunnel Filter by router: | - Filter

Administration Router Name Router IP To Router Name To Router IP Tunnel Name Last Collection Time. status Ingress
Appiication 2_AMSTERDAM 172.16.0.102 1_DUBLIN 172.16.0101 RZ_AMSTERDAM... 81812016 :2030 ° 184
Diagnostics Settings 2_AMSTERDAM 172.16.0.102 NIA NA R2_AMSTERDAM. 8/18/2016 9:20:30 ° 240
Ropart Groups 2_AMSTERDAM 172.16.0.102 4_BERLIN 172.16.0.104 RZ_AMSTERDAM... 81812016 2030 ° 0
Remove Stale Interfaces. 2_AMSTERDAM 172.16.0.102 5_PARIS 172.16.0.105 R2_AMSTERDAM. 8/18/2016 9:20:30 ° 200
Remoue Siale Tonmek 2_AMSTERDAM 172.16.0.102 6_FRANKFURT 172.16.0.106 RZ_AMSTERDAM... 81812016 2030 ° 522.048K
3_LONDON 172.16.0.103 1_DUBLIN 172.16.0.101 R3_LONDON1_D.. 8/18/2016 9:20:31 ° 160
Remove Siale Routers 3_LONDON 172.16.0.103 2_AMSTERDAM 172160102 RILONDONZA. 8182016 92031 ° 216
Application Settings 3_LONDON 172160103 4_BERLIN 172.16.0.104 R3_LONDON4_B. 8/18/2016 9:20:31 ° 40
GUI User Admin 3_LONDON 172.16.0.103 5_PARIS 172.16.0.105 R3_LONDON5_P 81812016 9:20:31 ° 40
Update GUI Login Policy 3_LONDON 172.16.0.103 6_FRANKFURT 172.16.0.106 R3_LONDON6_F.. 8/18/2016 9:20:31 ° 160
Web User Admin 1_DUBLIN 172.16.0.101 NiA NA R1DUBLINGLO.. 8182016 9:2031 ° 0
Session Timeout 1_DUBLIN 172.16.0.101 4_BERLIN 172.16.0.104 R1_DUBLIN4_BE 8/18/2016 9:20:31 ° o
Message of the day 1_DUBLIN 172.16.0.101 5_PARIS 172.16.0.105 R1DUBLINS_PA.. 8182016 9:2031 ° 0
Customer lcon 1_DUBLIN 172.16.0.101 6_FRANKFURT 172.16.0.106 R1_DUBLING_FR.. 8182016 9:20:31 ° 0
Header and Fooler 1_DUBLIN 172.16.0.101 6_FRANKFURT 172.16.0.106 test_admin_group 81812016 8:20:31 ° 0
Web Policy 5_PARIS 172.16.0.105 1_DUBLIN 172.16.0.101 R5_PARIS1_DUB. 8/18/2016 9:20:31 ° 48
ypess Login 5_PARIS 172.16.0.105 2_AMSTERDAM 172.16.0.102 RS_PARIS2_AMS... 8182016 9:2031 ° 192
5_PARIS 172.16.0.105 NIA NA R5_PARIS3_LON 8/18/2016 9:20:31 ° 48
Heanse 5_PARIS 172.16.0.105 4_BERLIN 172.16.0.104 RS_PARIS4 BER .. 81812016 9:2031 ° 48
Show Lcense 5_PARIS 172.16.0.105 6_FRANKFURT 172.16.0.106 R5_PARIS6_FRA. 8/18/2016 9:20:31 ° 48
Upload License 4_BERLIN 172.16.0.104 1_DUBLIN 172.16.0101 RA4_BERLINIDU... 8182016 9:2031 ° 24
4_BERLIN 172.16.0.104 2_AMSTERDAM 172.16.0.102 R4_BERLINZ_AM. 8/18/2016 9:20:31 ° 200
4_BERLIN 172.16.0.104 NiA NA R4_BERLIN3_LO.. 8182016 9:2031 ° 48
4_BERLIN 172.16.0.104 5_PARIS 172.16.0.105 R4_BERLINS_PA. 8/18/2016 9:20:31 ° 48
4_BERLIN 172.16.0.104 6_FRANKFURT 172.16.0.106 R4_BERLING FR.. 8182016 9:2031 ° 144
6_FRANKFURT 172.16.0.106 1_DUBLIN 172.16.0.101 R6_FRANKFURT1 8/18/2016 9:20:31 ° 132.264K
/' 6_FRANKFURT 172.16.0.106 2_AMSTERDAM 172.16.0.102 RE_FRANKFURTZ... 8182016 9:2031 ° 132504K
6_FRANKFURT 172.16.0.106 NIA NA R6_FRANKFURT3. 8/18/2016 9:20:31 ° 208
6_FRANKFURT 172.16.0.106 4_BERLIN 172.16.0.104 RE_FRANKFURT4... 8182016 8:2031 ° 144
6_FRANKFURT 172.16.0.106 5_PARIS 172.16.0.105 R6_FRANKFURTS. 8/18/2016 9:20:31 ° 168
e page (1 ottest 3 ) O Displaying tunnels 1 - 30 of 43501 Clear Filter Data

You can also use the Administration window to duplicate or rename an existing report
group.

Duplicating or Renaming an Existing Report Group

To duplicate or rename an existing report group:

1. Select Admin, and in the Admin pane, select Application > Report Groups.

2. Inthe Report Groups pane, select the group name that you want to duplicate or
rename.

3. Perform one of the following actions:

- To create a duplicate report group, click Duplicate Group and complete the fields
in the Duplicate Group dialog box, as shown in Figure 155 on page 195.

194
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Figure 155: Administration Window for Creating a Duplicate Report Group
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. Torename areport group, click Rename Group and complete the fields in the Rename
Group dialog box. The Duplicate Group dialog box and the Rename Group dialog
box have identical fields.

Updating the GUI Login Policy

To update the GUI login policy:

1. Select Admin, andin the Admin pane, select GUI User Admin > Update GUI Login Policy.

The Update GUI Login Policy window is displayed.

Figure 156: Administration Window for Updating the GUI Login Policy
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2. Modify the fields, following the descriptions in the main pane, and select the access
control, if needed. Figure 156 on page 195 shows the fields and descriptions.

3. Click Change Information to apply the changes.

Displaying Current Licenses
To display current licenses:
1. Select Admin and in the Admin pane select License > Show License.

The License File window is displayed, as shown in Figure 157 on page 196.

Figure 157: Display Licenses

| [ 172.25.153.125:3091/wandl/jsp/showTable2 jsp?file=/u/wandl/db/sys/npatpw

File : /u/wandl/db/sys/npatpw

card: ens192
MAC: 00:50:56:94:21:c3
customer: JNPR_RH7_Model

Index||Description ||Password Expiration Date||# of User||# of Viewer |[Mode Limit

1 customer customer 11/11/2016 3 5 250
2 S-MPLSV-5D||S-MPLSV-SD||11/11/2016 3 5 250
3 vmware vmware 11/11/2016 3 5 250
4 KVM KVM 11/11/2016 3 5 250
5 |veox [veox 11/11/2016 |3 5 250

This window shows the description, password, expiration date, number of users and
viewers allowed using the license, as well as the node limit.

Uploading a License
To upload a license:

1. Select Admin, and in the Admin pane, select License > Upload License.

The Upload Licence file window is displayed. Figure 158 on page 196 shows the Upload
License file window.

Figure 158: Upload License File

o U e

Administration (-] - - —
,,,,,, I Excell: open in Excel with space and tab delimiter
Customer Icon Excel2: open in Excel with comma (,) delimiter
Name | Size | Date
Header and Footer
npatpw Excell Excel2 | Text | Ltcensel 266 bytesl Aug 14, 2016 12:55:21 PM
W |
Web Policy Choose File | eval-license.csv Upload|
Bypass Login

License
Show License
Upload License -

View (+]
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2. Click Choose File to locate the license file, then click Upload.

Viewing Vendor Icons

To view the vendor icons used in IP/MPLSView:

1. Select Admin, and in the Admin pane, select View > Vendor Icons.

The Vendor Icons window is displayed, as shown in Figure 159 on page 197.

Figure 159: Vendor Icons

JUNIPER
Administration (4]

JUNIPER_EX
View e LECWC
Logs LINUX

MP2100
Login History

Login Statistics
User Activity Log
Systemn Monitor
Release Information

Vendor [cons

s

NODE

QSN

RAD
REDBACK
RIVERSTONE
STARENT
SUM

TELLABS
WINDOWS
ZTE

Fod¢LtE@E - ﬁi)ﬂ%%'

Refresh View

2. Click Refresh View to refresh the list.

Viewing the User Activity Log
To view the user activity log:

1. Select Admin, and in the Admin pane, select View > User Activity Log.

The User Activities window is displayed.

2. Double-click the timestamp entry to display the user activity. Figure 160 on page 198
shows an example of user activity.
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Figure 160: Viewing the User Activity Log

T s

Administration 4] Start Date: #  EndDater i Search Perform Query/Search
View e Timestamp Client Name Client IP Address Client Login Name Client Appl Login Name  Client Activity
Logs 8/13/2016 B:03'51 PM 172.29.96.189 172.20.96.189 wand wandl WEB Live Traffic has be
Login History Client Activity: WEE Live Traffic has been displayed
Login Statistics

813/2016 8:03:40 PM 172.29.96.139 172.20.96.189 wiand| wandl WEB Reports has been...
User Activity Log

8/13/2016 8:01:25 PM 172.29.96.189 172.20.96.189 wand wandl WEB Archived Reports h
Systom Monilor 813/2016 7:58:57 PM 172.29.96.189 172.20.96.189 wandl wandl WEB Run CLI and Diagn
Release Information 8/13/2016 7:56:50 PM 172.20.96.189 172.29.96.189 wand! wandl WEB Diagnostics has be
Vendor lcons + 8312016 7:45:04 PM 172.20.96.139 172.29.96.189 wand! wandl WEB Events Gount Char

« < Page 2 ofss| ) D C Displaying user activities 31 - 60 of 1735 Exportto Excel  Clear Search and Date fitters Page Options.

3. To modify the dates, select a start date and end date, or search for a specific date
and click Perform Query Search.

198
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Tools

Task Manager

Task Manager on page 199

MIB Browser on page 210

Device Profiles on page 218

User Administration on page 230

Using the File Browser on page 233

Understanding Task Manager on page 199
Creating a New Task in Task Manager on page 200
Managing Existing Tasks on page 204

Performance Management Tasks Using Task Manager and Apache Spark
Clusters on page 205

Running a Task Using Spark Clusters on page 207

Understanding Task Manager

The Task Manager is a fundamental component of IP/MPLSView that you use to create,
schedule, run, and manage data collection and reporting tasks for your live network.

To access Task Manager, select Tools > Task Manager from the IP/MPLS main menu.
Task Manager enables you to perform the following tasks:

Create, modify, delete, duplicate, and schedule network data collection tasks.
Stop a task that is in progress.
Search a list of tasks by name or by type of task.

Chain together a sequence of similar tasks by scheduling a particular task to run
immediately after another task.

Chain tasks as part of a Scheduling Live Network Collection operation.
Remove nodes in selected tasks.

Run a Network Performance Data Report task.
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See Also

« Run all SAM tasks (SAM Collection, SAM Interface Traffic Collection, and SAM LSP
Statistics Collection).

« Assignacollection task to run on a distributed Task Manager server, distributed remote
collection server, or an Apache Spark Cluster.

Figure 161 on page 200 shows an example of theTask Manager window, with the Actions
drop-down menu expanded.

Figure 161: Task Manager

Task Name
IP-request
spark-dongmin
gensnmp-2
gen-snmp
slnc-200
sinc-1000
sinc-5k-10
sinc-1k-10p
Link Latency

Created on 2016-...
Duplicated small |
Duplicated small |
user defined snm...
Duplicated null

IP Address.
17216.0.111
172.16.0.112
172.16.0.102
172.16.0.103
172.16.0.101
172.16.0.105
172.16.0.104
172.16.0.107
172.16.0.106
172.16.0.108

Type
Generic SNMP C_._

Device SNMP Col..

Generic SNMP C...
Generic SNMP C_

Scheduling Live N...

Scheduling Live N
Scheduling Live N

Scheduling Live N...

Link Latency Coll...

Scheduling Live N...

Scheduling Live N
Scheduling Live N
User-Defined SN....

Scheduling Live N...

Status
Completed
Completed
Completed
Completed
Completed
Completed
Completed
Completed
‘Waiting

Completed
Completed
Completed
‘Waiting
‘Waiting

Router Name
MANCHESTER_0
MUNICH_0
AMSTERDAM_O
LONDON_0
DUBLIN_O
PARIS_O
BERLIN_0
VALENCIA_O
FRANKFURT_0
LYON_0

Last Execution

2016-06-07 13:11._
2016-06-07 13:10..
2016-06-07 13:10..
2016-06-07 13:09.
2016-06-07 13:09..
2016-06-07 13:08._
2016-06-07 13:07
2016-06-07 13:06..
2016-06-28 18:35...

2016-05-19 05:50..
2016-05-18 17:33._
2016-05-18 17:27
2016-06-28 18:54...
2016-06-28 18:30...

Creation Date 4 ‘Owner Frequency Spark Hosted Task
2016-06-07 1311 wandl Once YES
2016-06-07 13:10...  wandl Once YES
2016-06-07 13:10...  wandl Once YES
2016-06-07 13:09..  wandl Once YES
2016-06-07 New Task YES
2016-06-07 View/Modify YES
2016-06-07 Delete YES
2016-06-07 Reactivate NO
2016-06-07 Stop \ute(s) NO
Remove Nodes in Scheduled Tasks _
2016-0519  Syncwith Master Profile liately NO
2016-05-18 Display Chained Task Groups liately NO
2016-05-18 Update Selected Task Status liately NO
20160513 ¥ Auto Status Update ute(s) NO
20160504  DUPlicale ute(s) YES

Show Only Spark Hosted Tasks

[ | e |
Task Status Properties Modification Log Execution History

Status Job Type

0K interface|config
OK interface|config
OK interface|config
OK interface|config
OK interface|config
OK interface|config
0K interface|config
OK interface|config
oK interface|config
0K interface|config

. Management and Monitoring Guide for IP/MPLSView

« Device Profiles on page 218

« Task Manager

Creating a New Task in Task Manager

To create a new task in Task Manager:

1. Click New Task, or select Actions > New Task.

2. Select the task, and specify a task name and optional comment.

To select the task from a smaller list of related tasks, select the type of task in the

Task Group field and then select the task.

200
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Figure 162: Creating a New Task

New Task{Step 1 of 3) - Select TaskName and TaskType 9

Task Mame : SLMNC Europe

Comment :

Task Group: Configuration Management Tasks -
Task: Scheduling Live Metwoark Collection -

e |

3. Click Next.

4. Specify the devices in the live network from which to collect data.

You can choose some or all of the devices configured in a device profile, or you can
use the master profile.
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Figure 163: Selecting the Devices for Collection

New Task{Step 2 of 3) - Scheduling Live Network Collection

— Select Device(s) to be collected

* Use Device Profile ' Use Master Profile

Device Profiles:

" Report Errors to Event Server

DevProfileFran620

Select device(s) from

-

_ Use Profile Directly

Devices to be collected

m

IP Address | Hostname IP Address Hostname
172.16.00.  T_MAN... — 172.16.0.110  10_BARC...
172.16.0...  12_MUNI.. Add All > 172.16.0.113  13_MILAN. ...
172.16.0.... 4 _BERLIN <. Remove 172.16.0.101  1_DUBLIN
17216.0...  T_VALE. . << Remove All 172.16.0.102 2_AMSTE ..
17216.0... 6 _FRAN_. 172.16.0.103 3 LONDON
172.16.0.... 9 _COPE... 172.16.0.105 5 _PARIS
17216.0....  §_LYON

— Data Collector Instruction

Access Method:  User Router Profile setting = P -

| Archive old data || Delete old data before collection

— Data Consolidation

|| Incremental Metwork Update

~ Consolidate with existing YWANDL data

Consolidate with the following task(s) data
’7VLAN Discovery:  Jufwandl/data/collection/ LiveMetwork/bridge/intermedi: m

5. Configure the required collection options and consolidation options.

6. Click Next.

7. Configure scheduling parameters for the new task.
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Figure 164: Scheduling the Task

New Task(Step 3 of 3) - Schedule Task : Scheduling Live Network Co... €9

Schedule Type:  Minute(s) -

Interval: 30 -

— Start Time

. Now

_ ' Set Start Date o -

— End Time

_ Mever Stop

» Set End Date T -

December 2015

S M 1T W T F S
28 30 1| 2 3 4

B 7 &8 9% 10 M 12
13 14 15 16 17 18 19
20 21 22 23 24 25 26
271 28 2% 30 A

8. To chain this Scheduling Live Network Collection task to another task, select
Immediately After from the Schedule Type drop-down menu, and select the preceding
task to which you want to chain this collection task. Optionally, you can select Modify
TaskName/Comment/Owner to specify a different task name and comment for the
chained task. Figure 165 on page 204 shows an example of how to chain a Scheduling
Live Network Collection task.
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Figure 165: Chained Scheduling Live Network Collection Task

Modify Task({Step 2 of 2) - Scheduling Live Network Collection (%]

Schedule Type:  Immediately After -
Skynet SLNC -
Name T Value
Comment
Frequency 1 Day(s)

LastExecutio... 2016-01-29 13:39:57
Owner wandl

« Modify Task Mame/Commentiowner
Task Mame - SLNC 108 ¥R After Skynet

Comment - Immediately after Skynet SLMC

9. Click Next to create the new task and display it in the Task Manager window.

Managing Existing Tasks

To manage an existing task in Task Manager, select the task name in the upper pane and
click the appropriate button, or right-click the task name and select the desired task from
either the Actions drop-down menu or the task drop-down menu. You can access the
same set of tasks from the Actions drop-down menu and the task drop-down menu.

« To view or modify task properties, click or select View/Modify.

. Todelete a task, click or select Delete.

« Toperform other tasks such as stopping a running task, removing devices in a scheduled
task, updating the task status, and duplicating a task, select the desired task from
either the Actions drop-down menu as shown in Figure 166 on page 205 or the task
drop-down menu.
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Figure 166: Managing an Existing Task

Task Name

sinc-10k-10p

IP Address

172.25159.133
17225159131
172.25.159.130
172.25.159.132
172.25.159.136
172.25159.138
17225159137
172.25159.139
172.25.159.140
172.25.159.142
17225159143
172.25.159.144
17225 159.149
17225159147
172.25 159 148

Type Status
Scheduling Live Netw.. Completed

Duplicated Duplicated. . Device SNMP Collect...  Completed
Duplicated devicesnmp Device SNMF Collect... Completed

Generic - IP request Generic SNMP Collec...  Completed
IP-request Generic SNMP Collec...  Completed
spark-dongmin Device SNMP Collect... Completed
gensnmp-2 Generic SNMP Collec...  Completed
gen-snmp Generic SNMF Collec...  Completed
sinc-200 Scheduling Live Netw. Completed
sinc-1000 Scheduling Live Netw.. Completed
sinc-5k-10 Scheduling Live Netw. Completed
sinc-1k-10p Scheduling Live Netw.. Completed
Link Latency Link Latency Collection ‘Waiting

small lsp Scheduling Live Netw.. Completed
Created on 2016-05- Schaduling Live Nehw Comoleted

Router Name Status
VMX104_PING 0K
VMX101_DWILMOT 0K
VIMX102_DWILMOT 0K
VMX101_PING 0K
VMX103_PING 0K
VX102 0K
VIMX103 0K
VIMX104_SKYE 0K
VMX102_PING 0K
VMX101_ERIC 0K
VMX103_ERIC 0K
VMX104_ERIC 0K
VMX101_ROSLAN 0K
VMX103_SKYE 0K
VMX103_ROSLAN 0K

Last Execution

2016-06-12 19:08:38
2016-06-10 18:12:48
2016-06-10 12:31:48
2016-08-07 13:12.23
2016-06-07 13:11:59
2016-08-07 13:10:57
2016-06-07 13:10:23
2016-08-07 13:09:50
2016-06-07 13:09:06
2016-06-07 13:.08:45
2016-06-07 13:07:32
2016-08-07 13:06:50
2016-06-28 18:35:55
2016-06-07 13:03:46
2016-05-19 05-50'50

Job Type

interface|config
interface|config
interface|config
interface|config
interface|config
interface|config
interface|config
interface|config
interface|config
interface|config
interface|config
interface|config

interface| Config) wu s oy o cwson

Creation Date Owner
2016-06-12 19:08:31 wandl
2016-06-10 18:12:42 wandl
2016-06-10 12:31:48 wandl
2016-06-07 13:12:12 wandl
2016-06-07 13:11:45 wandl
2016-06-07 13:10:42 wandl
2016-06-07 13:10:11 wandl
2016-06-07 13:09:43 wandl
2016-06-07 13:08:53 wandl
2016-06-07 13.08:28 wandl
2016-06-07 13:07:24 wandl
2016-06-07 13.06:50 wandl
2016-06-07 13:05:55 wandl
2016-06-07 13.03:48 wandl
2016-05-19 05-50-50 wandl

Mew Task
ST properties  Modification Log | Execution History ViewMody

Delete

Stop

Frequency

Once
Once
Once
Once
Once
Once
Once
Once
Once
Once
Once
Once

30 Minute(s)

Once

Immediatehy

switch_cli
switch_dli
switch_cli

Remaove Nodes in Scheduled Tasks syitch_cli

Sync with Master Profile

Display Chained Task Groups

Update Selected Task Status
+" Auto Status Update

Duplicate

Show Only Spark Hosted Tasks

S —

interface|cor
interface|cor

|_pathltransit_tunr
|_pathltransit_tunr

switch_cli
switch_cli
switch_dli
switch_cli
switch_dli
switch_cli
switch_dli
switch_cli

e SWitCh_cli

t_clijswitch_cli
t_clijswitch_cli

Performance Management Tasks Using Task Manager and Apache Spark Clusters

Apache Spark is a fast engine for big data processing using clusters. You can run the

Performance Management Tasks using Task Manager and Spark clusters. The

performance Management Tasks are:
Advanced Ping Collection Task—Collect latency and jitter between interfaces.

Device Ping Collection Task—Collect latency and loss percentage between devices.

Device SLA Collection Task—Collect SLA information from the devices.

Device SNMP Collection Task—Collect CPU usage, CPU temperature, memory, and
system uptime from the device.

LSP Ping Collection Task—Collect tunnel LSP latency and jitter.

Link Latency Collection Task—Collect latency and jitter of the link.

Server Performance Data Collection Task—Similar to the Device SNMP Collection Task
but for the servers.

User CLI Collection Task—Collect any CLI.

User-defined SNMP Collection Task—Collect any SNMP MIBs.

How to Prepare the Data
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The following items need to be configured before running a task using Apache Spark:

« The Spark master must be running on the Application Server.
« SNMP has access to the devices/servers from the Application Server and Spark slaves.

. Loginaccessisavailable to the devices/servers for CLI collections from the Application
Server and Spark slaves.

« Devices/servers must be reachable from the Application Server and Spark slaves.
« Proper license is copied to the Spark slaves.

« The SSH connection from master to slave does not require a password.

The Task Manager Server is running as a part of the Application Server. To execute the
task in the Spark Cluster, select the Spark Cluster option in the last step of the task
submission. This option is only available for the Spark Cluster enabled tasks. In the Task
Manager window, the Spark Hosted Task column identifies the tasks running in the Spark
Cluster. The Spark Hosted Task column is displayed in Figure 161 on page 200.

206
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Running a Task Using Spark Clusters

To run a task using Spark Clusters:

1. Select Tools > Task Manager, then click New Task.

The New Task (Step 10of 3) - Select TaskName and TaskType window is displayed,
as shown in Figure 167 on page 207.

Figure 167: New Task - Select Task Name and Task

MNew Task{Step 1 of 3) - Select TaskName and TaskType (%)

Task Name - Spark SNMP Collect

Comment - | | |
Task Group: Periormance Management Tasks v
Task: Device SNMP Collection b

Y e

2. Select the task and specify a task name and optional comment.

To select the task from a smaller list of related tasks, select the type of task from the
Task Group list. Then select the task from the Task list.

3. Click Next.

The New Task (Step 2 of 3) - Schedule Task: Device SNMP Collection window is
displayed, as shown in Figure 168 on page 208
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Figure 168: New Task - Select Devices and Options for Collection

MNew Task(Step 2 of 3) - Device SNMP Collection %)

" Report Errors to Event Server
— Select Device(s) to be collected
= Use Device Profile 1 Use Master Profile ' Use Profile Directly
Device Profiles:  172.25.152 -
Select device(s) from Devices to be collected
IP Address Hostname 4 IP Address Hostname

17225152167  XR_13_04
17225152166  XR_13_03
172.25.152.164 | XR_13_01
172.25.152.11 WANDL_LAB
1722515213 WANDL_LAB
172.25152.14 WANDL_LAB
172.25.152.15 WANDL_LAB .

L —————sssssssssssssss—— 0 e ———— |
— Opfiens for Collection
Use CLI for System Uptime

172.25.152.168 XR_13_05
172.25.152.10 WANDL_LAB
172.25.152.165 XR_13_02

Collect Line Card Information (Juniper Only)

k| ton

4, Specify the devices in the live network from which to collect data.

You can choose some or all of the devices configured in a device profile, or you can
use the master profile. You can also specify options for collection.

5. Click Next.

The New Task (Step 3 of 3) - Schedule Task: Device SNMP Collection window is
displayed, as shown in Figure 169 on page 2009.
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Figure 169: New Task - Schedule Task and Enable Spark

MNew Task(Step 3 of 3) - Schedule Task : Device SNMP Collection )

Polling Server: Application Server{172.25°
Schedule Type: Minute(s) v

Interval: 30 -
— Start Time
* Now

Set Start Date m .

— End Time
= MNever Stop

Set End Date B -

" Do you wish to run this task on Spark Cluster ?

oo | en |

6. Configure the scheduling parameters for the new task.

7. Select Do you wish to run this task on Spark Cluster?, then click Next.

The results are displayed in the Task Status tab, as shown in Figure 170 on page 210.
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Figure 170: Task Status Results

Task Name Type Status Last Execution Creation Date 4 Owner Frequency
Duplicated Device SLA Collection Completed 2016-07-17 15:59:06 2016-07-17 15:58:06 wand| Immediately
Duplicated user defin._.  User-Defined SNMP.__ Completed 2016-07-17 15:57:04 2016-07-17 15:56:59 wand| Immediately
Duplicated Ping-Testix ~ Device Ping Collection Completed 2016-07-17 12:01:38 2016-07-17 12:01:34 wand| Immediately
Ping-Test-ix Device Ping Collection Completed 2018-07-15 03:.00:00 2016-07-1319:37:35 wand| 10 Minute(s)
Testd Device SNMP Collect...  Completed 2016-07-13 20:00:04 2016-07-13 12:54:50 wand| 30 Minute(s)
Device Ping Device Ping Collection Waiting 2016-08-08 14:18:30 2016-07-12 12:48:30 wand| 30 Minute(s)
Duplicated Link Latency  Link Latency Collection ‘Completed 2016-07-11 11:14:05 2016-07-11 11:13:59 wand| Immediately
Duplicated spark-don...  Device SNMP Callect...  Completed 2016-07-11 11:11:21 2016-07-1111:11:16 wand| Immediately
Created on 2016-06-_ Device SLA Collection Waiting 2016-08-08 14:33:42 2016-06-29 12:03:42 wand| 30 Minute(s)
Created on 2016-06-. Scheduling Live Netw. Completed 2016-06-23 15:22:11 2016-06-23 15:22:11 wand| Immediately
sinc-10k-10p Scheduling Live Netw. Completed 2016-06-12 19:08:38 2016-06-12 19:08:31 wand| Once
Duplicated Duplicate. .. Device SNMP Collect...  Completed 2016-06-10 18:12:48 2016-06-10 12:12:42 wand| Once
Duplicated devicesnmp ~ Device SNMP Callect..  Completed 2016-06-10 12:31:48 2016-06-10 12:31:48 wand| Once
Ganaric _ P raouact Ganaric SKKMPE Calla Comnlatad INAR-NANT 12:12-23 INARNANT 42:12-17 wandl Onra -

Cvewtese ] vy | s | cirs -]

Task Status Properties Modification Log Execution History

‘SNMP device data collected 1722515528 skynet_28-SKYNET_127
SNMP device data collected 172.25.155.20 skynet_20

SNMP device data collected 172.25.195.21 skynet_21

‘SNMP device data collected 1722515522 skynet_22

SNMP device data collected 172.25.195.23 skynet_23

‘SNMP device data collected 1722515524 skynet_24

‘SNMP device data collected 1722515525 skynet_25-SKYNET_125
‘SNMP device data collected 17225155 26 skynet_26-CE_24_VPN-T
‘SNMP device data collected 1722515527 skynet_27-CE_127_VPLS-LDP
*You can access the result data from the Web:

- P -= Device F Reporis

0 NOTE: To view the Spark task logs, go to
http://<application-server-ip>:18080.

Related . Device Profiles on page 218
Documentation

MIB Browser

« Understanding the MIB Browser on page 210

« Viewing MIB Information on page 211

« Loading and Unloading MIB Subtrees on page 211

« Querying SNMP MIB Information from Network Devices on page 212
« Filtering the MIB Tree Display by Trap Numbers on page 214

« Modifying SNMP Trap Configuration Files on page 215

Understanding the MIB Browser
The MIB Browser enables you to work with SNMP to perform the following tasks:
- View, load, and unload SNMP MIB information.
« Query SNMP MIB information from a network device.

« Filter the SNMP MIB tree display by trap numbers.
« Launch the SNMP Trap Editor to configure the SNMP traps to record.
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In most cases, the preconfigured events that come with the Event Browser should be
sufficient to meet your needs. In some situations however, you might want to create,
modify, and delete the traps that are processed by the SNMP Trap server. To do so,
you can launch the SNMP Trap Editor from the MIB Browser.

Viewing MIB Information

To view MIB information:

1. Select Tools > MIB Browser.
2. Inthe MIB pane, select the MIB object for which you want more information.

3. Select the MIB Detail tab to view a description of the selected MIB object.
Figure 171: MIB Browser with MIB Details

Value: ifHCInUcastPkts

+ RFC1213-MIB~ i Object Type: Object Type
+ JUNIPER-JS-SMI* OID: ifiXEntry.7
+ bgp 0ID1.3.6.1.2.1.31.1.11.7
B dot1dBridge 3 (resolved):
Syntax: Counter64
+ 1 entityMIB Access: read-only
iVIB | Status: current
iMIBObjects (1) Description: The number of packets, delivered by this sub-layerto a
) higher (sub-)layer, which were not addressed to a multicast
ifTable (1) or broadcast address at this sub-layer. This object is a
itXEntry (1) 64-bit version of finUcastPkts.
iihame (1) Discontinuities in the value of this counter can occur at
ifinMulticastPkts (2) re-initialization of the management system, and at other
iinBroadcastPkts (3) | times as indicated by the value of

- - ifCounterDiscontinuityTime.
ifOutMulticastPkts (4)

ifOutBroadcastPkts (5)
ifHCInOctets (6)
ifHCInUcastPkts (7)
iHCInMulticastPkts (8) -

4 i | b

Loading and Unloading MIB Subtrees

To load and unload MIB subtrees:

1. Select Tools > MIB Browser.

2. Inthe MIB pane, click the gear icon and select Load MIB.

Figure 172: Gear Icon in MIB Browser
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3. Specify whether you want to load the new MIBs from the local client or the
IP/MPLSView server, and browse to find the MIBs you want to load.

If you load the MIBs from the server, Browse accesses the /u/wandl/thirdparty/MIBs
directory by default, which is the repository for MIBs from Juniper Networks and other
vendors.

Figure 173: Server File Browser

Server File Browser

fufwandlithirdparty/MIBs

F&
FOUMDRY

m

GBSM

HUAWEI
JUMIPER
JUMIPER-IC4500

Y W Y N A TN

OSM

Select

All Files (*.%) - Cancel

4. Click Select to load the desired MIBs.

5. To unload a specified MIB object, right-click the object in the left pane and select
Unload this MIB.

Querying SNMP MIB Information from Network Devices

To guery SNMP MIB information from network devices:

1. Select Tools > MIB Browser.

2. From the Access Device tab, specify the IP address in one of the following ways:

« Click the magnifying glass icon in the Host/IP Address box. Select the device profile
and associated network device that you want to query, and click Select.
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This action populates the Hostname, Host/IP Address, SNMP Community, and
SNMP Port settings in the Access Device tab.

. Type avalue in the Host/IP Address box.

3. Specify the SNMP Version (SNMPv1, SNMPv2c, or SNMPv3), and the SNMP Community
string (default value is public).

Choosing SNMPV3 displays additional authentication and password settings in the
SNMPvV3 group box.

Figure 174: MIB Browser Access Device Tab

Acce“ DEVi e _

MIB Detail

e

SNMPV3
RFCA213-MIB* * N Hostname: 6_FRANKFURT
JUNIPER-IS-SMI” HostIP Address™ | 172.16.0.106 Q
bap " N sumP version SHMPv2e -
dot1dBridge
entityMIB | gl::':ﬂunity' public
= itIB
SMNMP Port: 161
+[m ifMIBObjects (1)
~ w mib2 (1) oib™
~-F interfaces (2)
—-[H] iTable (2) - m
. Retrieve - ‘”. Clear
—[H ifEntry (1)
ifindex (1) Results
iDescr (2) Unit | Value
ifType (3)
iffitu (4) =
4 n ]

4. Inthe MIB pane, click the MIB object for which you want to collect information.

This action populates the object identifier (OID) setting in the Access Device tab.

5. Retrieve data for the selected OID in one of the following ways:
- To get data for the specified OID, select Retrieve > Get.

. To step through the OIDs to get data for the next OID in the MIB, select Retrieve >
Get next repeatedly.

. To get data for all of the child OIDs of a selected parent OID, select Retrieve > Get
all.

Figure 175 on page 214 shows the results of retrieving all child OIDs under the if XTable
MIB object. The MIB Browser displays the results in a tabular format with columns
for each field.
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Figure 175: MIB Browser Retrieving All OIDs

RFC1213-MIB* =

JUNIPER-JS-SMI*
bgp
dot1dBridge
entityMIB
ifViiB

iMIBObjects (1)
[ ifxTable (1)
+ [ iXEntry (1)
+ [ ifStackTable (2)
+ [ RevAddressTabl
[ ifTestTable (3)
ifTableLastChang
ifStackLastChany
mib-2 (1)
snmpTraps (5)
ifConformance (2)

‘B OwnerString

" Interfacelndex

‘B InterfacelndexOrZerc

ipMIB

mn 3

MIB Detail

Acceﬁ DEVice _

SMNMPv3
Hostname: 6 FRAMKFURT

HostIP Address®  172.16.0.106 Q
SNMP Version SHMPv2c -

SNMP

Community: public
SMNMP Port: 161
oD 1361213111

m

SNMP table: IF-MIB::ifXTable

iflnM ifinB ifOut ifOut ifHCI ifHCI ifHCI ifHCI ifHCOutOcte ifHCOutUc: il
0 0 0 0 0 0 0 0 0 0 :
0 0 0 0 0 0 0 0 0 0 EI
0 0 0 0 K 0 30739708 568956
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0
pime 0 0 0 0 0 0 0 0 0 0
o2 nimed n n n n n n n n n n S

i ] +

Filtering the MIB Tree Display by Trap Numbers

To filter the MIB tree display by trap numbers:

1.

2.

Select Tools > MIB Browser.

In the MIB pane, click the gear icon and select Filter by trap.

Figure 176 on page 215 shows the MIB objects under ifEntry listed in ascending order
by trap number.

214
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Figure 176: MIB Browser Filtering by Trap Numbers

4

— Mg 12) - Value: ifEntry
Object Object T
~m mib2 (1) a T;pe, Iset lype
- system (1) OID: ifTable.1
—-77 interfaces (2) 3 0ID1.3.6.1.21.2.21
_@ ifTable (2) (resolved):
- e - | Syntax: SEQUEMNCE (IfEntry)
_ Lo LE Access: not-accessible
ifindex (1) Status: mandatory
ifDescr (2) Description: An interface entry containing objects at the
ifType (3) isﬂﬂ:gi\:ork layer and below for a particular
ifitu (4) Index: ifindex
ifSpeed (5)

ifPhysAddress (6)
ifAdminStatus (7)
ifOperStatus (8)
ifLastChange ()

ifinOctets (10)
ifinUcastPkts (11) -
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Modifying SNMP Trap Configuration Files

To modify SNMP trap configuration files:

1.

Select Tools > MIB Browser.

In the MIB pane, click the gear icon and select Enable SNMP Config Editing.

In the MIB pane, navigate to and select the trap you want to modify.

Information about the properties of the selected trap is displayed in the MIB Detail
tab.

Figure 177: Modify SNMP Trap Config for bgpEstablished

Value bgpEstablished
RFC1213-MIB* Object Type Natification Type
JUNIPER-JS-SMI* o] ]1] bgpTraps.1
bgp OID (resolved)  1.3.6.1.2.1.1571
(] bgpPeerTable (3) Objects bgpPeerRemoteAddr,
+-[Z] bgpRevdPathAttTable (5) bgpPeerlastError,
bgpPeerState
+[H bgp4PathAttTable (6)
o Status obsolete
+- [0 bgpNaotification (0)
Description The BGP Established event is generated when
" bgpTraps (7) the BGP FSM enters the ESTABLISHED state.
%) bgpEstablished (1
T = ST SiliiEs This object has been obsoleted in favor of
+) bgpBackwardTransition (2 Unload this MIB bgpEstablishedMotification.
+-10 bgpMIBConformance (8) Modify SMMP Trap Config
Lo ]
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4. Right-click the trap you want to modify and select Modify SNMP Trap Config.
This action launches the SNMP Trap Editor.

5. Select the Trap Configuration tab and modify the properties as needed.

You can specify the trap name, trap OID, associated element type, severity, and a
comment. You can also select or clear the Trap enabled check box to control whether
or not the SNMP trap server can process the trap.

Figure 178: SNMP Trap Editor Trap Configuration Tab

SNMP Trap Editor

Trap Configuration Advanced Configuration Trap Attributes

— Standard Trap Configuration Attributes

Trap name: bgpEstablished

Trap QID: 1361211671

Element type: Protocol -
Trap event severity : MORMAL -
Trap Comment; The BGP Established event is generated when  *

the BGP FSM enters the ESTABLISHED

state. idle (1), connect (2), active [3} opensent
FAY Ao e Fremn 0V mmdbmaklialad T

Trap enabled: [l

6. Select the Advanced Configuration tab and modify the properties as needed.

Select the Use OID as element key check box to use the OID subidentifier as the key
to associate the trap with the appropriate network element. You can then specify a
value in the OID index key template field to map the subidentifier to the associated
element.
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Figure 179: SNMP Trap Editor Advanced Configuration Tab

SNMP Trap Editor (%]

Trap Configuration Advanced Configuration Trap Attributes

— Advanced Trap Configuration Attributes

Use OID index as element
key:

01D index key template: [key]

Trap exclude condition:

Event exclude condition:

Element Attribute Event Attribute ‘

1]+

7. Select the Trap Attributes tab and modify the attributes as needed.

The Edit Trap OID Attributes box lists the various MIB attribute OIDs associated with
this trap and the corresponding MIB attribute name. To modify a particular MIB
attribute, double-click the value you want to modify to make it editable.

A nonzero value starting with 1in the Element Key Priority column indicates that this
OID is the key to identify the trap with its associated network element. For these key
OIDs, the value in the Event Attribute Mapping column maps the value from the trap
to the appropriate Event Browser column. For example, in Figure 180 on page 218, the
bgpPeerState trap uses the keyword name as a mapping to the Event Browser.

. Toadd a new MIB, click the plus (+).
. To delete a MIB, select the row for that MIB and click the minus (-).

- To automatically repair any previously entered OIDs that are incorrect, click Reset.
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Figure 180: SNMP Trap Editor Trap Attributes Tab

SNMP Trap Editor

Trap Configuration Advanced Configuration Trap Attributes

— Edit Trap QID Attributes

MIB Attribute Name MIB 4 Element Key Priority Event Attribute Mapping

sysUpTime
bgpPeerLastError
bgpPeerRemateAddr
bgpPeerState

- - - -

1 name

1+

Device Profiles

« Understanding Device Profiles on page 218

« Creating a New Device Profile on page 219

« Adding Devices to a Device Profile on page 220

« Modifying a Device Entry in a Profile on page 221

« Deleting an Entry in a Device Profile or a Device Profile on page 221

« Verifying Connectivity for One or More Devices in a Device Profile on page 222
« Populating a Device Profile on page 224

« Updating Device Profiles when Device Passwords are Changed on page 228

« Dual Routing Engine Support on page 228

« Inaccessible Nodes on page 229

« Syncing to the Master Profile on page 229

Understanding Device Profiles

To enable IP/MPLSView to connect to and collect data from devices in your network,
you must configure one or more device profiles. A device profile is a list of devices (typically
routers and switches) that specifies connection attributes including the device type, login
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credentials, and IP addresses. You can define multiple device profiles, each containing
as many devices as needed for your topology.

To access the Device Profiles window, select Tools > Device Profiles from the IP/MPLSView
main menu. From the Device Profiles window, you can perform the following tasks:

. Create device entries and profiles.
« Modify device entries and profiles.
« Delete device entries and profiles.

« Verify connectivity for one or more devices in a device profile.

o NOTE: Toimport a device profile into IP/MPLSView from an external source,
such as a configuration file, you must access and use the Device Profile
window from the Java client interface.

See Also . Task Manager on page 199

. Import Router Profile

Creating a New Device Profile
To create a new device profile:

1. Select Tools > Device Profiles.

The Device Profiles window is displayed. Figure 181 on page 220 shows the Device
Profiles window.
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Figure 181: Device Profiles Window

Profile Names CcCo Device List
New Profile
Default IP Address Type Login | Model| Privilege SNMP Get | SNMP Version
Remove Profile
DevProfileFran620 10_BARCELONA 17216.0110  Juniper newlab public 2c inf
FranProfile620 13_MILAMWANDLC... 172160113  IOSXR  newlab cisco 2
Lab02 1_DUBLIN 172160101 Juniperj  newlab public c
pingresult.profile 11_MANCHESTER 172160111 Cisco newlab public 2
Test 2_AMSTERDAM 172.16.0.102 Juniper- newlab public 2C
3_LONDON 172.16.0.103 Juniper-] newlab public 2C
12_MUNICH 172.16.0.112 Cisco newlab public 2c

5_PARIS 172.16.0.105 Juniper_. newlab public 2C

Details

10_BARCELONA - 172.16.0.110

Vendor: Juniper Model:

0S§: OS5 Version:

Enable Level:

Login: newlab Privilege Login:

Timeout: 300 Retry: 3
Access Method: telnet Agent(s):

Telnet Port: 23 55H Command: ssh
Mgmt. IP :

SNMP Version: 2C SNMP Port: 161
SNMP Timeout: 3 SNMP Retry: 3
SNMP Get: public SNMPv3 Username:

SNMP V3 Auth: NONE SNMPv3 Privacy: NONE

2. Click the gearicon at the top of the Profile Names pane and select New Profile.

3. Specify the profile name in the Add New Profile window, and click OK.

The new profile is displayed in the Profile Names pane.

See Also . Task Manager on page 199

Adding Devices to a Device Profile
To add devices to a device profile:

1. Select Tools > Device Profiles.

The Device Profiles window is displayed.

2. Select the name of the device profile you want to populate, and click Add.

The Add New Device window is displayed. (The Add New Device window is identical
to the Modify Devices window shown in Figure 182 on page 221.)

3. Specify the access parameters and SNMP parameters for the new device, and click
Add.

The new device entry is displayed in the Device List pane for the selected profile.
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For detailed descriptions of the parameters in the Add New Device window, see
Table 30 on page 225.

Modifying a Device Entry in a Profile
To modify a device entry in a profile:

1. Select Tools > Device Profiles.

The Device Profiles window is displayed.

2. Select the name of the device you want to modify, and click Modify.
The Modify Devices window is displayed.
Figure 182: Modifying a Device Entry in a Profile

Modify Devicels) [

Fill parameters by using the selected profile entry:

-

Access Parameters SNMP Parameters

Device name: 5 PARIS Device IP*: 172.16.0.105
Vendor: Juniper-EX = Model:
0s: 0S8 Version:
Enable Level: 0
Lagin: newlab Passwoard: sssssssew
Privilege Login: Privilege
Password:
Timeout 300 =
Retry: 3
Access Method: telnet -
Agentis)
Telnet Port: 23

S5H Command: ssh

T

Management IP:

3. Update the parameters as needed for your device, and click Modify.

For detailed descriptions of the parameters in the Modify Devices window, see
Table 30 on page 225.

Deleting an Entry in a Device Profile or a Device Profile

To delete a device entry or a device profile:

1. Select Tools > Device Profiles.

The Device Profiles window is displayed.
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2. Select the profile name (in the Profile Names pane) or device name (in the Device
List pane) that you want to delete.

You can select multiple devices by holding down the Ctrl and Shift keys while selecting
rows.

3. Click Delete.

Verifying Connectivity for One or More Devices in a Device Profile

To verify connectivity for one or more devices in a device profile:

1. Select Tools > Device Profiles.

The Device Profiles window is displayed.

2. Inthe Device List pane, select the names of one or more devices for which you want
to verify connectivity.

3. Click Test Connectivity.

The Profile Connectivity window is displayed. Figure 183 on page 222 shows the Profile
Connectivity window.

Figure 183: Profile Connectivity Window

Profile Connectivity

Device IP Address Managem Type Ping Telnet S5H SNMP
3 LONDON  172.16.0.103 Juniper-j (@] @ © (6]
5 PARIS 172.16.0.105 Junipe... © © © (6]

_

Device 3 LONDOMN i
IP Address 172.16.0.103

SysDescr undefined =
SysName undefined

Ping Test SUCCEsS

Telnet Test SUCCESS -

[ ||

||

I

4. Click Start to begin the connectivity test using the default connectivity testing options.

To stop the test before it completes, click Stop.
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In the Profile Connectivity window:

Green checkmark—Connectivity passed.

Gray circle—Not applicable (for example, if SSH is not specified in the router profile).
Hourglass—Processing.

Red circle with white X—Connectivity failed (for example, device is not reachable).

. (Optional) To override the default connectivity testing options, click Options.

« You can specify a subset of connectivity checks to perform by using the Ping, Telnet
SSH, and SNMP protocols.

. If the SNMP connectivity check fails with the SNMP settings given in the device
profile, you canrerun the connectivity check with alternate SNMP community strings.
In the SNMP tab of the Test Connectivity Options window, click Browse to upload
a file containing a list of community strings, one per line. By default, it checks the
same SNMP version as in the device profile. Select Check both vl and v2c versions
if you want to check both SNMP version 1and 2c for these alternative strings. The
check goes through each community string one by one, until it finds the correct
community string. After the check is done, you can fix the profile with the correct
community string (Step 6).

Test Connectivity Options

General SNMP Login/Password

Test by using the selected methodis)
+ Ping #7 Telnet »7 SSH » SNMP

[saectar ] coar

Simultaneous access

Telnet’35H

| Run configuration show command to determine if the
config file can be collected.

o ces
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6. Tocorrect errors with the current profile that the software can fix, Profile Fix is enabled.
For example, the device hostname might not match the hostname entered into the
device profile or the community string might be incorrect, but the correct one might
be found following the steps mentioned in Populating a Device Profile.

7. (Optional) Save the results of the connectivity check onto your PC by clicking the
Save icon at the lower left. You can then open the file using Excel.

Populating a Device Profile

Determine how you want to logically group your network devices to facilitate config file
organization and information entry. You can put them all in the same device profile or
separate them into separate device profiles. Later you can select devices from one or
multiple groups for collection purposes.

To use the Autodiscovery option to discover your network from a subset of all the routers,
as described in Network Discovery Overview, you only need to include in your device
profile the seed routers from which you want IP/MPLSView to start the discovery process.
For an OSPF or ISIS network, you can discover an entire area with a seed router based
on the OSPF or ISIS database, if router IP addresses are reachable by the management
server. If routers can only be reached by management IP addresses, then this method
will not work. In a typical out-of-band network, you can use an IP address range to discover
the network. For autodiscovery using OSPF, enter one device in each OSPF area in order
to collect configurations for all the devices in that area. When you perform the
autodiscovery, the software creates a new profile that contains the original devices plus
newly discovered devices.

To add entries to your device profile, select the device profile In the left pane of the Device
Profiles window to display its contents in the upper right pane. Then, click Add. The Add
New Device window with the access parameters is displayed, as shown in

Figure 184 on page 225.

224
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Figure 184: Add New Device Access Parameters Window

Add New Device [

Fill parameters by using the selected profile eniry:

Access Parameters SNMP Parameters

Deevice name: 5_SVL Device IP*
\endor: JUNIPER b Model:
a5 Q5 Version:
Enable Level: 0
Login: admin Password: ssssaseseee
Privilege Login: | admin| « | Privilege
Password:
Timeout: 300
Retry: 3
Access Method: telnet -
Agent(s):
Telnet Port: 23

S5H Command: ssh
Management IP:

EZE EZE k=N

The access parameters are described in Table 30 on page 225.

Table 30: Access Parameters in Add New Device Window

Parameter Description

Device Name

Name of the network device, which should be identical to the hostname. During configuration
collection, the software uses this name as part of the name of the collected configuration file. The
configuration filename uses the format jp.name.cfg. If the device name s left blank, the configuration
filemname uses the format jp.cfg.

Device IP

IP address of the network device.

Vendor

Name of the hardware vendor for the device. Possible values include, but are not limited to: Generic,
Cisco, Juniper, ERX, Foundry, Riverstone, CRS, and New. If you select Generic as the vendor, the
software attempts to guess the vendor by issuing the show version CLI command. For traffic collection
purposes, you must specify this field explicitly by choosing a value other than Generic.

NOTE: You can also update the Vendor list by adding a new vendor in the Hardware Vendor/Type
Manager, provided that you add the related commmands in the /u/wandl/db/command directory.
See Editing Show Commands for Data Collection for additional information.

Model

Model number of the network device.

oS

Type of operating system installed on the device.

OS Version

Version number of the operating system build installed on the network device.

Enable Level

Default = O; reserved for future use. (Some devices may require a privilege password with a different
enable level.)

Copyright © 2018, Juniper Networks, Inc. 225



IP/MPLSView Web-Based Management and Monitoring Guide

Table 30: Access Parameters in Add New Device Window (continued)

Parameter Description

Login / Password

Login ID and password for the network device.

Privilege Login / Privilege
Password

Login ID and password for situations that require a higher-security login. Use a login that has the
appropriate privileges for the vendor-specific show commands listed in Editing Show Commands
for Data Collection.

Timeout

Timeout value for telnet access method. The default value is 300 seconds.

Retry

Number of retries for telnet. The default number of retries is 3.

Access Method

Method used to access the network device. Possible values include:

« telnet—(Default) Use only telnet access.

« ssh—Use only ssh access.

« telnet | ssh—Try telnet access first, and then try ssh access if telnet access fails.
« ssh | telnet—Try ssh access first, and then try telnet access if ssh access fails.

Agent(s)

A space-delimited list of one or more intermediate servers that act as gateways to the device. The
servers should either have the same login and password as the device, or there should be another
entry in the device profile for the intermediate servers to indicate their login and password information.
When scheduling a task to collect data for a device through an intermediate server, you must add
the intermediate servers to the list of devices to be collected if the intermediate server and the
devices have different login and password information.

Telnet Port

Port number for telnet access. The default telnet port number is 23.

SSH Command

The full path of the command and options used for ssh; for example, /usr/bin/ssh -1-p 8888.

Management IP

The management IP address, whichis used first to connect to the device, if available. If this connection
fails, the software instead uses the IP address of the device.

Click the SNMP Parameters tab to enter further details for polling the device via SNMP.
Some of the fields for SNMP V3 are grayed out by default and can be enabled by selecting
V3 in the SNMP Version selection box. The Add New Device and Modify Device windows
have the same SNMP parameter fields. Figure 185 on page 227 shows the SNMP
parameters.

226
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Figure 185: Add New Device SNMP Parameters Window

Add New Device 9

Fill parameters by using the selected profile entry:

s st

SMMP Version: SNMPv2e hd
SMNMP Get:
SNMP Timeout: 3

V3 Context Mame:

SNMP Part:
SNMP Set:
SNMP Retry:

Engine:
W3 Auth Pass

W3 Priv Password

161

s | vt ] oo |

The SNMP parameters are described in Table 31 on page 227.

Table 31: SNMP Parameters in Add New Device Window

Parameter Description

SNMP Version V1,V2,V2C, or V3.
SNMP Port Default = 161.
SNMP Get SNMP get community string. The GET community can be optionally encrypted

by selecting the encryption icon to the right of this field.

NOTE: After you encrypt this field, it cannot be reversed from the Web interface
to show the associated text.

SNMP Set SNMP set community string; reserved for future use.
SNMP Timeout Default = 3 seconds.

SNMP Retry Default = 3 retries.

V3 User Name Username.

V3 Context Name Context name.

V3 Context Engine Hexadecimal string representing the Context Engine ID.
V3 Authentication Authentication type. For example, MD5, SHA-1, NONE.
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Table 31: SNMP Parameters in Add New Device Window (continued)

Parameter Description

V3 Auth Password Associated authentication key, used to sign the message.
V3 Privacy Privacy type, for example, CBC-DES, NONE.
V3 Priv Password Associated privacy key used to encrypt the message’s data portion.

After completing the SNMP parameters, click Add. Your new entry is displayed in the
Device Profiles window. The New Device Profile Entry window remains on the screen,
allowing you to quickly create another entry. Modify the necessary fields, including Router
Name and IP Address, and click Add when you are finished. When you complete adding
all entries to your device profile, click Cancel to close the New Device Profile Entry window.

See Also . Network Discovery Overview

Updating Device Profiles when Device Passwords are Changed

You must update the corresponding device profiles every time a device password (or
SNMP community string) on a device is changed in order to enable successful collection(s)
to continue. To do so, select the affected entries in the device profile and perform a
multiple modification, as described in Modifying Entries in a Router Profile on page 22.

Tasks using the device profile are updated automatically only if Use Profile Directly was
selected. If Use Profile Directly is not selected, the tasks are then created to use a copy
of the device profile, and need to be updated when the profile is updated.

Pre-existing device settings in Traffic Collection Manager are not automatically updated
by changes to the device Profiles window, and should be re-done in addition to the Device
Profiles window. See Performance Management: Traffic Collection Overview for more
details on traffic collection settings.

Test the new device profile as described in Verifying Connectivity for One or More Devices
in a Device Profile.

Dual Routing Engine Support

Some devices have more than one Routing Engine. In this case, only one Routing Engine
is operational at any given point in time. Depending upon which Routing Engine is active,
the hostname and management IP address can be different. In this case, for the traffic
collection to recognize that two hostnames belong to the same device, this information
may need to be provided as an additional input to IP/MPLSView.

In the case of Juniper master and backup Routing Engines, if the default Routing Engine
naming conventions are used, beginning or ending with “re0” or “re1”, then no special
configuration is needed. For such a device, IP/MPLSView stores the hostname as the
part in common between the two Routing Engines, that is, with the reO and rel removed,

ITENTERT]

along with any separating characters adjacent to re0 and rel (for example, “.”, “_", or “-").
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For other naming conventions for dual Routing Engines, it is necessary to create a special
alias file to indicate which Routing Engine hostnames belong to the same router. The
format of this file is as follows:

<AliasName> <RoutingEngine0’s Hostname> <Routing Enginel’s Hostname>

If this alias file is specified in the Conversion Options of the Scheduling Live Network
Collection Task, then the routers in the topology display are displayed with the name
<AliasName> if the hostname of the collected router matches with either
<RoutingEngine0’s Hostname> or <Routing Enginel’s Hostname>. The original hostname
can still be seen in the hostname field of the Network > Elements > Nodes view, which
can be added as a column to the table via the right-click menu.

In this case, the Router Profile for the device with the dual Routing Engines should contain
the AliasName in the Router Name field. The primary IP address can be set to the loopback
|P address of the device, assuming that it is the same for both Routing Engines.
Alternatively, if there is no common loopback IP address, then the primary and secondary
addresses can be set to the master and backup Routing Engines’ management IP
addresses. In case the primary address fails, then the secondary address is used.

Inaccessible Nodes

For nodes that are inaccessible, an IP”MPLSView format config file can be provided.
Include this file in the /u/wandl/data/collection/. LiveNetwork/config directory to be
picked up by the Scheduling Live Network Collection task. The format of the file is as
follows:

HOSTNAME=<nodeName>

HWTYPE=<hardwareType>

IP=<NodeAddress>

INTERFACE=<interfaceName> IP=<interfaceAddress>

For example, you could configure a device with HWTYPE=CISCO and
INTERFACE=Seriall/1.

Syncing to the Master Profile

After scheduling tasks with device profiles, the master profile
(/u/wandl/data/TaskManager/profile/.diag) contains the last valid login for each device
that is connected.

To copy settings from a current profile to the master profile:

1. Select Tools > Device Profiles.

The Device Profiles window is displayed.

2. Select the profile name that you want to copy settings from the current profile to the
master profile (.diag), and click Sync to Master Profile.
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Related . Task Manager on page 199
Documentation

User Administration

« Understanding User Administration on page 230
« Creating User Groups and Assigning Permissions on page 231
« Adding, Modifying, or Deleting Users on page 231

« Defining Regions and Assigning Devices to Regions on page 232

Understanding User Administration

The User Administration window enables you to perform the following tasks to create
and manage the user accounts and user group accounts that access the IP/MPLSView
software:

« Create, modify, and delete users and user groups.

« Assign users to user groups.

« Assign permissions to view or modify features and functions at the user group level.
. Define regions and assign devices to regions.

. Work with Web VPN groups.

You can access the User Administration window from Tools > User Admin in the
IP/MPLSView main menu.
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Creating User Groups and Assigning Permissions
To create user groups and assign permissions:

1. Select Tools > User Admin from the IP/MPLSView main menu.

The User Groups tab is displayed by default. Figure 186 on page 231 shows the User
Groups tab.

Figure 186: User Administration User Groups

(IESXeE Users  Region Definitions

* 5= Full Access Feature / Function View | Enable Modify | Description
63 Administrators Desktap Client [All] M These items apply to the Desktop Client for both offine and live network models. E
o Network Environment = ¥ Loginto Desktop Client and access View, Design, Simulation, and Modify modes. H
03 FMSTest Save Network Files v Save changes to existing or new network models.
(AR Load Network Files 7] Overwrite existing network model files with user specified files.
£ Web Partal Export to Web 7] Saves any opened network model to be accessed later through the Web Portal.
- Web VPN LSP Configlets / LSP Delta Wizard v Generate and visw configuration statements for creating, modfying, and deleting LSP tunne
VPN Configlets v Generate and view configuration statements for creating, modifying, and deleting VPNs.
Push LSPs to SAM v Generate and send XML commands for provisioning and modifying LSPs on an Alcatel Sl |
File Manager v ¥ Browse the files on the sener.
Design Mode v Access to Design Mode
Simulation Mode v Access to Simulation Mode.
Compliance Accessment Tool &z ¥ Access to CAT vindow and modification of CAT templates
Desktop Client [Live Network - All These items apply to the Desklop Client for the live network model only.
Open Live Network Open the live network madel (File > Open Live Network).
Live Netwark Report Options Non-user specific options.
Integity Check Options Optians that define severities for the integrity checks
‘NI BN - - . . e ‘ e . o~ - . . . ;‘ s
]

Add Group || Delete Group

Features VPN Customers

Regional Privileges

2. Select the type of group you want to create (Full Access, Web Portal, or Web VPN),
and click Add Group.

3. Specify a name for the new group.

4. Assign a set of privileges to the new user group by selecting one or more features and
functions that the group can access.

Adding, Modifying, or Deleting Users

To add, modify, or delete users:

1. Select Tools > User Admin from the IP/MPLSView main menu.

The User Groups tab is displayed by default. Figure 186 on page 231 shows the User
Groups tab.

2. Select the Users tab.

3. Perform one of the following actions:

. To add a new user, click Add and complete the specified fields in the Add User
window.
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. To modify an existing user, select the user name, click Modify, and update the fields
in the Modify User window. Figure 187 on page 232 shows the Modify User window.

Figure 187: User Administration Modify User

Group Type: Full Access -
Group: [ -
Unix User |D: fsinger

Max Logins: User-set Default -

Access: Full Contraol -

Description:

T o omee

. To delete an existing user, select the username and click Delete.

Defining Regions and Assigning Devices to Regions

To define regions and assign devices to regions:

1.

Select Tools > User Admin from the IP/MPLSView main menu.

The User Groups tab is displayed by default. Figure 186 on page 231 shows the User
Groups tab.

Select the Region Definitions tab.

Select Add New Region in the right pane, and specify the name of the region.

Select one or more network devices in the left pane and drag the devices to the name
of the newly added region in the right pane.

232
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Figure 188: User Administration Region Definitions

All Devices in the Live Network legions in the Live Network
Router Name 1P Address t ~ %8 Unassigned_Region
VX101 1000101 12 10_BARCELONA
VMX102 10.0.0.102 -8 12 MUNICH
VMX103 10.0.0.103 i~ 11_MANCHESTER
VMX101(P105) 100.0.105 = 8 Lvon
VMX101(P106) 10.0.0.106 ': ;*:::i':irm
VMX101(P107) 10.0.0.107 L & prs
SKYNET_20_WF 10255 17.102 L@ 2 Lonnon
SKYNET_21_WF 10.255.17.103 L\ 4 BEALIN
SKYNET_22_WF 10255 17.104 i@ 1 puBLIN
SKYNET_23 WF 10255.17.105 L3 3 AMSTERDAM
SKYNET_24_WF 10.255.17.106 k2 SKYNET 28 WF
SKYNET_25_WF 10.255.17.107 K5 SKYNET 27 WF
SKYNET 26 WF 10255 17.108 | 1o SKYNET 24 WF
SKYNET_27_WF 10255 17.109 18 SKYNET 26 WF
SKYNET_28_WF 10.255.17.110 B SKYNET 25 WF
VMX101(CE) 1010021 B SKYNET_25_WF(P_1)
VMX101_RENDOHA(CE} 101.0.0.21 9 SKYNET_21WF
VMX101_ROSLAN(CE) 101.0.021 18 SKYNET_22_WF
VMX101_ERIC(CE) 1010021 18 SKYNET_22 WF(P_2)
VMX101_DWILMOT(CE} 1010021 8 SKYNET_20_WF
VMX101_PING(CE) 101.0.021 |2 SKYNET_23 WF
VMX102_RENDOHA(CE) 101.0.0.22 I 12 13_MILAN
VMX102_FING(CE) 101.0.0.22 . B VMX101

Using the File Browser

Use the File Browser to Download or view files in IP/MPLSView. Depending on your
browser settings, you can view the file in .txt, .csv, .xml,. json, and other available formats.

To view files using the file browser:

1. Select Tools > File Browser.

The Server File Browser window is displayed. Figure 189 on page 234 shows the Server
File Browser.
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Figure 189: Server File Browser

1 Name Permission Owner Group Size Last Modified

4 addon drwxnr-x wandl wand| 53 Mon Nov 30 2015 08:58:..
4 advping drvoaEE-X wandl wand| 4096 Sun Aug 14 2016 21:01:0...
4 appmoniter - wandl wand| 6 Mon Nov 30 2015 10°54:
[ bulkstats dresxnr-x wandl wand| 73 Non Nov 30 2015 10:00:.
[ cassandra dresxnr-x wandl wand| 52 Non Nov 30 2015 1029
[ collection drexnEr-x wandl wand| 50 Wed Jul 13 2016 13:03:0..
4 collection.archive dnvxnusr-x wandl wand| 6 Mon Nov 30 2015 08:58:..
4 custom - wandl wand| 6 Mon Nov 30 2015 10:00:
[ db dresxnr-x wandl wand| 51 Non Nov 30 2015 10:00:.
[ device dnwsnuer-x ‘wandl ‘wand| 4096 ‘Sun Aug 14 2016 21:32:1.
(4 em dresxnr-x wandl wand| 6 Non Nov 30 2015 10:00:.
[ event drwxnr-x wandl wand| 82 Mon Nov 30 2015 21:31:..
(4 eventdbdump ANWXIWRT-X wandl wandl 20420 Sun Aug 14 2016 21:31:2...
[ GenericOID - wandl wand| 15 Thu Apr 14 2016 10:03:4
[ nhistorical_evi_query dnwsnuer-x ‘wandl ‘wand| 4096 Thu Aug 04 2016 06:53:3_
[ hometg dnwsnuer-x ‘wandl ‘wand| 7 Mon Nov 30 2015 10:00:_
(4 import_information drwcnaer-x ‘wandl wand| 24 ‘Sun Jun 052016 09:34.0...
4 kimd dnvxnusr-x wandl wand| 4096 Mon Jul 25 2016 13:17.0...
[ Iatency - wandl wand| 4096 Sun Aug 14 2016 21:32:1.
[ livenetwork_output_direct - dnwsnuer-x ‘wandl ‘wand| 32768 Sun Aug 142016 21115
(4 Ispping dnwsnuer-x ‘wandl ‘wand| 4096 ‘Sun Aug 14 2016 21:32:1.

2. Navigate to the folder and file that you want to download or view.
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Generating and Viewing Reports

Network Reports

« Network Reports on page 235

« User Collected Data Report on page 236
« Shared Reports on page 243

» Shared Docs on page 244

« Report Filters on page 244

The Network Reports page contains a list of network specification (also known as spec)
projects with their corresponding reports from Report Manager and an image of the
Topology layout. To generate this Web report for a specification project, select File >
Export to Web. You can also generate the Web report on a scheduled interval by selecting
Task Manager > Web Report. Generating new reports does not overwrite old reports, and
each report set is timestamped. The Web administrator can remove these Web reports
as needed.

Node Discovery Report

The Node Discovery Report displays the names of devices (nodes) added to or removed
from the network after completion of a Scheduling Live Data Collection task or Network
Config Data Collection task. To generate the Node Discovery report, IP/MPLSView
compares the device differences between the previous network and the current network,
and lists any devices that have been added or removed. Viewing the Node Discovery
Report enables you to identify and verify any additions, deletions, or changes to the
devices in your network.

You can access the Node Discovery Report from either the Web interface or Java client
interface in IP/MPLSView. The Web version of the Node Discovery Report provides the
same features as the Java client version, with only minor variations in the appearance of
the GUI.

To view the Node Discovery Report from the IP/MPLSView Web interface:

1. Loginto the IP/MPLSView Java client interface and open the live network.

2. Select File > Export to Web.
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The software displays a message window stating that the Web reports are successfully
saved.

3. Click OK in the message window.
4. Loginto the IP/MPLSView Web interface.

5. Select Reports > Network Reports > Live Network.

The Generated Network Data window is displayed.

6. Inthe Generated Date column, select a date and time that includes a link to
configuration reports in the Available Web Reports column.

7. Click Web Reports.

8. Select Configuration Reports > Node Discovery to display the Node Discovery Report.

Figure 190: Node Discovery Report (Web Version)

Web Reports ant Ne a 2 zcembe

& F55or Y Conoure Cotumns
Expand All Collapse All Node Discoverv Report
# M Basic Raparts Index| Hostname |Change|
+ I Network Reports 1 VMX1000 deleted
I Tunnel Layer Network Reports 2 VMX40 added
— &= Configuration Reperts 3 VMX40(MGMT12)|added
[ Inegrity Checks 4 VMX40(P41) added
= ) 5 VMX40(P42) added
I Integrity Checks Summary 5 [vMXao(pa3)  |added
SNMP Files Status 7 vMx40(Pa4) Jadded
15 1SIS Config a VMX40(P45) added
- [ OSPF Config ] (VMX40(P46) added
i CoS Config 10 VMX40(P47) added
5 Config Files Status 11 VMX40(P48) added
- VLAN Detail
B Duplicated IP Addrass
4 Node Discovery
+ I Router Inventory Reporis
+ 1 Customized Reports

Related . Shared Reports on page 243
Documentation

User Collected Data Report

The User Collected Data Report can be generated automatically through the Task
Manager, User-Defined SNMP Collection task, as explained in User-Defined SNMP
Collection.

Alternatively, the admin user can create IP/MPLSView reports based on other user
collected data, as long as it is processed into IP/MPLSView report directory structure.
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For information on this report directory structure, see Adding a User Collected Data
Report.

o NOTE: This feature requires a license. Please contact your Juniper
representative for more details on this feature.

After collecting successive intervals via the User-Defined SNMP Collection task, the
generated Web report can be viewed from Reports > User Collected Data Report. The
Report Name configured in the task should be displayed in the list of available reports.

Figure 191: User Collected Data Report

User Collected Data Report

Reports: Expand all Collapse all Help

Report Name: Acked and Cleared Summary Details Show
Report Name: all Event Type Summary | Details Show
Report Mame: Cisco Temperature Summary Details Show
Report Name: [Cisco Voltage Summary | Details Show
Report Name: Event Sumrﬁary Ev Collection Details Show
Report Name: Event Summary By Equipment | Details Show
Report Name: ;E\r'ent Summary By Interface Details Show
Report Name: Event Summary By NEIF]E | Details Show

Select Details to see the configuration options that were used to generate this report.
Figure 192 on page 237 shows an example of the report details and configuration options.

Figure 192: Report Details

I s I
Reports [<]
Description:

Network Reporis Data dir: fufwandl/data/UserCollectedData/bap
User Collected Data Report Data file extension: bgp
Shared Report Use file nam_e as a key for Column 1:
Calculate Util:
Shared Docs Report Group: Topology Group Show
Data Interval: |5 Minutes - 288 data
Show Delta: | Calculate Rate:

Unit:
Default
* Count
Percentage
String
Second ® Second(sec) ' Millisecond(msec) ' Microsecond{usec)

® Day(s):Hour(s):Minute(s):Second(s).Millisecond(s)
Day(s):Hour(s):Minute(s):Second(s)
Hour(s):Minute(s):Second(s).Millisecond(s)
Hour(s):Minute(s):Second(s)

Formatted Time

Bits/s ® Bits/s{bps) ' ' Kb/s(kbps) ' Mb/s{mbps) ' ' Gb/s(gbps)
Bytes/s * Bfs(byteps) ' ' KB/s(kbyteps)  MB/s(mbyteps) = GB/s(gbyteps)
Bytes *B KB MB GB
» User Administration: Check for Regional Router Filtering

Column 1: | Router Column 2: || PeerlP Column 3;

Column 4: Column 5: Column 6:

Column 7: Column 8: Column 9:

Column 10: Column 11: Column 12:
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Table 32 on page 238 describes the settings that are used to configure each report.

Table 32: User Collected Data Report Settings

Item Description

Report Name

Title of the report. This is required.

Data dir

Data file extension

The path of the report. Use only the /reportname path. This is required.

Specifies to use only the files with a matching extension name entered. If no extension name is
entered, then all files are used. Example, if the report directory contains traffic.cisco and
traffic.juniper files, the data file extension entered is juniper, then only traffic.juniper will be used
in the report.

Use file name as key for
Column1

Sets the filename as the keyword for Column 1. The first keyword in the data file then becomes
Column 2, the second keyword Column 3 and so forth. One example of using this option can be
when filenames are organized by router name.

Calculate Util

Uses the util integer in the file and calculates Util% using the formula 100/util. The field entry
is to name the ColumnuUtil.

Data Interval

Sets the time interval between the sequence of data values.

Show Delta

Displays the difference in data values by subtracting the previous value. If the difference is
negative or if there is no previous value, no value is displayed. This option is primarily used when
the data value is based on a counter that increments such as traffic values reported by a router.

Calculate Rate

Divides the data value by the unit of measure chosen in the bytes per second option.

Unit

Sets the unit of measure for the data values.

User Administration

Check for Regional Router Filtering applies regional views to the marked Column number, and
viewers of the report will only be able to see the data row if they belong to that region. Regional
groups are organized by router names, so only a Column number using the router name as the
keyword can be applied. Regional groups and user assignments are set up in the User
Administration module.

Column field

An entry to set the Column header name.

Viewing Reports

Select Show to see the actual report itself. From this page, you can select the date range,
the task collection time interval, the Aggregate method (Max, Avg, Sum, 80th, 90th,
95th, or 99th percentile), and the Unit. Click Apply after changing the filter criteria. Charts
can be created by clicking the PDF Charts icon or the Trending icon. Figure 193 on page 239
shows a sample User Collected Data Report.

238
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Figure 193: Sample User Collected Data Report

BGP Peer Out Messages on Today

Network Reports Start Date | Today ~  End Date ~ | Applyp Share Report @

suopdQ paoueApy &y

User Collected Data Report
Shared Renorts ] Router Max .Ju.n. 10, 2016 J!.II'I. 10, 2016 J!.II'I. 10, 2016 J!.II'I. 10, 2016
P 12:00 am 1:00 am 2:00 am 3:00 am
Shared Docs SKYNET 20| 0 0 0 0 0 =
| SKYNET_2C 34 33 34 33 34
L | SKYNET_2( 34 34 34 33 34
L | SKYNET_2C 34 33 34 34 33
LI SKYNET_21 34 34 34 34 34
Ll SKYNET_21 34 33 34 3 34
_| SKYNET_21 34 34 34 34 33
L | SKYNET_2z 36 33 34 33 34
L | SKYNET_2Z 34 34 33 34 33
| SKYNET_2z <34 34 33 33 34 8 M

»

Page 1

Displaying 1 - 20 of 55

This section describes how to view the reports.

« Apply refreshes and displays the report based on the configured report settings.
. Start Date/End Date is the date range to display.

- Display data points every is the time interval to display.

. Aggregate Method uses the calculation described in Aggregate Method section.
- Unitis the unit to display.

« Column Filter filters the display by Column header.

« Sort By sorts the display by Column header.

. PDF Charts displays row data as charts. You must select at least one row. You can
select all rows near the Column header.

« Line, Column are chart types.
« Charticon displays a chart for the row.

« Trending displays trending report for the row.
Aggregate Method

Aggregate Method is a report display option that returns new data values depending on
which aggregate method is chosen. Table 33 on page 239 is used as an example in this
section. The time interval of this data set is 1 hour.

Table 33: Aggregate Method Report Results

Base Data Method

widgets N/A 6 4 9 5

For aggregation to work, it requires aggregating the time interval of your data collection.
This is done by changing the “Display data points every” option. If the Base Data is
aggregated from 1 hour to 2 hours, the new time interval changes to 2 hours and the table
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changes. 1:00 and 2:00 are aggregated as 1:00, and 3:00 and 4:00 are aggregated as
3:00.

Table 34: Aggregate Method Report Two-Hour Results

Aggregate Data Method 1:00 3:00

widgets select data data

The data value for widgets depends on which Aggregate Method is chosen. When data
is aggregated, its calculation is based on the new time interval:

« Minimum displays the lowest value in the aggregate time.
. Maximum displays the highest value in the aggregate time.
. Average displays the average value in the aggregate time.

. Sumdisplays the sum value in the aggregate time.
The new data values for each method are shown in Table 35 on page 240.

Table 35: Aggregate Method Report New-Value Results

Aggregate Data Method 1:00 3:00
widgets Minimum 4 5
widgets Maximum 6 9
widgets Average 5 7
widgets Sum 10 14

Data values using aggregate method Y percentile:

. 80% displays 80th percentile using formula average x 0.85 x sd
« 90% displays 90th percentile using formula average x 1.282 x sd
« 959% displays 95th percentile using formula average x 1.645 x sd

« 999% displays 99th percentile using formula average x 2.32 x sd

The new data values using Y percentile and aggregating from 1 hour to 4 hours are shown
in Table 36 on page 240.

Table 36: Aggregate Method Report Y Percentile Results

Aggregate Data Method 1:00
widgets 80% 7.836
widgets 90% 8.769
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Table 36: Aggregate Method Report Y Percentile Results (continued)

Aggregate Data Method 1:00
widgets 95% 9
widgets 99% 9

Report Directory Structure

The report generally consists of keywords followed by a sequence of values with a
definable time interval between those values. One example of a report using this format
are traffic reports. The keywords are routers, the values represent traffic data, and the
time interval can be defined as hourly. To use this report feature, the requirements are
having proper format for the report directory structure and data files on the application
server.

Each path corresponds to one day of data. If multiple days are needed for the reports,
multiple paths must be created. The directory structure uses the following format:

/reportname/YYMMDD

« reportname is a string and helps identifies the report subject.
« YYMMDD is year, month, day. All six digits must be entered.

. Toshare the reports with all users, create the directory structure path in
/u/wandl/data/report/.

. Torestrict the reports from other users, create the directory structure path in the user's
home directory /export/home/username.

Sample directory structure shared with all users for traffic reports from January 20, 2011
to January 22, 2011:

/u/wandl/data/report/traffic/110120
/u/wandl/data/report/traffic/110121
/u/wandl/data/report/traffic/110122

File Format

Each file corresponds to one day of data. If multiple days of data are needed for the
reports, each file must be placed in the appropriate path using the directory structure
format. The filename can be any string and extension that's valid in Unix. The file contents
use the following format per line:

keyword] " keyword, utilvalueutil

« keyword] is a string and identifies the data in Column 1. This is required.
. "isused to separate keywords.

- keyword? is a string and identifies the data in Column 2. Up to nine keywords are
supported. (Optional)
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. """ isused after the last keyword to indicate the start of the value sequence. This is
required.

0 NOTE: The """ separator is space,carrot,carrot,carrot,space (""" ).

« Uutilis aninteger that modifies the report's Util% calculation using the formula 100/util.
If you do not need the Util% calculation in the report, there is an option to ignore util
in Settings.

O NOTE: The first integer after the “~~ separator is always considered the
util even if Util% calculation is ignored in the Settings. If you do not need
Util% calculation, it's recommended to enter O for the util before starting
the value sequence.

« value is an integer and identifies the data in the row. Values are separated by a space.
Up to 288 values are supported per row. Additional values after 288 are ignored. The
first value entry corresponds to timestamp 00:00 or 12:00am. The time interval between
each value is set in Settings.

Table 37 on page 242 corresponds the number of data points to time intervals. If your row
has more data points than the interval selected, the additional data points are ignored.
If your row has less data points than the interval selected, there will be time intervals
with no data.

Table 37: Data Points to Time Intervals

Data Points

Time Interval

5 minutes 288
10 minutes 144
15 minutes 96
20 minutes 72
30 minutes 48
1hour 24
2 hours 12

3 hours 8

4 hours 6

6 hours 4
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Table 37: Data Points to Time Intervals (continued)

Time Interval Data Points

8 hours 3
12 hours 2
24 hours 1

Related
Documentation

Shared Reports

Sample file format containing 2 keywords, O util, and 8 values:

BRTNAVT M~ 0 299 250 160 300 499 99 600 430
SMKNANV A~ 0 180 50 499 250 610 450 320 420
LBTCMWA ~MN 0 459 299 410 326 410 199 200 315

Directory and File
Place your data files into each directory: /reportname/YYMMDD/filename

. Each path corresponds to one unigue day. Thus the file contents should be organized
as data only for that day.

« Multiple files can be placed in the same YYMMDD directory. The report will use all the
keywords in all the files and sort them alphabetically in Columnl. One example of using
multiple files can be traffic data collected and organized by vendor such as traffic.cisco
and traffic.juniper.

. Consecutive days are not required for the directory structure.

« The report will display the date range for the directories created.

« Shared Reports on page 243

The Shared Reports feature allows users to save, share, and manage certain traffic

reports. Saving a report remembers the filter options of the report such as the date range,
units, and routers or interfaces selected. The report can be saved as private or public for
sharing. To share areport, click the Share Report button (see Figure 194 on page 244). The
Shared Reports page is accessed under the Reports menu (see Figure 195 on page 244).
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Related
Documentation

Shared Docs

Figure 194: Share Report Button

p— T,
Report Options: Show 7 Hidd(| share Report '

Select a date to view (MM/DD/YY): Aggregate Interval: Aggregate Method: Unit:

Show date from [ 07/23/12 Mon [+ ] to [ 07/23112 Mon [ Thour = Maximum value 5 - bps
Router: * B Show/Hide Columns: Filter:

All - Description Interface BW Traffic: Al ExceptSum

CORE1_CISC03550 |:| Max Direction: Both -

CORE2_335052 Traffic/Util @Al Traffic Uil F

CORE3_2924 il Filter by Interfaces in the model [ |

Highlight utils over 100 % Date/Time: Select - utils over% = Apply the changes
‘ Show Selected PDF | @ Multiple Charts ©_Single Chart Chart Type: ©Line _Bar 3D Bar _Area Data: @Traffic Ut

Figure 195: Shared Reports Page

Shared Reports

|— User |Repott Description |Report Name ‘Shared with |Last Updated
E wandl |Da\\y traffic |Interface Traffic Summary Report (LIVE) (daily) ‘Private
E wandl |chr|y traffic |Interface Traffic Summary Report (LIVE) (hourly) ‘Publlc

|Created
|2012/09,"05 15:23:23 |2012,"09,/05 15:23:23
|2012/09,’05 15:20:00 |2012{09!05 15:20:00

« Network Reports on page 235

Related
Documentation

Report Filters

This page functions as a central place to share documents and files to all Web users.
Only the Web administrator can upload or delete files. To download a document, click
on the filename and you will be prompted to save or open the file. You can also sort the
files by name, size, or date by clicking on the respective column headers. See

Figure 196 on page 244.

Figure 196: Shared Documents

Shared Documents

Name Size Date
O] |Hetio world. txt 21 bytes Dec 11, 2013 2:57:46 PM

« Network Reports on page 235

« Filtering by Device or Interface on page 244

« Filtering for Group Sum Value on page 246

Filtering by Device or Interface

Using the Column Filter, you can filter what is displayed in the report, such as filtering to
display a specific router or interface in the report. The Column Filter is available in traffic,
device, and network performance reports.

244
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To use filtering in a traffic summary report:

1. Select Performance > Live Traffic.

The Live Traffic window is displayed.

2. Inthe Traffic Type pane, select Interface > Interface - Summary.

The Interface Traffic Summary Report window is displayed.

3. From the drop-down lists, select the Start Date and End Date, then click Apply.

4. In the Router column drop-down list, select Column Filter and enter full or partial
router name to filter, and press Enter.

The Interface Traffic Summary Report window displays only routers that match the
filter text. Figure 197 on page 245 displays filtering by router name.

Figure 197: Filter by Device

Traffic Type o Interface Traffic Summary Report
on Yesterday (1 hour)

Link 4+

Start Date

Yesterday = End Date: - Apply =

Interface (—]
Router = Interface Diir Description Interface BW Max
Heurly
Interface S_PARIS Sort Ascending 0
_IPvE 5_PARIS Sort Descending [T 0
Cos 5_PARIS |mm Columns * 1000000000 16496
CoS i
p - Multicast 5_PARIS i1 Unlock T 1000000000 43664
5_PARIS k 1000000000 18456
Ink & Unicast Packet EIPARIG N e I I—— 1000 Py
Intedface Multicast Packet = + Column Filter ] | 5 PA ||
' S ' ' o _PARIS T Ll = 0000 266360

Interface Broadcast

S 5_PARIS ge-0/01 out testdink-up... 1000000000 | 268136
bt v 5_PARIS ge 0. 1457 IN 1000000000 | O
5_PARIS ge-VV1 1457 OUT 1000000000 2B8
Packet Discards 5 PARIS ge-0/1 32 " 0
Daily 5 PARIS Qo032 OUT 0
Inedace 5 PARIS ge V01425 N 1000000000 | 132304
5 PARIS ge-VIV1.425 ouT 1000000000 132544
5_PARIS ge-lVV1 435 ] 1000000000 1152
5 PARIS gediV1435  OUT 1000000000 | 720
5_PARIS ge0i0/1.456  IN 1000000000 | 424
5_PARIS gedi0/1.45  OUT 1000000000 | 912
Tunnel 4] 5_PARIS ge-VV1 457 IN testfink-up 1000000000 131792
5_PARIS ge-0iN1 457  OUT testdink-up... 1000000000 | 132240
VPN o ‘
Group ) Page 1 o5 )} » C & &  m B &

5. (Optional) In the Interface column drop-down list, select Column Filter and enter the
interface to filter, and press Enter.
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The Traffic Summary Report window displays only interfaces that match the filter
text. Figure 198 on page 246 displays filtering by interface.

Figure 198: Filter by Interface

s i U

Traffic Type [ <] Interface Traffic Summary Report

on Yesterday (1 hour)

Link
Start Date:  Yesterday = End Date: = Apply e
Interface ]
Router Interface = Dir Description InterfaceBW | Max
Horly
Interface S_PARIS ge-0/0/1.42 1000000000 | 132304
it . 5_PARIS ge-0/01.42 1000000000 | 132544
marface - IPvE -
5 PARIS ge-0/0M1 435 1000000000 1152
Interface - CoS -
) _ & _PARIS ge-0/0/1.43 1000000000 720
Interface - Multicast
5_PARIS ge-0/0/1.45 " 1000000000 424
Interface Unicast Packet o
5_PARIS ge-0/0i1.4 - "‘;I “““““““ ——
nierface Mulicast Packet 0.
e Muficast Fack 5 PARIS  gedV0it.d57— n| ET
'F;"'I‘r":*‘: » Broadcast 5_PARIS ge001.457  QUT test-link-up 1000000000 | 132240
LR E

Packet Errors

Packet Discards

Daily
Interface
Tunnel (4]
VPN (4]
i
Group (+] Page 1 of5 3} » C &2 & m B

Filtering for Group Sum Value

The sum displays the total group value for each defined group. Groups are defined in
Admin > Report Groups. Groups are sorted in Advanced Options.

To display group sum value in a User Collected Data Report:

1. Select Reports.

The Network reports window displays.

2. Inthe Reports pane, select User Collected Data Report.

The User Collected Data Report list is displayed.

3. Select Show to view a listed report.

Figure 199 on page 247 displays the sum group values for each group of routers.
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Figure 199: Group Sum Value

e 2202000202000

Group BGP Peer Out Messages 2 on 12/02/16 (Group: /uiwandl/data/grouptest.x) O
=
Network Reports Start Date: 1200216 Fri -~ EndDate: 1200216Fi -  Apply > Share Report # §'
User Collectad Data Report Frm . N - Dec. 02,2016 Dec. 02, 2016 Dec.02,2016 I3
Shared Report 12:00 am 1:00 am 2:00 am _2
Shared Docs | groupA 10_BARC... 231.10.2 g
| groupA 10_BARC... 6220002 167 33 167 65
| groupA 10_BARC... 6220003 166 33 166 66
| groupA 10_BARC... 6220005 166 34 166 66
| groupA 10_BARC.. 6220006 166 34 166 66
| groupA T1_MANC.. 6220002 163 34 163 66
| groupA T1_MANC. . 6220003 164 33 164 66
~ groupA Sum Sum 992 201 992 395
| groupB 1_DUBLIN 23112
| groupB 1_DUBLIN 6220002 165 100 165 99
| groupB 1_DUBLIN 6220003 164 100 164 99
| groupB 1_DUBLIN 6220005 165 100 165 100
| groupB 1_DUBLIN 62.200.06 164 100 164 99
| groupB 1_DUBLIN 7317112
" groupB Sum Sum 658 400 658 397
>
Page 1 of1 c 8 B 2 Displaying 1- 15 of 15
Related . User Collected Data Report on page 236
Documentation
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