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About the Documentation

• Documentation and Release Notes on page ix

• Documentation Conventions on page ix

• Documentation Feedback on page xi

• Requesting Technical Support on page xii

Documentation and Release Notes

To obtain the most current version of all Juniper Networks
®
technical documentation,

see the product documentation page on the Juniper Networks website at

http://www.juniper.net/techpubs/.

If the information in the latest release notes differs from the information in the

documentation, follow the product Release Notes.

Juniper Networks Books publishes books by Juniper Networks engineers and subject

matter experts. These books go beyond the technical documentation to explore the

nuances of network architecture, deployment, and administration. The current list can

be viewed at http://www.juniper.net/books.

Documentation Conventions

Table 1 on page x defines notice icons used in this guide.
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Table 1: Notice Icons

DescriptionMeaningIcon

Indicates important features or instructions.Informational note

Indicates a situation that might result in loss of data or hardware damage.Caution

Alerts you to the risk of personal injury or death.Warning

Alerts you to the risk of personal injury from a laser.Laser warning

Indicates helpful information.Tip

Alerts you to a recommended use or implementation.Best practice

Table 2 on page x defines the text and syntax conventions used in this guide.

Table 2: Text and Syntax Conventions

ExamplesDescriptionConvention

To enter configuration mode, type the
configure command:

user@host> configure

Represents text that you type.Bold text like this

user@host> show chassis alarms

No alarms currently active

Represents output that appears on the
terminal screen.

Fixed-width text like this

• A policy term is a named structure
that defines match conditions and
actions.

• Junos OS CLI User Guide

• RFC 1997,BGPCommunities Attribute

• Introduces or emphasizes important
new terms.

• Identifies guide names.

• Identifies RFC and Internet draft titles.

Italic text like this

Configure themachine’s domain name:

[edit]
root@# set system domain-name
domain-name

Represents variables (options for which
you substitute a value) in commands or
configuration statements.

Italic text like this
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Table 2: Text and Syntax Conventions (continued)

ExamplesDescriptionConvention

• To configure a stub area, include the
stub statement at the [edit protocols
ospf area area-id] hierarchy level.

• Theconsoleport is labeledCONSOLE.

Represents names of configuration
statements, commands, files, and
directories; configurationhierarchy levels;
or labels on routing platform
components.

Text like this

stub <default-metricmetric>;Encloses optional keywords or variables.< > (angle brackets)

broadcast | multicast

(string1 | string2 | string3)

Indicates a choice between themutually
exclusive keywords or variables on either
side of the symbol. The set of choices is
often enclosed in parentheses for clarity.

| (pipe symbol)

rsvp { # Required for dynamicMPLS onlyIndicates a comment specified on the
same lineas theconfiguration statement
to which it applies.

# (pound sign)

community namemembers [
community-ids ]

Encloses a variable for which you can
substitute one or more values.

[ ] (square brackets)

[edit]
routing-options {
static {
route default {
nexthop address;
retain;

}
}

}

Identifies a level in the configuration
hierarchy.

Indention and braces ( { } )

Identifies a leaf statement at a
configuration hierarchy level.

; (semicolon)

GUI Conventions

• In the Logical Interfaces box, select
All Interfaces.

• To cancel the configuration, click
Cancel.

Representsgraphicaluser interface(GUI)
items you click or select.

Bold text like this

In the configuration editor hierarchy,
select Protocols>Ospf.

Separates levels in a hierarchy of menu
selections.

> (bold right angle bracket)

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can

improve the documentation. You can provide feedback by using either of the following

methods:

• Online feedback rating system—On any page at the Juniper Networks Technical

Documentation site at http://www.juniper.net/techpubs/index.html, simply click the

stars to rate the content, anduse thepop-up form toprovideuswith informationabout

your experience. Alternately, you can use the online feedback form at

https://www.juniper.net/cgi-bin/docbugreport/.
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• E-mail—Sendyourcommentsto techpubs-comments@juniper.net. Includethedocument

or topic name, URL or page number, and software version (if applicable).

Requesting Technical Support

Technical product support is available through the JuniperNetworksTechnicalAssistance

Center (JTAC). If you are a customer with an active J-Care or JNASC support contract,

or are covered under warranty, and need post-sales technical support, you can access

our tools and resources online or open a case with JTAC.

• JTAC policies—For a complete understanding of our JTAC procedures and policies,

review the JTAC User Guide located at

http://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

• Product warranties—For product warranty information, visit

http://www.juniper.net/support/warranty/.

• JTAC hours of operation—The JTAC centers have resources available 24 hours a day,

7 days a week, 365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online

self-service portal called the Customer Support Center (CSC) that provides youwith the

following features:

• Find CSC offerings: http://www.juniper.net/customers/support/

• Search for known bugs: http://www2.juniper.net/kb/

• Find product documentation: http://www.juniper.net/techpubs/

• Find solutions and answer questions using our Knowledge Base: http://kb.juniper.net/

• Download the latest versions of software and review release notes:

http://www.juniper.net/customers/csc/software/

• Search technical bulletins for relevant hardware and software notifications:

http://kb.juniper.net/InfoCenter/

• Join and participate in the Juniper Networks Community Forum:

http://www.juniper.net/company/communities/

• Open a case online in the CSC Case Management tool: http://www.juniper.net/cm/

Toverify serviceentitlementbyproduct serial number, useourSerialNumberEntitlement

(SNE) Tool: https://tools.juniper.net/SerialNumberEntitlementSearch/

Opening a Casewith JTAC

You can open a case with JTAC on theWeb or by telephone.

• Use the Case Management tool in the CSC at http://www.juniper.net/cm/.

• Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).
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For international or direct-dial options in countries without toll-free numbers, see

http://www.juniper.net/support/requesting-support.html.
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PART 1

High Availability

• vGWSeries Solution on page 3

• Secondary Components Installation on page 11
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CHAPTER 1

vGW Series Solution

• Understanding the vGWSeries High Availability Solution on page 3

Understanding the vGWSeries High Availability Solution

This topic gives an overview of the vGWSeries high availability (HA) feature. It includes

the following sections:

• vGWSeries HA on page 3

• vGWSeries HA and VMware HA on page 3

• vGWSeries HA for the vGWSecurity Design VM on page 4

• vGWSecurity Design VM HA Behavior on page 6

• vGWSeries HA for the vGWSecurity VM on page 8

vGWSeries HA

vGWSeriesprovideshighavailability support forVMwareenvironments forboth thevGW

SecurityDesignVMandvGWSecurityVMs.Thehighavailability featuremaintains solution

resiliency in the event of a failure. It allows you to deploy primary and secondary, or

standby, vGWSecurityDesignVMsandvGWSecurityVMs inwhich thesecondary instance

of the component takes control if the primary one is unavailable. vGW Series HA is

effective in situations in which both primary components are inactive or only one is.

NOTE: vGWSeries HA is an optional component which requires a separate
license. Youmust purchase a separate 'VGW-HA' license for each vGW
Security VM for which you plan to use the feature. The license allows the use
of vGWHA for both the vGWSecurity Design VM and the vGWSecurity VM.
You do not need to buy additional licenses for vGWSecurity VMs.

vGWSeries HA and VMware HA

vGWSeries is compatible with VMware HA. You can configure any regular VM in your

virtualized environment with VMware HA and still protect it with vGWSeries security.

Additionally, you can configure the vGWSecurity Design VM for VMware HA or fault

tolerance (FT).When it is in effect, the VMware vCenter heartbeat does not impact vGW

Series adversely.

3Copyright © 2015, Juniper Networks, Inc.



NOTE: It is neither necessary nor possible to configure VMware HA or FT on
vGWSecurity VMs.

vGWSeries HAmaintains two separate vGWSecurity VMs. It checks the health between

these systems. If for some reason an OS or service crash occurs in the primary vGW

Security VM, the secondary vGWSecurity VM takes over functionality.

vGWSeries HA for the vGWSecurity Design VM

The vGWSecurity Design VM, also referred to as the management center, is the main

point of control for the entire vGW Series infrastructure. It presents the vGWSeries

interface to users, and it implements firewall security by distributing policy to the vGW

Security VMs that protect ESX/ESXi hosts. You use it to configure the features that vGW

Series provides and to view the wide range of information reported in its graphs, charts,

and statistics. It consolidates logging information and it hosts the network monitoring

database. If the vGWSecurity Design VM is unavailable, for example, because it crashed

or it was turned off, an administrator cannot make configuration changes to the

infrastructure nor benefit from information that the vGWSecurity Design VM gathers

from virtualized environment and reports on. To protect against your inability to access

this information, you can configure vGWSeries HA support to enable a secondary vGW

Security Design VM to take over when the primary one is unavailable.

vGW Series option to deploy both primary and secondary vGWSecurity Design VMs

allows the secondary vGWSecurity Design VM to continue to serve up policy until the

primary one can be brought back online. As a result, all normal network activity can

continue without interruption, and new VMs powered on ESX/ESXi hosts can retrieve

policy rather than defaulting to VMware failure mode.

NOTE: vGWSeries high availability is meant to be used as an emergency
solution, not as a replacement system. If the primary vGWSecurity Design
VM fails, it can be recovered fromabackup or snapshot copy. For details, see
Configuring the vGWSeries Backup and Restore Feature.

After you use the Settingsmodule vGWApplication Settings > High
Availability page to select the vGWSecurity Design VM to use as the
secondary one, the secondary vGWSecurity Design VM is automatically
powered on and configured. The process takes approximately tenminutes.

“Installing an Additional vGW Security Design VM and Configuring the Primary vGW

Security Design VM to Use It for High Availability” on page 11 explains the process for

creating a secondary vGWSecurity Design VM.

The standby vGWSecurity Design VM presents the same address configuration options.

Supported address types include:

• IPv4:

Copyright © 2015, Juniper Networks, Inc.4
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For IPv4, from the displayed list, select the method to use to assign an IPv4 address

to Interface 1:

• DHCP

Use a DHCP server to assign dynamically an IPv4 address to Interface 1. This is the

default method.

• Static IP

Specify a static IP address and its network mask routing prefix, and the default

gateway to assign to Interface 1.

• IPv6:

For IPv6, from the displayed list, select the method to use to assign an IPv6 address

to Interface 1:

• DHCPv6

Use a DHCPv6 server to obtain the IPv6 address for Interface 1. This is the default

method.

Dynamic Host Configuration Protocol for IPv6 (DHCPv6) offers the capability of

automatic allocation of reusable network addresses and additional configuration

flexibility. This protocol is a stateful counterpart to IPv6 stateless address

autoconfiguration.

• Autoconfiguration

Use stateless address autoconfiguration to obtain the IPv6 address for Interface 1.

IPv6 stateless address autoconfiguration allows network devices attached to an

IPv6 network to automatically acquire IP addresses and connect to the Internet

without intermediate interaction with a DHCPv6 server.

Refer to RFC 2462, IPv6 Stateless Address Autoconfiguration for details.

• Static IP

Specify a static IP address for Interface 1 including the IPv6 address prefix (the initial

bits of the address that denote the network address, akin to a netmask) and the

default gateway to use for it.

When you configure the address for the secondary vGWSecurity Design VM, youmust

use the address type that you used to configure the primary vGWSecurity Design VM.

However, if, for some reason, the address type configuration differs, you need to take

into consideration problems that can ensue.

In an environment in which the vGWSecurity Design VM is configured for dual stack

communication and you configure the secondary, or standby, vGW Security Design VM

differently, that is, not fordual stack, communicationproblemsshouldnotoccur.However,

problems will occur if both the primary vGWSecurity Design VM and the standby vGW

Security Design VM are not configured for dual stack and the protocol types of the IP

addresses bound to them differ.

5Copyright © 2015, Juniper Networks, Inc.
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When your environment has a standby vGWSecurity Design VM that has only an IPv6

address bound to it, if you attempt to change the primary vGWSecurity Design VM from

dual stack to single with only an IPv4 address bound to it, vGW Series displays the

following message:

"The interface for management communications must have an IPv6 configuration,

because there is a Standby Appliance with IPv6 interface.”

See “Installing an Additional vGWSecurity Design VM and Configuring the Primary vGW

Security Design VM to Use It for High Availability” on page 11.

NOTE: By default, a dual stack vGWSecurity DesignVMcommunicateswith
a vGWSecurity VM using the IPv4 protocol. However, you can use the vGW
CLI to change the default IP protocol used by setting the
center.dual.stack.default.communication.ipv4 parameter to false.

center.dual.stack.default.communication.ipv4=false

By default this parameter is set to true.

This parameter is relevant only if the vGWSecurity Design VM is configured
for dual stack and one ormore vGWSecurity VMs is also configured for dual
stack. In all other cases, the protocol used is the one that is common to both
the vGWSecurity Design VM and the vGWSecurity VM, and this parameter
is irrelevant.

vGWSecurity Design VMHABehavior

vGWSeries high availability for the vGWSecurity Design VM behaves in the following

ways:
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• It allows the secondary vGWSecurity Design VM to continue to distribute policy until

the primary one can be brought back online. In this case, the term policy is used in a

broad sense; it ismeant to include vGWAntiViruspolicy aswell as firewall policy.When

theprimary vGWSecurityDesignVM isunavailable, the secondary vGWSecurityDesign

VMpushes out the policy database to the vGWSecurity VMswhen they request it. This

policy is a copy of what existed in the primary vGWSecurity Design VM. It cannot be

modified.

You cannot view anything related to compliance rules, network monitoring statistics,

IDS, or vGWAntiVirus.

Thehighavailability capability is intended tobeused for emergency situations toensure

that new VMs that are powered on ESX/ESXi hosts can retrieve policy rather than

default to VMsafe failure mode.

NOTE: It is important to understand that you cannot control features from
the secondary vGWSecurity Design VM inways inwhich you can using the
primary one. You cannot configure new policies or modify existing ones.

• vGWSeriesdoesnotsynchronizeeventsback fromthesecondaryvGWSecurityDesign

VM to the primary one.

• You cannot create compliance rules.

• Changes toNetworkMonitoring andNetFlow, IDS, andAntiVirus events andchanges

to statistics are not viewable unless you configureNetFlowandSyslog from the vGW

Security VM for individual vGWSecurity VMs. Although you cannot view their activity

from the secondary vGWSecurity Design VM, these features continue towork when

the primary vGWSecurity Design VM is unavailable.

If Network Monitoring is not enabled for the primary vGWSecurity VM, Console

Monitoring is turnedoff.NetworkMonitoringmustbeenabled forConsoleMonitoring

to work. These features continue to work as configured for the vGWSecurity VM

when the primary vGWSecurity Design VM is unavailable.

Figure 1 on page 8 shows the Settings module page that you use to configure

Network Monitoring and NetFlow for individual vGW Security VMs.

7Copyright © 2015, Juniper Networks, Inc.
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Figure 1: Configuring Network Monitoring and NetFlow Settings

• Compliance and Introspection tasks, which rely on the primary vGWSecurity Design

VM, are inactive.

• Updates to IDS signatures are not made.

• Updates to AntiVirus continue to occur.

vGWSeries HA for the vGWSecurity VM

In addition to providing for a secondary vGWSecurity Design VM, it is important to have

redundancy at the vGWSecurity VM level. A vGWSecurity VMmight become inactive,

for example, when the vGWSecurity Design VM is inactive and its secondary takes over.

When theprimary vGWSecurityVMbecomes inactive, thesecondaryonebecomesactive

in 60 seconds.

High availability considerations for the vGWSecurity VM differ from those of the vGW

Security Design VM.

The secondary vGWSecurity VM is the same as the primary one, and it has the same

capability, given certain circumstances.

• If the primary vGWSecurity Design VM is active and high availability is configured for

a vGWSecurity VM, when a primary vGWSecurity VM becomes inactive other vGW

Security VMs can perform introspection scans on behalf of its secondary.

It is also possible for the primary vGWSecurity Design VM to participate in the process,

if it is active. (The secondary vGWSecurity Design VM cannot do this.)

• AntiVirus remains in effect, and AntiVirus signature updates take place regardless of

whether the primary vGWSecurity Design VM is active.

Copyright © 2015, Juniper Networks, Inc.8
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A vGWSecurity VM is installed on each ESX/ESXi host to be protected. It is designed to

interface directly with the hypervisor on its host. It is responsible for protecting VMs only

on itshost. Becauseof the tight couplingofavGWSecurityVMand itshost, it is important

that a vGWSecurity VM not bemoved to a new ESX/ESXi host. If the host is down, there

is nothing to be protected.

Problems can occur if a vGWSecurity VM is not reinstated to its original position after

failure. To protect against potential problems in this area, the vGWSeries automatically

sets the VMware high availability and Distributed Resource Schedule (DRS) settings to

restrict vGW Security VMs from being moved through high availability or DRS.

To install a secondary vGWSecurity VM, you build another virtual machine from the

original vGW Security VM. Unlike the process for creating a secondary vGWSecurity

Design VManew, when you create a secondary vGWSecurity VM, vGWSeries clones the

existing vGWSecurity VM.

Fordetails onhowto install a vGWSecurityVM, see “InstallingaSecondary vGWSecurity

VM for High Availability” on page 14.

It is important to consider that the IP protocol address type of the IP address bound to

the management interface of the secondary vGWSecurity VMmust correspond to that

of the vGWSecurity Design VMmanagement interface with which it communicates.

However, if both or either one is configured for dual stack, communication problems

shouldnotoccur. If botharenot configured fordual stackand the typesof the IPaddresses

bound to their management interfaces differs, communication problems will ensue. For

further information, see Installing vGW Security VMs on ESX/ESXi Hosts.

This pane allows you to change the IP protocol family that is used for the vGWSecurity

VMmanagement interfacewhen that protocol does notmatch that of the vGWSecurity

Design VMwith which it must communicate. For information on conditions that would

cause an IP address typemismatch between themanagement interfaces of the vGW

Security VM and the vGWSecurity Design VM, see Setting Up vGW Series and Installing

vGW Security VMs on ESX/ESXi Hosts.

Related
Documentation

• Understanding vGW Series

• Understanding the vGW Security Design VM

• Understanding the vGW Security VM

• Installing an Additional vGW Security Design VM and Configuring the Primary vGW

Security Design VM to Use It for High Availability on page 11

• Installing a Secondary vGWSecurity VM for High Availability on page 14

• Adding and Editing vGW Series Machines Definitions (VMware)
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CHAPTER 2

Secondary Components Installation

• Installing an Additional vGW Security Design VM and Configuring the Primary vGW

Security Design VM to Use It for High Availability on page 11

• Installing a Secondary vGWSecurity VM for High Availability on page 14

Installing an Additional vGWSecurity Design VM and Configuring the Primary vGW
Security Design VM to Use It for High Availability

This topic explains how to install an additional vGWSecurity Design VM to be usedwhen

the primary one is unavailable. You can install more than one additional vGW Security

Design VM. It also explains how to configure the primary vGWSecurity Design VM for HA

and how to determine the secondary one to use for it. The process entails:

• building another vGW Security Design VM from the vGWSeries OVA file.

• selectingandconfiguring the secondary vGWSecurityDesignVMtouse for theprimary

one on the Settings module vGWApplication Settings > High Availability page.

CAUTION: Be sure to back up your primary vGWSecurity Design VM. vGW
Series does not rebuild a primary vGWSecurity Design VM from a secondary
onecreated forHA.FordetailsonbackinguptheprimaryvGWSecurityDesign
VM, see Configuring the vGWSeries Backup and Restore Feature.

To create a secondary vGWSecurity Design VM:

1. Load the OVA file for the vGWSecurity Design VM using the VMware vSphere Client.

(Use File > Virtual Appliance > Import in VMware vCenter.)

2. Follow the Virtual ApplianceWizard process. Accept the defaults for the virtual

appliance import.

NOTE: If youneed further informationabout installing thesecondaryvGW
SecurityDesignVM, youcan readabouthow it isdone for theprimaryvGW
Security Design VM. SeeUnderstanding the Open Virtualization Format
OVA Template Method andUsing the OVA Single File Method to Integrate
the vGWSecurity Design VMwith VMware, and related topics that they
refer to.
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TheOVA import process prompts you for a database disk. You can accept the default

8.0GB size even if your primary vGWSecurity DesignVM is configured for a larger size.

The secondary vGWSecurity Design VM does not store the same type of information

as the primary one. Therefore it does not require more than 8.0 GB capacity.

CAUTION: After the import completes, donotpoweron thenewlycreated
secondary vGWSecurity Design VM.

To configure the primary vGWSecurity Design VM for HA:

1. Configure the vGWSecurity Design VM for HA in the Settings module:

a. To configure the secondary vGWSecurity Design VM, select vGWApplication

Settings > High Availability. See Figure 2 on page 12.

Figure 2: Configuring the Secondary vGWSecurity Design VM

b. From the Standby Appliance list, select the vGWSecurity Design VM to be used

as the secondary (standby) vGWSecurity Design VM.

c. Select the IP address type to assign to the secondary vGWSecurity DesignVMand

how it will obtain the address. You can select an IPv4 or IPv6 address.

NOTE: IPv4 DHCP is enabled by default.

From the Internet Protocol list select:

• For IPv4

• Disabled

Disable IPv4 and use an IPv6 address for the secondary vGWSecurity Design

VM.
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• DHCP

Use DHCP to assign an IPv4 address dynamically to the secondary vGW

Security Design VM.

• Static IP

Specify a static IPv4 address, its network mask routing prefix, and the default

gateway to use for the secondary vGWSecurity Design VM.

• For IPv6:

• Disabled

Disable IPv6andassignan IPv4address to the secondary vGWSecurityDesign

VM.

• DHCPv6

Use a DHCPv6 server to obtain the IPv6 address to assign to the secondary

vGWSecurity Design VM.

According to RFC 3315, “The Dynamic Host Configuration Protocol for IPv6

(DHCP) enables DHCP servers to pass configuration parameters such as IPv6

networkaddresses to IPv6nodes. It offers thecapabilityofautomaticallocation

of reusable network addresses and additional configuration flexibility. This

protocol isastateful counterpart to "IPv6StatelessAddressAutoconfiguration"

(RFC 2462), and can be used separately or concurrently with the latter to

obtain configuration parameters.”

• Autoconfiguration

Use stateless address autoconfiguration to obtain the IPv6 address for the

secondary vGWSecurity DesignVM. IPv6 stateless address autoconfiguration

allows network devices attached to an IPv6 network to automatically acquire

IPaddressesandconnect to the Internetwithout intermediate interactionwith

a DHCPv6 server. Refer to RFC 2462, “IPv6 Stateless Address

Autoconfiguration" for details.

• Static IP

Specify a static IPv6 address, its prefix (the initial bits of the address that

denote the network address, akin to a netmask), and the default gateway to

use for the secondary vGWSecurity Design VM.

d. Click Save.

2. Configure the proxy server and time configuration settings for the secondary vGW

Security Design VM.

a. Specify whether to use the proxy settings configured for the primary vGWSecurity

Design VM for the standby (secondary) one. See Configuring vGW Series Proxy

Settings.

The Security Design vGWconnects to the Juniper Networks update server to check

for available downloads of software updates. If the server does not have direct

access to the Internet, a proxy can be used. For the primary vGWSecurity Design

13Copyright © 2015, Juniper Networks, Inc.
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VM, the Settings module Appliance Settings > Proxy Settings page specifies

configuration information about aproxy server, if one is required tomakeoutbound

http/https connections.

b. Specify whether to use the time configuration settings configured for the primary

vGWSecurity Design VM on the standby (secondary) one. See Configuring vGW

Series Time Settings.

c. Click Save.

After you complete this configuration, the secondary vGWSecurity Design VM is

automaticallypoweredonandconfigured.Thisprocess takesapproximately tenminutes.

After the operation completes, you can log in to the secondary vGWSecurity Design VM

through the IP address that you specified during the configuration.

vGWSeriesmonitorsconnectivitybetweenthe twovGWSecurityDesignVMmanagement

centers. It initiates promotion of the secondary system if there is no response from the

primary one within three minutes.

When the primary vGWSecurity Design VM is brought back online after it has recovered

or the host it was on is repaired, it automatically takes control again. vGW Series HA is

not designed to replacenormal backupoperations. Rather, it is expected that theprimary

vGWSecurity Design VMwill be brought back online quickly.

Related
Documentation

Understanding the vGWSeries High Availability Solution on page 3•

• Understanding the vGW Security Design VM

• Installing a Secondary vGWSecurity VM for High Availability on page 14.

• Preparing to Integrate the vGW Series with the VMware Environment

• Understanding vGWSeries Fault Tolerance Support on page 19

Installing a Secondary vGWSecurity VM for High Availability

To install a secondary vGWSecurity VM for high availability (HA), you build another one

from the original vGW Security VM. vGWSeries clones the original vGW Security VM to

create the standby one for HA.

HA for the vGWSecurity VM differs from HA for the vGWSecurity Design VM in the

following ways:

• When you create a new vGWSecurity VM, vGWSeries clones the existing one. You do

not need to install a second template to generate it.

• It is not important to back up the vGWSecurity Design VM. If it is necessary, you can

create another one from the template used to generate the original vGWSecurity VM.

Though themethod of recreating the vGWSecurity Design VM, vGWSeries does not

rebuild the original vGW Security VM from the secondary VM.
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However, like vGWSecurity Design VM, vGWSeries does not rebuild the original vGW

Security VM from the secondary VM.

To clone the existing, primary vGWSecurity VM:

1. Select Settings > Security Settings > Security VM Settings.

2. Click the row for the vGWSecurity VM that you want to duplicate.

3. In the High Availability pane, click Configure.

4. Enter information for the secondary vGWSecurity VM. Specify the appropriate IP

address information, management network, and data store location.

5. Click Configure.

NOTE: It is not as important to have backups of vGWSecurity VMs as it is
for the vGWSecurityDesignVM.YoucandeploynewvGWSecurityVMs from
the templates if necessary.

Related
Documentation

• Installing an Additional vGW Security Design VM and Configuring the Primary vGW

Security Design VM to Use It for High Availability on page 11

• Understanding the vGWSeries High Availability Solution on page 3
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Fault Tolerance

• vGWSeries Handling of VMs Enabled for FT on page 19
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CHAPTER 3

vGW Series Handling of VMs Enabled for
FT

• Understanding vGWSeries Fault Tolerance Support on page 19

Understanding vGWSeries Fault Tolerance Support

This topic contains the following sections:

• About vGWSeries Fault-Tolerance on page 19

• vGWSeries Fault Tolerance in the vGWSeries on page 20

• Enabling Fault Tolerance for a Virtual Machine on page 20

About vGWSeries Fault-Tolerance

In the virtualized environment, fault-tolerance (FT) ensures continuous support of a

virtual machine (VM) in the event of failure of the host on which it resides.

When you enable FT on a VMwithin VMware vCenter, a copy of the VM, called the

secondary VM, is created automatically on another host. The original VM, referred to as

the primary VM, and its copy, referred to as the secondary VM (VBM), run in lockstep. If

the primary VM’s host fails, the secondary VM immediately assumes execution, without

loss of connectivity, transactions, or data. For this to occur, the primary VMmust be on

a host that is part of a cluster of the same kind of hosts with the same configuration.

Also, high availability must be enabled on the hosts comprising the cluster.

When you enable the FT feature, the secondary VM is created on a host that is either

selected by DRS, if DRS is enabled, or is chosen from any available host in the cluster.

The primary VM and the secondary VM have the same name and the same BIOS uuid,

but each one has its own vc_uuid and vi_id.

The secondaryVMhas its own .vmx file. Both theprimaryVM’s .vmx file and the secondary

VM’s .vmx file reside in the same data store directory.

When the primary VM’s host fails and the secondary VM takes control, from an external

viewpoint it appearsas ifVMotionhadmoved theprimaryVMto thehostof the secondary

VM and the reverse, that is, as if the secondary VMwasmoved to the host where the

primary VM resided.
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vGWSeries Fault Tolerance in the vGWSeries

This section explains how the vGWSeries handles VMs for which FT is enabled in the

vCenter, and how it supports FT overall.

vGW Series handles exposure of FT-enabled VMs to the user in the following ways:

• Secondary VMs are not shown in the VM tree.

• Secondary VMs are not shown in the Machines section of the Settings module.

• In the Settings module Installation section, both the primary VM and the secondary

VM are shown in the Secured Network firewall tree. Similar to how the vSphere client

marks VMs on an host, the word “secondary” is included after the secondary VM’s

name.

For example, a cluster might contain two hosts: host1 and host2. When it was created

on host1 in the vCenter, FT was enabled for a VM called my-test-vm. The primary

my-test-vm VM remains on host1. A secondary VM called “my-test-vm (secondary)”

is created on host2 to support FT. You can view these two VMs in the Settingsmodule

Installation section.

• You cannot define a policy for the secondary VM.

vGW is prohibited from reconnecting vNICs and automatically suspending or resuming

the VM. To do so would produce undesirable effects. For this reason:

• If a VM has FT configured and it is powered on, you cannot select a VM to secure it

using the Setting module Installation section. The check box is grayed out. The tooltip

for the VMwill show that the VMmust be suspended or FTmust disabled before the

VM can be secured.

• vGWSeries auto-secure feature will not attempt to secure an FT-enabled VM. vGW

generates an alert telling you that youmust disable FT for that VM or suspend the VM

for vGW to secure the VM.

The auto-secure feature monitors for cases in which an FT-enabled VM is disabled

and for VMs that are suspended and powered-off. If the VMbelongs to anAuto Secure

group, then vGWwill secure it.

For a VM that has been VMsafe secured for which FT has been enabled, the secondary

VMwill be created and its VMsafe param0will be incorrect since it reflects the VC_uuid

of the primary VM rather than its own. However, the vCenter will not try to reconfigure it,

since the .vmx of the secondary is read-only and any reconfiguration operation will fail.

Enabling Fault Tolerance for a Virtual Machine

Before you enable FT for a VM, ensure that High Availability is enabled for the cluster.

To enabled FT for a VM in the vCenter:

1. Use thevSphereclient toaccess thevCenter, and locate thehostwhere theVMresides.

2. Right-click the name of the VM.
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3. From the displayedmenu, select Fault Tolerance.

4. Select Turn On Fault Tolerance.

5. After reviewing the message noting that DRS automation will be disabled and that

the memory reservation of the VMwill be changed to the memory size of the VM,

accept the changes and click Yes.

You c

Verify in the Recent Tasks at the bottom of the page that fault tolerance was turned on

for the VM.

Related
Documentation

• Understanding vGW Series
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23Copyright © 2015, Juniper Networks, Inc.



Copyright © 2015, Juniper Networks, Inc.24

vGWSeries High Availability and Fault Tolerance



Index

Symbols
#, comments in configuration statements.....................xi

( ), in syntax descriptions.......................................................xi

< >, in syntax descriptions.....................................................xi

[ ], in configuration statements...........................................xi

{ }, in configuration statements..........................................xi

| (pipe), in syntax descriptions............................................xi

B
braces, in configuration statements..................................xi

brackets

angle, in syntax descriptions........................................xi

square, in configuration statements.........................xi

C
comments, in configuration statements.........................xi

conventions

text and syntax...................................................................x

curly braces, in configuration statements.......................xi

customer support....................................................................xii

contacting JTAC...............................................................xii

D
documentation

comments on....................................................................xi

F
font conventions........................................................................x

H
high availability...........................................................................3

distributed resource schedule.....................................3

M
manuals

comments on....................................................................xi

P
parentheses, in syntax descriptions..................................xi

S
support, technical See technical support

syntax conventions...................................................................x

T
technical support

contacting JTAC...............................................................xii

V
VMware

high availability..................................................................3

25Copyright © 2015, Juniper Networks, Inc.



Copyright © 2015, Juniper Networks, Inc.26

vGWSeries High Availability and Fault Tolerance


	Table of Contents
	List of Figures
	List of Tables
	About the Documentation
	Documentation and Release Notes
	Documentation Conventions
	Documentation Feedback
	Requesting Technical Support
	Self-Help Online Tools and Resources
	Opening a Case with JTAC


	Part 1: High Availability
	Chapter 1: vGW Series Solution
	Understanding the vGW Series High Availability Solution
	vGW Series HA
	vGW Series HA and VMware HA
	vGW Series HA for the vGW Security Design VM
	vGW Security Design VM HA Behavior
	vGW Series HA for the vGW Security VM


	Chapter 2: Secondary Components Installation
	Installing an Additional vGW Security Design VM and Configuring the Primary vGW Security Design VM to Use It for High Availability
	Installing a Secondary vGW Security VM for High Availability


	Part 2: Fault Tolerance
	Chapter 3: vGW Series Handling of VMs Enabled for FT
	Understanding vGW Series Fault Tolerance Support
	About vGW Series Fault-Tolerance
	vGW Series Fault Tolerance in the vGW Series
	Enabling Fault Tolerance for a Virtual Machine



	Part 3: Index
	Index
	Symbols
	B
	C
	D
	F
	H
	M
	P
	S
	T
	V



