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About the Documentation

• Documentation and Release Notes on page xi

• Documentation Conventions on page xi

• Documentation Feedback on page xiii

• Requesting Technical Support on page xiv

Documentation and Release Notes

To obtain the most current version of all Juniper Networks
®
technical documentation,

see the product documentation page on the Juniper Networks website at

https://www.juniper.net/documentation/.

If the information in the latest release notes differs from the information in the

documentation, follow the product Release Notes.

Juniper Networks Books publishes books by Juniper Networks engineers and subject

matter experts. These books go beyond the technical documentation to explore the

nuances of network architecture, deployment, and administration. The current list can

be viewed at https://www.juniper.net/books.

Documentation Conventions

Table 1 on page xii defines notice icons used in this guide.
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Table 1: Notice Icons

DescriptionMeaningIcon

Indicates important features or instructions.Informational note

Indicates a situation that might result in loss of data or hardware damage.Caution

Alerts you to the risk of personal injury or death.Warning

Alerts you to the risk of personal injury from a laser.Laser warning

Indicates helpful information.Tip

Alerts you to a recommended use or implementation.Best practice

Table 2 on page xii defines the text and syntax conventions used in this guide.

Table 2: Text and Syntax Conventions

ExamplesDescriptionConvention

To enter configuration mode, type the
configure command:

user@host> configure

Represents text that you type.Bold text like this

user@host> show chassis alarms

No alarms currently active

Represents output that appears on the
terminal screen.

Fixed-width text like this

• A policy term is a named structure
that defines match conditions and
actions.

• Junos OS CLI User Guide

• RFC 1997,BGPCommunities Attribute

• Introduces or emphasizes important
new terms.

• Identifies guide names.

• Identifies RFC and Internet draft titles.

Italic text like this

Configure themachine’s domain name:

[edit]
root@# set system domain-name
domain-name

Represents variables (options for which
you substitute a value) in commands or
configuration statements.

Italic text like this
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Table 2: Text and Syntax Conventions (continued)

ExamplesDescriptionConvention

• To configure a stub area, include the
stub statement at the [edit protocols
ospf area area-id] hierarchy level.

• Theconsoleport is labeledCONSOLE.

Represents names of configuration
statements, commands, files, and
directories; configurationhierarchy levels;
or labels on routing platform
components.

Text like this

stub <default-metricmetric>;Encloses optional keywords or variables.< > (angle brackets)

broadcast | multicast

(string1 | string2 | string3)

Indicates a choice between themutually
exclusive keywords or variables on either
side of the symbol. The set of choices is
often enclosed in parentheses for clarity.

| (pipe symbol)

rsvp { # Required for dynamicMPLS onlyIndicates a comment specified on the
same lineas theconfiguration statement
to which it applies.

# (pound sign)

community namemembers [
community-ids ]

Encloses a variable for which you can
substitute one or more values.

[ ] (square brackets)

[edit]
routing-options {
static {
route default {
nexthop address;
retain;

}
}

}

Identifies a level in the configuration
hierarchy.

Indention and braces ( { } )

Identifies a leaf statement at a
configuration hierarchy level.

; (semicolon)

GUI Conventions

• In the Logical Interfaces box, select
All Interfaces.

• To cancel the configuration, click
Cancel.

Representsgraphicaluser interface(GUI)
items you click or select.

Bold text like this

In the configuration editor hierarchy,
select Protocols>Ospf.

Separates levels in a hierarchy of menu
selections.

> (bold right angle bracket)

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can

improve the documentation. You can provide feedback by using either of the following

methods:

• Online feedback rating system—On any page of the Juniper Networks TechLibrary site

at https://www.juniper.net/documentation/index.html, simply click the stars to rate the

content, anduse thepop-up formtoprovideuswith informationabout your experience.

Alternately, you can use the online feedback form at

https://www.juniper.net/documentation/feedback/.
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• E-mail—Sendyourcommentsto techpubs-comments@juniper.net. Includethedocument

or topic name, URL or page number, and software version (if applicable).

Requesting Technical Support

Technical product support is available through the JuniperNetworksTechnicalAssistance

Center (JTAC). If you are a customer with an active J-Care or Partner Support Service

support contract, or are covered under warranty, and need post-sales technical support,

you can access our tools and resources online or open a case with JTAC.

• JTAC policies—For a complete understanding of our JTAC procedures and policies,

review the JTAC User Guide located at

https://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

• Product warranties—For product warranty information, visit

https://www.juniper.net/support/warranty/.

• JTAC hours of operation—The JTAC centers have resources available 24 hours a day,

7 days a week, 365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online

self-service portal called the Customer Support Center (CSC) that provides youwith the

following features:

• Find CSC offerings: https://www.juniper.net/customers/support/

• Search for known bugs: https://prsearch.juniper.net/

• Find product documentation: https://www.juniper.net/documentation/

• Find solutions and answer questions using our Knowledge Base: https://kb.juniper.net/

• Download the latest versions of software and review release notes:

https://www.juniper.net/customers/csc/software/

• Search technical bulletins for relevant hardware and software notifications:

https://kb.juniper.net/InfoCenter/

• Join and participate in the Juniper Networks Community Forum:

https://www.juniper.net/company/communities/

• Open a case online in the CSC Case Management tool: https://www.juniper.net/cm/

Toverify serviceentitlementbyproduct serial number, useourSerialNumberEntitlement

(SNE) Tool: https://entitlementsearch.juniper.net/entitlementsearch/

Opening a Casewith JTAC

You can open a case with JTAC on theWeb or by telephone.

• Use the Case Management tool in the CSC at https://www.juniper.net/cm/.

• Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).
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For international or direct-dial options in countries without toll-free numbers, see

https://www.juniper.net/support/requesting-support.html.
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CHAPTER 1

OverviewofContrail ServiceOrchestration

• Cloud CPE and SD-WAN Solutions Overview on page 17

• NFV in the Cloud CPE Solution on page 18

• Topology of the Cloud CPE and SD-WAN Solutions on page 22

• Resiliency of the Cloud CPE and SD-WAN Solutions on page 27

• Authentication and Authorization in the Cloud CPE and SD-WANSolutions on page 27

• Architecture of the Contrail Cloud Implementation in the Centralized

Deployment on page 29

• Benefits of the Cloud CPE Solution on page 32

Cloud CPE and SD-WANSolutions Overview

The JuniperNetworksCloudCustomerpremisesequipment (CPE)andSD-WANsolutions

use the Contrail Service Orchestration (CSO) to transform traditional branch networks,

offeringopportunities for high flexibility of thenetwork, rapid introductionof newservices,

automation of network administration, and cost savings. The solutions can be

implemented by service providers for their customers or by Enterprise IT departments in

acampusandbranchenvironment. In thisdocumentation, serviceprovidersandEnterprise

ITdepartmentsarecalled serviceproviders, and theconsumersof their servicesarecalled

customers.

The Cloud CPE solution supports both Juniper Networks and third-party virtualized

network functions (VNFs) that network providers use to create the network services. The

following deployment models are available:

• Cloud CPE Centralized Deployment Model (centralized deployment)

In thecentralizeddeployment, customersaccessnetwork services inaserviceprovider’s

cloud. Sites that access network services in this way are called service edge sites in

this documentation.

• Cloud CPE Distributed Deployment Model (distributed deployment), also known as a

hybridWAN deployment

In the distributed deployment, customers access network services on a CPE device,

located at a customer’s site. These sites are called on-premise sites in this

documentation.
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• A combined centralized and distributed deployment

In this deployment, the network contains both service edge sites and on-premise sites.

A customer can have both cloud sites and tenant sites; however, you cannot share a

network service between the centralized and distributed deployments. If you require

the same network service for the centralized deployment and the distributed

deployment, youmust create two identical network services with different names.

Youmust consider several issues when choosing whether to employ one or both types

of deployment. The centralized deployment offers a fast migration route and this

deployment is the recommendedmodel for sites that can accommodate network

services—particularly security services—in the cloud. In contrast, the distributed

deployment supportsprivatehostingofnetwork servicesonaCPEdeviceatacustomer’s

site, and can be extended to offer software defined wide area networking (SD-WAN)

capabilities. Implementingacombinationnetwork inwhich somesitesuse thecentralized

deployment and some sites use the distributed deployment provides appropriate access

for different sites.

The SD-WAN solution offers a flexible and automated way to route traffic through the

cloud.Similar toadistributeddeployment, this implementationusesCPEdevices located

at on-premise sites to connect to the LAN segments. Hub-and-spoke and full mesh

topologies are supported. The CSO software uses SD-WAN policies and service-level

agreement measurements to differentiate and route traffic for different applications.

One CSO installation can support a combined centralized and distributed deployment

and an SD-WAN solution simultaneously. The same set of CPE devices can be used for

the distributed deployment and the SD-WAN solution. Alternatively, you can implement

only the deployments that you need.

You can either use the solutions as turnkey implementations or connect to other

operational support and business support systems (OSS/BSS) through northbound

Representational State Transfer (REST) APIs.

Related
Documentation

NFV in the Cloud CPE Solution on page 18•

• Topology of the Cloud CPE and SD-WAN Solutions on page 22

• Benefits of the Cloud CPE Solution on page 32

NFV in the Cloud CPE Solution

The Cloud CPE Solution uses the following components for the NFV environment:

• For the centralized deployment:

• NetworkServiceOrchestrator providesETSI-compliantmanagementof the life cycle

of network service instances.

This application includes RESTful APIs that you can use to create andmanage

network service catalogs.

• Contrail OpenStack provides the following functionality:.
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• Underlying software-defined networking (SDN) to dynamically create logical

service chains that form the network services

• NFV infrastructure (NFVI).

• Virtualized infrastructure manager (VIM)

• For the distributed deployment:

• Network Service Orchestrator, together with Network Service Controller, provides

ETSI-compliant management of the life cycle of network service instances.

• Network Service Controller provides service-chaining and the VIM.

• The CPE device provides the NFV infrastructure (NFVI).

Other CSO components connect to Network Service Orchestrator through its RESTful

API:

• Administration Portal, which you use to set up andmanage your virtual network and

customers through a graphical user interface (GUI).

AdministrationPortal offers role-basedaccesscontrol for administratorsandoperators.

Administrators canmake changes; however, operators can only view the portal.

• Customer Portal, a GUI that your customers use to manage sites, CPE devices, and

network services for their organizations.

Customer Portal offers role-based access control for administrators and operators.

Administrators canmake changes; however, operators can only view the portal.

• Designer Tools:

• ConfigurationDesigner,whichyouuse tocreateconfiguration templates for virtualized

network functions (VNFs).When youpublish a configuration template, it is available

for use in Resource Designer.

• Resource Designer, which you use to create VNF packages. A VNF package consists

of a configuration template, specifications for resources. You use configuration

templates that you create with Configuration Designer to design VNF packages.

When you publish a VNF package, it is available for use in Network Service Designer.

• Network Service Designer, which you use to create a network service package. The

package offers a specified performance and provides one or more specific network

functions, such as a firewall or NAT, through one or more specific VNFs.

• Service and InfrastructureMonitor, whichworks with Icinga, an open source enterprise

monitoring system to provide real-time data about the Cloud CPE solution, such as

thestatusof virtualizednetwork functions (VNFs), virtualmachines (VMs), andphysical

servers; informationaboutphysical servers’ resources; componentsofanetwork service

(VNFs and VMs hosting a VNF); counters and other information for VNFs.

The CloudCPE solution extends theNFVmodel through the support of physical network

elements (PNEs). APNE is a networking device in the deployment that you can configure

through CSO, but not use in a service chain. Configuration of the PNE through CSO as

opposed to other software, such as Contrail or Junos OS, simplifies provisioning of the

19Copyright © 2018, Juniper Networks, Inc.

Chapter 1: Overview of Contrail Service Orchestration



physical device through automation. Combining provisioning and configuration for PNEs

and VNFs provides end-to-end automation in network configuration workflows. An

example of a PNE is the MX Series router that acts as an SDN gateway in a centralized

deployment.

In the distributed deployment, VNFs reside on a CPE device located at a customer site.

TheNFX250 is a switch that hosts the vSRXapplication to enable routing and IPSecVPN

access with the service provider’s POP. MX Series routers, configured as provider edge

(PE) routers, provide managed Layer 1 and Layer 2 access andmanaged MPLS Layer 3

access to the POP. Network Service Controller provides the VIM, NFVI, and device

management for the NFX250. Network Service Controller includes Network Activator,

which enables remote activation of the NFX Series device when the site administrator

connects the device and switches it on.

Figure 1 on page 20 illustrates how the components in the Cloud CPE solution interact

and how they comply with the ETSI NFVMANOmodel.

Figure 1: NFV Components of the Cloud CPE Solution
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OSS/BSS applications and Contrail Service Orchestration (CSO) components with

OSS/BSS capabilities send requests to Network Service Orchestrator through its

northbound REST API. Network Service Orchestrator then communicates through its

southboundAPI to thenorthboundAPIof theappropriate, directly connected, component.

Subsequently, eachcomponent in thedeploymentcommunicates through its southbound
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API to the northbound API of the next component in the hierarchy. Components send

responses in the reverse direction.

The following process describes the interactions of the components when a customer

requests the activation of a network service:

1. Customers send requests for activations of network services throughCustomerPortal

or OSS/BSS applications.

2. Service and InfrastructureMonitor is continuously tracking the software components,

hardware components, and processes in the network.

3. Network Service Orchestrator receives requests through its northbound RESTful API

and:

• For the centralized deployment:

a. Accesses information about the network service andassociatedVNFs from their

respective catalogs, and communicates this information to the VIM, which is

provided by Contrail OpenStack.

b. Sends information about the VNF to VNFManager.

• For the distributed deployment, accesses information about the network service

and associated VNFs from their respective catalogs, and communicates this

information to the Network Service Controller.

4. The VIM receives information from Network Service Orchestrator and:

• For the centralized deployment:

• The VIM creates the service chains and associated VMs in the NFVI, which is

provided by the servers andUbuntu. Contrail OpenStack creates oneVM for each

VNF in the service chain.

• VNFManager startsmanaging theVNF instanceswhile theelementmanagement

system (EMS) performs element management for the VNFs.

• For the distributed deployment, Network Service Controller creates the service

chains and associated VMs in the NFVI, which is provided by the CPE device.

5. The network service is activated for the customer.

The PNE fits into the NFVmodel in a similar, though not identical, way to the VNFs.

• For the centralized deployment:

1. Network Service Orchestrator receives the request through its northbound RESTful

API and sends information about the PNE to PNE/VNFManager.

2. PNE/VNFManager receives information from Network Service Orchestrator and

sends information about the PNE to the EMS.
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3. VNFManager starts managing the VNF instances and the EMS starts element

management for the VNFs.

4. The PNE becomes operational.

• For the distributed deployment:

1. Network Service Orchestrator receives the request through its northbound RESTful

API.

2. NetworkServiceController receives information fromNetworkServiceOrchestrator

and starts managing the PNE.

3. The PNE becomes operational.

Related
Documentation

Cloud CPE and SD-WAN Solutions Overview on page 17•

• Topology of the Cloud CPE and SD-WAN Solutions on page 22

• Benefits of the Cloud CPE Solution on page 32

Topology of the Cloud CPE and SD-WANSolutions

Figure 2 on page 23 shows the topology of the Cloud Customer Premises equipment

(CPE) and SD-WAN solutions. You can use one Contrail Service Orchestration (CSO)

installation for all or any of the supported solutions and deployments:

• Cloud CPE solution

• Centralized deployment

• Distributed (also known as hybridWAN) deployment

• Combined centralized and distributed deployment

• SD-WAN solution
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Figure 2: Cloud CPE and SD-WAN Solutions Topology
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Different sites for an enterprise might connect to different regional POPs, depending on

thegeographical locationof thesites.Withinanenterprise, traffic fromasite that connects

to one regional POP travels to a site that connects to another regional POP through the

central POP. A site can connect to the Internet and other external links through either

the regional POP or the central POP.

Service providers use the central server to set up the Cloud CPE solution through

AdministrationPortal. Similarly, customersactivateandmanagenetwork services through

their own dedicated view of Customer Portal on the central server.

Topologies of the Implementations and Deployments

Centralized Deployment

Figure 3 on page 24 illustrates the topology of a centralized deployment. Customers

access network services in a regional cloud through a Layer 3 VPN.
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Figure 3: Centralized Deployment Topology
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The central and regional POPs contain one or more Contrail Cloud implementations.

VNFs reside on Contrail compute nodes and service chains are created in Contrail. You

can choose whether to use the CSOOpenStack Keystone on the central infrastructure

server or the OpenStack Keystone on the Contrail controller node in the central POP to

authenticate CSO operations. The Contrail Cloud implementation provides Contrail

Analytics for this deployment.

The MX Series router in the Contrail Cloud implementation is an SDN gateway and

provides a Layer 3 routing service to customer sites through use of virtual routing and

forwarding (VRF) instances, known in Junos OS as Layer 3 VPN routing instances. A

unique routing table for each VRF instance separates each customer’s traffic from other

customers’ traffic. The MX Series router is a PNE.

Sites can access the Internet directly, through the central POP, or both. Data traveling

from one site to another passes through the central POP.

Distributed Deployment

Figure 4 on page 25 illustrates the topology of a distributed deployment.
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Figure 4: Distributed Deployment Topology
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Each site in a distributed deployment hosts a CPE device onwhich the vSRX application

is installed to provide security and routing services. The Cloud CPE solution supports the

following CPE devices:

• NFX250 Network Services Platform

• SRX Series Services Gateway

• vSRX

The vSRX CPE device can reside at a customer site or in the service provider cloud. In

both cases, you configure the site in CSO as an on-premise site. Authentication of the

vSRX as a CPE device takes place through SSH.

An MX Series router in each regional POP acts as an IPsec concentrator and provider

edge (PE) router for the CPE device. An IPsec tunnel, with endpoints on the CPE device

andMX Series router, enables Internet access from the CPE device. Data flows from one

site to another through a GRE tunnel with endpoints on the PE routers for the sites. The

distributed deployment also supports SD-WAN functionality for traffic steering, based

on 5-tuple (source IP address, source TCP/UDP port, destination IP address, destination

TCP/UDP port and IP protocol) criteria.

Networkadministrators canconfigure theMXSeries router, theGRE tunnel, and the IPsec

tunnel through Administration Portal. Similar to the centralized deployment, the MX

Series router in the distributed deployment is a PNE.

TheCPEdeviceprovides theNFVI,whichsupports theVNFsandservicechains.Customers

can configure sites, CPE devices, and network services with Customer Portal.

TheOpenStackKeystone resideson thecentral infrastructureserverandContrailAnalytics

resides on a dedicated VM or server.
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SD-WANSolution

The SD-WAN solution supports hub-and-spoke and full mesh VPN topologies.

Figure 5 on page 26 shows the topology of the SD-WAN Solution with a hub and spoke

implementation.

Figure 5: SD-WAN Topology

Spoke site 1

Spoke site 2

CPE
device

CPE
device

LAN

LAN

Enterprise 1

g
0
4
3
6
3
1

Region One
POPOne IP/MPLS CORE

Central
POP

CPE

NSO

NSC

Spoke-to-spoke traffic

MultipleWAN links with GRE
or IPsec tunnels

Customer Premises
Equipment

Network Service
Orchestrator

Network Service
Controller

Region One
POP Two

Spoke to Internet traffic

Regional servers
hosting NSC,

Contrail Analytics
and VRR

Regional servers
hosting NSC,
Contrail Analytics
and VRR

Central servers
hosting NSO,

and Contrail Analytics

Internet
Gateway

Enterprise 2

Internet
Gateway

Spoke site A

CPE device CPE device

LAN

Enterprise 1

CPE device

LAN

CPE device

LAN

HUB
device

Spoke site B
LAN

Spoke site 4Spoke site 3

HUB
device

The SD-WAN implementation supports a hub-and-spoke VPN topology, in which CPE

devices reside at the spoke sites. The CPE devices are the same as those used in a

distributed deployment. The hub device, which is anSRXSeries gateway, typically serves

all the spoke sites for all the customers in aPOP. You can, however, dedicate a hubdevice

toa specific tenant. In thehub-and-spoke topology, all traffic fromaLANsegmentpasses

through the hub, whether it is traveling to another of the customer’s sites in the same

POP or to the Internet.

A virtual route reflector (VRR) resides on a VM on each regional microservices server.

During the CSO installation, a VRR is installed on the regional servers. The VRR has a

fixed configuration that you cannot modify. Use of a VRR enhances scaling of the BGP

network with low cost and removes the need for hardware-based route reflectors that

require space in a data center and ongoing maintenance.

Related
Documentation

Cloud CPE and SD-WAN Solutions Overview on page 17•

• NFV in the Cloud CPE Solution on page 18
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• Benefits of the Cloud CPE Solution on page 32

Resiliency of the Cloud CPE and SD-WANSolutions

The Cloud CPE and SD-WAN solutions offer robust implementations with resiliency for

the following features:

• High availability of Contrail Service Orchestration (CSO) infrastructure services and

microservices in a production environment.

Each infrastructureserviceormicroservice residesonmultiplehostsand if anapplication

on the primary host fails, a corresponding application on another host takes over.

Current operations for an application do not recover if a failure occurs; however, any

new operations proceed as normal.

• Support for a centralized Cloud CPE deployment on a Contrail OpenStack instance

that you configure for high availability.

TheContrailOpenStack instance includes threeContrail controller nodes in theContrail

Cloud Platform, and provides resiliency for virtualized infrastructuremanagers (VIMs),

virtualized network functions (VNFs), and network services.

• CSOprovidesadditional resiliency for virtualizednetwork functions (VNFs)andnetwork

services in the Cloud CPE solution. You can enable or disable automatic recovery of a

network service in a centralized deployment. If a network service becomes unavailable

due toaconnectivity issuewithaVNF,NetworkServiceOrchestratormaintainsexisting

instances of the network service in end users’ networks and initiates recreation of the

VNFs. During this recovery process, the end user cannot activate the network service

on additional network links. When the problem is resolved, normal operation resumes

and end users can activate the network service on additional network links.

Enabling automatic recovery improves reliability of the implementation. Conversely,

disabling automatic recovery for a network service allows you to quickly investigate a

problemwith the underlying VNF. By default, automatic recovery of a network service

is enabled.

Related
Documentation

Architecture of the Contrail Cloud Implementation in the Centralized Deployment on

page 29

•

• Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74

• Installing and Configuring the Cloud CPE Solution on page 107

• Cloud CPE and SD-WAN Solutions Overview on page 17

• NFV in the Cloud CPE Solution on page 18

Authentication and Authorization in the Cloud CPE and SD-WANSolutions

The Cloud CPE and SD-WAN solutions use OpenStack Keystone to authenticate and

authorize Contrail Service Orchestration (CSO) operations. You can implement the
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Keystone in several different ways, and you specify which method you use when you

install CSO:

• A CSO Keystone, which is integrated with CSO and resides on the central CSO server.

This option offers enhanced security because the Keystone is dedicated to CSO and

is not shared with any other applications. Consequently, this option is generally

recommended.

• An external Keystone, which resides on a different server to the CSO server:

• The Contrail OpenStack Keystone in the Contrail Cloud Implementation for a

centralized deployment is an example of an external Keystone.

In this case, customers and Cloud CPE infrastructure components use the same

Keystone token.

• You can also use an external Keystone that is specific to your network.

See Table 3 on page 28 for guidelines about using the Keystone options with different

types of deployments.

Table 3: Guidelines for Keystone Options for Different Deployments

Combined deployment

Distributed
Deployment and
SD-WAN
ImplementationCentralized Deployment

• Installation occurs with the CSO
installation.

• You do not need to perform any
configuration after installation for
the distributed portion of the
deployment.

• After installation, youmust configure
service profiles for VIMs in the
centralized portion of the
deployment.

• Installation occurs
with the CSO
installation.

• You do not need to
perform any
configuration after
installation.

• Installation of the Keystone
occurs with the CSO
installation.

• After installation, youmust use
AdministrationPortal or theAPI
to configure a service profile for
each virtualized infrastructure
monitor (VIM).

The CSO Keystone
(recommended)

• Available for the centralized portion
of the deployment.

• Installation occurs with Contrail
OpenStack.

• You specify the IP address and
access details for the Contrail
OpenStack Keystone when you
install CSO.

Not available• InstallationoccurswithContrail
OpenStack

• You specify the IP address and
access details for the Contrail
OpenStack Keystone when you
install CSO.

The Contrail
OpenStackKeystone
on theContrail Cloud
Platform (external
Keystone)

You specify the IP address and access details for your Keystone when you install CSO.Anexternal Keystone
that is specific to
your network.

Related
Documentation

Cloud CPE and SD-WAN Solutions Overview on page 17•
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Architecture of the Contrail Cloud Implementation in the Centralized Deployment

This section describes the architecture of the components in the Contrail Cloud

implementation used in the centralized deployment.

• Architecture of the Contrail Cloud Implementation on page 29

• Architecture of the Servers on page 30

• Architecture of the Contrail Nodes on page 31

Architecture of the Contrail Cloud Implementation

The centralized deployment uses the Contrail Cloud implementation to support the

service provider’s cloud in a network point of presence (POP). The Contrail Cloud

implementation consists of the hardware platforms, including the servers, and Contrail

OpenStack software. Figure 6 on page 29 illustrates the Contrail Cloud implementation.

The Contrail Service Orchestration (CSO) software is installed on one or more servers

in the Contrail Cloud implementation to complete the deployment.

Figure 6: Architecture of Contrail Cloud Implementation
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In the Cloud CPE Centralized Deployment Model:
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• The MX Series router provides the gateway to the service provider’s cloud.

• The EX Series switch provides Ethernet management and Intelligent Platform

Management Interface (IPMI) access for all components of the CloudCPECentralized

Deployment Model. Two interfaces on each server connect to this switch.

• The QFX Series switch provides data access to all servers.

• Thenumberof serversdependson the scaleof thedeploymentand thehighavailability

configuration. Youmust use at least two servers and you can use up to five servers.

• Each server supports four nodes. The function of the nodes depends on the high

availability configuration and the type of POP.

Architecture of the Servers

The configuration of the nodes depends on whether the Contrail Cloud implementation

is in a regional POP or central POP and on the high availability configuration. Each node

is one of the following types:

• Contrail Service Orchestration node, which hosts the Contrail Service Orchestration

software.

• Contrail controller node, which hosts the Contrail controller and Contrail Analytics.

• Contrail computenode,whichhosts theContrailOpenstacksoftwareandthevirtualized

network functions (VNFs).

The Contrail Cloud implementation in a central POP contains all three types of node.

Figure 7 on page 30 shows the configuration of the nodes in the Contrail Cloud

implementation in the central POP for a deployment that offers neither Contrail nor

Contrail Service Orchestration high availability:

• Server 1 supports one Contrail controller node, two Contrail compute nodes, and one

Contrail Service Orchestration node.

• Server 2 and optional servers 3 through 5 each support four Contrail compute nodes.

Figure 7: Architecture of Servers in the Central POP for a Non-Redundant Installation
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Figure 8 on page 31 shows the configuration of the nodes in the Contrail Cloud

implementation in thecentralPOP foradeployment thatoffersbothContrail andContrail

Service Orchestration high availability:

• Servers 1, 2, and 3 each support one Contrail controller node for Contrail redundancy.
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• Servers 1 and 2 each support one Contrail Service Orchestration node for Contrail

Service Orchestration redundancy.

• Other nodes on servers 1, 2, and 3 are Contrail compute nodes. Optional servers 4

through 7 also support Contrail compute nodes.

Figure 8: Architecture of Servers in the Central POP for a Redundant Installation
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The Contrail Cloud implementation in a regional POP contains only Contrail nodes and

not Contrail Service Orchestration nodes. In a deployment that does not offer Contrail

high availability, the regional Contrail Cloud implementations support:

• One Contrail controller node and three Contrail compute nodes on server 1.

• Four Contrail compute nodes on server 2 and on optional servers 3 through 5.

In a deployment that offers Contrail high availability, the regional Contrail Cloud

implementations support:

• One Contrail controller node for Contrail redundancy on servers 1, 2, and 3.

• Three Contrail compute nodes on servers 1, 2, and 3.

• Four Contrail compute nodes on optional servers 4 through 7.

Architecture of the Contrail Nodes

EachContrail controller nodeusesContrail vRouter overUbuntuandkernel-basedvirtual

machine (KVM)as a forwarding plane in the Linux kernel. Use of vRouter on the compute

node separates the deployment’s forwarding plane from the control plane, which is the

SDN Controller in Contrail OpenStack on the controller node. This separation leads to

uninterrupted performance and enables scaling of the deployment. Figure 9 on page 32

shows the architecture of the Contrail controller nodes.
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Figure 9: Architecture of Contrail Controller Nodes

A Contrail compute node hosts Contrail OpenStack, and the VNFs. Contrail OpenStack

resides on the physical server and cannot be deployed in a VM. Each VNF resides in its

own VM. Figure 10 on page 32 shows the architecture of the Contrail compute nodes.

Figure 10: Architecture of Contrail Compute Nodes

Related
Documentation

Topology of the Cloud CPE and SD-WAN Solutions on page 22•

• Resiliency of the Cloud CPE and SD-WAN Solutions on page 27

• Cloud CPE and SD-WAN Solutions Overview on page 17

• NFV in the Cloud CPE Solution on page 18

Benefits of the Cloud CPE Solution

Juniper Networks Cloud Customer Premises Equipment (CPE) solution offers an

automated branch network environment, leading to cost savings over traditional branch

networks, while improving network agility and reducing configuration errors. The

centralized deployment offers a fast migration route through either existing equipment

or a Layer 3 network interface device (NID), and is the recommendedmodel for sites that

can accommodate network services—particularly security services—in the cloud. Use of

a CPE device such as a NFX Series Network Services platform or SRX Series Services

Gateway in the distributed deployment supports private hosting of network services at

a site and offers software defined wide area networking (SD-WAN) capabilities.

Implementingacombinationnetwork inwhichsomesitesuse thecentralizeddeployment
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and some sites use the distributed deployment provides appropriate access for different

sites.

Traditional branch networks use many dedicated network devices with proprietary

software and require extensive equipment refreshes every 3-5 years to accommodate

advances in technology. Both configuration of standard services for multiple sites and

customizationof services for specific sitesare labor-intensiveactivities. Asbranchoffices

rarely employ experienced IT staff on site, companies must carefully plan network

modifications and analyze the return on investment of changes to network services.

In contrast, the Cloud CPE solution enables a branch site to access network services

basedon Juniper Networks and third-party virtualized network functions (VNFs) that run

oncommercial off-the-shelf (COTS) servers located inacentral officeor onaCPEdevice

located at the site. This approachmaximizes the flexibility of the network, enabling use

of standard services and policies across sites and enabling dynamic updates to existing

services. Customization of network services is fast and easy, offering opportunities for

new revenue and quick time tomarket.

Use of generic servers and CPE devices with VNFs leads to capital expenditure (CAPEX)

savings compared to purchasing dedicated network devices. Set up andongoing support

of theequipment requiresminimalworkat thebranchsite: for thecentralizeddeployment,

the equipment resides in a central office, and for the distributed deployment, the CPE

device uses remote activation to initialize, become operational, and obtain configuration

updates. The reduced setup andmaintenance requirements, in addition to automated

configuration, orchestration,monitoring, and recovery of network services, result in lower

operating expenses (OPEX).

Related
Documentation

• Cloud CPE and SD-WAN Solutions Overview on page 17

• NFV in the Cloud CPE Solution on page 18

• Topology of the Cloud CPE and SD-WAN Solutions on page 22
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CHAPTER 2

Specifications

• Number of Sites and VNFs Supported in Contrail Service Orchestration on page 35

• Hardware and Software Required for Contrail Service Orchestration on page 36

• Minimum Requirements for Servers and VMs on page 40

• VNFs Supported by Contrail Service Orchestration on page 52

Number of Sites and VNFs Supported in Contrail Service Orchestration

Contrail ServiceOrchestration supports twoenvironment types: ademonstration (demo)

environment and a production environment. You can deploy the environments with out

without high availability (HA).Table 4 on page 35 shows the number of sites and VNFs

supported for each environment.

Table 4: Number of Sites and VNFs Supported

Number of Sites
Supported for an
SD-WANDeployment

Number of Sites and VNFs
Supported foraDistributed
Solution

NumberofVNFsSupportedfor
a Centralized Deployment

Contrail Service
Orchestration Environment
Type

2525 sites, 2 VNFs per site10 VNFsDemoenvironmentwithoutHA

200, up to 50 full mesh
sites

200 sites, 2 VNFs per site100 VNFs, 20 VNFs per Contrail
compute node

Demo environment with HA

200, up to 50 full mesh
sites

200 sites, 2 VNFs per site500 VNFs, 20 VNFs per Contrail
compute node

Production environment
without HA

30002200 sites, 2 VNFs per site500 VNFs, 20 VNFs per Contrail
compute node

Production environment with
HA

Each environment has different requirements for:

• Thenumberandspecificationofnodeserversandservers.See “MinimumRequirements

for Servers and VMs” on page 40

• Thenumberandspecificationof virtualmachines (VMs). “ProvisioningVMsonContrail

Service Orchestration Nodes or Servers” on page 74
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Related
Documentation

Minimum Requirements for Servers and VMs on page 40•

• Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74

• Hardware and Software Required for Contrail Service Orchestration on page 36

Hardware and Software Required for Contrail Service Orchestration

Contrail Service Orchestration requires commercial off-the-shelf (COTS) node servers

or servers, specific network devices, and specific software versions. These sections list

the hardware and software that are required and have been tested for Contrail Service

Orchestration.

• Node Servers and Servers Tested in Contrail Service Orchestration on page 36

• Network Devices and Software Tested in the Centralized Deployment on page 37

• Network Devices and Software Tested in theHybridWANDistributedDeployment and

the SD-WAN Implementation on page 38

Node Servers and Servers Tested in Contrail Service Orchestration

You use COTS node servers or servers for the following functions:

• Contrail Service Orchestration (CSO) central and regional servers

• Contrail Analytics servers

• Contrail controller and compute nodes in the centralized deployment

Table 5 on page 36 lists the node servers and servers that have been tested for these

functions.

Table 5: COTS Node Servers and Servers Tested in Contrail Service Orchestration

TypeModelVendorOption

Multinode server accepting 4 nodesT41S-2U 4-Node serverQuantaPlex1

Multinode server accepting 4 nodesSuperServer Model
SYS-2028TPHC1TR-OTO-4

Supermicro2

1U rack-mounted serverPowerEdge R420 rack serverDell3

Table 6 on page 37 shows the software that has been tested for COTS servers used in

Contrail Service Orchestration. Youmust use these specific versions of the software

when you deploy Contrail Service Orchestration.
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Table 6: Software Tested for the COTS Nodes and Servers

VersionDescription

Ubuntu 14.04.5 LTS

NOTE: Ensure that you do a fresh install of Ubuntu 14.04.5 LTS on the CSO
servers in yourdeploymentbecauseupgrading fromapreviousversion toUbuntu
14.04.5 LTSmight cause issues with the installation.

Operating system for all COTS nodes and
servers

• Ubuntu 14.04.5 LTS for VMs that you configure manually and not with the
provisioning tool

• The provisioning tool installs Ubuntu 14.04.5 LTS in all VMs.

Operating system for VMs on CSO servers

• Centralized deployment: Contrail Cloud Platform Release 3.2.5 , or VMware
ESXi Version 5.5.0

• Distributed deployment: KVM provided by the Ubuntu operating system on
the server or VMware ESXi Version 5.5.0

Hypervisor on CSO servers

Secure File Transfer Protocol (SFTP)Additional software for CSO servers

Contrail Cloud Platform Release 3.2.5 with Heat v2 APIsSoftware defined networking (SDN) for a
centralized deployment

Contrail Release 4.0.2Contrail Analytics

Network Devices and Software Tested in the Centralized Deployment

Table 7 on page 37 shows the network devices that have been tested for the centralized

deployment.

Table 7: Network Devices Tested for the Centralized Deployment

QuantityModelDeviceFunction

1MX80-48T router with
two 10-Gigabit Ethernet XFP optics

Juniper Networks MX Series 3D
Universal Edge Router

SDN gateway router

1EX3300-48T switch with:

• 48 10/100/1000-Gigabit Ethernet interfaces

• 4 built-in 10-Gigabit Ethernet SFP transceiver
interfaces

Juniper Networks EX Series
Ethernet Switch

Management switch

1QFX 5100-48S-AFI switch with:

• 48 SFP+ transceiver interfaces

• 6 QSFP+ transceiver interfaces

Juniper Networks QFX Series
Switch

Data switch

Table 8 on page 38 shows the software tested for the centralized deployment. Youmust

use thesespecific versionsof thesoftwarewhenyou implementacentralizeddeployment.
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Table 8: Software Tested in the Centralized Deployment

Software and VersionFunction

Junos OS Release 14.2R3Operating system for MX Series router

Junos OS Release 13.2X51-D38Operating system for QFX Series switch

KVM provided by the Ubuntu operating system on the server or
VMware ESXi Version 5.5.0

Hypervisor on CSO servers

EMSmicroservice

JunosSpaceNetworkManagementPlatformRelease 15.1R1 (See
“VNFs Supported by Contrail Service Orchestration” on page 52
for VNFs that require this product)

Element management system software

Contrail Release 3.2.5 with OpenStack MitakaSoftware defined networking (SDN), including Contrail
Analytics, for a centralized deployment

OpenStack MitakaVirtualized infrastructuremanager (VIM)andvirtualmachine
(VM) orchestration

OpenStack MitakaAuthentication and Authorization

CSO Release 3.2Network Functions Virtualization (NFV)

Network Devices and Software Tested in the HybridWANDistributed Deployment and the
SD-WAN Implementation

Table 9 on page 38 shows the network devices that have been tested for the distributed

deployment and the SD-WAN implementation.

Table 9: Network Devices Tested for the Distributed Deployment and SD-WAN Implementation

QuantityModelDeviceFunction

—• MX960,MX480,orMX240routerwithMultiservices
MPC line card

• MX80 or MX104 router with Multiservices MIC line
card

• Other MX Series routers with anMultiservices MPC
or Multiservices MIC line card

SeeMPCs Supported byMXSeries Routers and
MICs Supported by MX Series Routers for
information about MXSeries routers that support
Multiservices MPC and MIC line cards.

Juniper Networks MX Series
3D Universal Edge Router

PE router and IPsec
concentrator (HybridWAN
distributed deployment
only)
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Table 9: Network Devices Tested for the Distributed Deployment and SD-WAN Implementation (continued)

QuantityModelDeviceFunction

—• MX Series router with Multiservices MIC line card.

SeeMPCs Supported byMXSeries Routers and
MICs Supported by MX Series Routers for
information about MXSeries routers that support
Multiservices MPC and MIC line cards.

• SRX1500Services Gateway

• SRX4100 Services Gateway

• SRX4200 Services Gateway

Juniper Networks MX Series
3D Universal Edge Router

JuniperNetworksSRXSeries
Services Gateway

Cloud hub device
(SD-WANimplementation
only)

—• SRX1500 Services Gateway

• SRX4100 Services Gateway

• SRX4200 Services Gateway

JuniperNetworksSRXSeries
Services Gateway

On-premise hub device
(SD-WANimplementation
only)

1 per
customer
site

• NFX250-LS1 device

• NFX250-S1 device

• NFX250-S2 device

• SRX300 Services Gateway

• SRX320 Services Gateway

• SRX340 Services Gateway

• SRX345 Services Gateway

• vSRX

• NFX250 Series Network
Services Platform

• SRX Series Services
Gateway

• vSRX on an x86 server

(HybridWANdeployment)
or spoke device (SD-WAN
implementation)

Table 10 onpage 39 shows the software tested for the distributed deployment. Youmust

use thesespecific versionsof thesoftwarewhenyou implementadistributeddeployment.

Table 10: Software Tested in the Distributed Deployment and SD-WAN Solution

Software and VersionFunction

KVM provided by the Ubuntu operating system on the
server or VMware ESXi Version 5.5.0

Hypervisor on CSO servers

OpenStack MitakaAuthentication and Authorization

CSO Release 3.2Network Functions Virtualization (NFV)

Contrail Release 4.0.2.35Contrail Analytics

Junos OS Release 15.1X53-D47NFX Software

vSRX KVM Appliance 15.1X49-D123Routing and Security for NFX250 device

vSRX KVM Appliance 15.1X49-D123Operating system for vSRX used as a CPE device on an x86 server

Junos OS Release 15.1X49-D123Operating system for SRX Series Services Gateway used as a CPE
device or spoke device
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Table 10: Software Tested in the Distributed Deployment and SD-WAN Solution (continued)

Software and VersionFunction

Junos OS Release 16.1R3.00Operating system for MX Series router used as PE router

Junos OS Release 16.1R5.00Operating system for MX Series Router used as a hub device for an
SD-WAN implementation

Junos OS Release 15.1X49-D123Operating system for SRX Series Services Gateway used as a hub
device for an SD-WAN implementation

Related
Documentation

Minimum Requirements for Servers and VMs on page 40•

MinimumRequirements for Servers and VMs

• MinimumHardware Requirements for Node Servers and Servers on page 40

• Minimum Requirements for VMs on CSO Node Servers or Servers on page 42

MinimumHardware Requirements for Node Servers and Servers

For information about the makes andmodels of node servers and servers that you can

use in Contrail Service Orchestration, see Table 5 on page 36. When you obtain node

servers and servers for Contrail Service Orchestration, we recommend that you:

• Select hardware that wasmanufactured within the last year.

• Ensure that you have active support contracts for servers so that you can upgrade to

the latest firmware and BIOS versions.

Table 11 on page40 shows the specification for the nodes and servers for Contrail Service

Orchestration.

Table 11: Specification for Nodes and Servers

RequirementItem

Greater than 1 TB of one of the following types:

• Serial Advanced Technology Attachment (SATA)

• Serial Attached SCSI (SAS)

• Solid-state drive (SSD)

Storage

One 64-bit dual processor, type Intel Sandybridge, such as Intel Xeon E5-2670v3@ 2.4 Ghz or
higher specification

CPU

One 1-Gigabit Ethernet or 10-Gigabit Ethernet interfaceNetwork interface

The number of node servers and servers that you require depends on whether you are

installingademonstration (demo)or aproductionenvironment, andwhether you require

high availability (HA).
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Table 12 on page 41 shows the required hardware specifications for node servers and

servers in the supported environments. The server specifications are slightly higher than

the sum of the virtual machine (VM) specifications listed in “MinimumRequirements for

VMs on CSO Node Servers or Servers” on page 42, because some additional resources

are required for the system software.

Table 12: Server Requirements

Production
EnvironmentwithHA

Production
Environmentwithout
HA

Demo Environment
with HA

Demo
Environment
without HAFunction

Contrail Service Orchestration (CSO) Servers

NOTE: If you use a demo environment without HA and with virtualized network functions (VNFs) that require Junos Space as
the Element Management System (EMS), youmust install Junos Space on a VM on another server. This server specification
for a demo environment without HA does not accommodate Junos Space. For information on Junos Space VM requirements,
see Table 13 on page 42.

6

• 3 central servers

• 3 regional servers

2

• 1 central server

• 1 regional server

31Numberofnodesor servers

48484848vCPUs per node or server

256 GB256 GB256 GB256 GBRAM per node or server

Contrail Analytics Servers for a Hybrid WAN or SD-WAN Deployment

31None—Contrail
Analytics is in a VM

None—Contrail
Analytics is in a VM

Number of servers

4848——vCPUs per node or server

256 GB256 GB——RAM per node or server

Contrail Cloud Platform for a Centralized Deployment

4–28

• 3 nodes for Contrail
controller and
analytics

• 1–25 Contrail
compute nodes

4–28

• 3 nodes for Contrail
controller and
analytics

• 1–25 Contrail
compute nodes

4–8

• 3 nodes for Contrail
controller and
analytics

• 1–4 Contrail
compute nodes

1Numberofnodesor servers

48484816vCPUs per node or server

256 GB256 GB256 GB64 GBRAM per node or server

Total Numbers of Servers

10–346–307–112Centralized deployment
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Table 12: Server Requirements (continued)

Production
EnvironmentwithHA

Production
Environmentwithout
HA

Demo Environment
with HA

Demo
Environment
without HAFunction

9331HybridWAN or SD-WAN

MinimumRequirements for VMs on CSONode Servers or Servers

The number andminimum requirements for CSO VMs depends on the deployment

environment and whether or not you use HA:

• For a demo environment without HA, see Table 13 on page 42.

• For a demo environment with HA, see Table 14 on page 43.

• For a production environment without HA, see Table 15 on page 46.

• For a production environment with HA, see Table 16 on page 47.

For information about the ports that must be open on all VMs for all deployment

environments, see Table 17 on page 50.

Table 13 on page 42 shows complete details about the VMs for a demo environment

without HA.

Table 13: Details of VMs for a Demo Environment

Resources RequiredComponents That Installer Places in VMName of VM

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

—csp-installer-vm

• 4 CPU

• 32 GB RAM

• 200 GB hard disk storage

Third-party applications used as infrastructure
services

csp-central-infravm

• 4 vCPUs

• 32 GB RAM

• 200 GB hard disk storage

All microservices, including GUI applicationscsp-central-msvm

• 4 vCPUs

• 24 GB RAM

• 200 GB hard disk storage

Third-party applications used as infrastructure
services

csp-regional-infravm

• 4 vCPUs

• 24 GB RAM

• 200 GB hard disk storage

All microservices, including GUI applicationscsp-regional-msvm
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Table 13: Details of VMs for a Demo Environment (continued)

Resources RequiredComponents That Installer Places in VMName of VM

• 4 vCPUs

• 8 GB RAM

• 300 GB hard disk storage

Load balancer for device to Fault Management
Performance Management (FMPM)microservice
connectivity

csp-regional-sblb

• 4 vCPUs

• 16 GB RAM

• 200 GB hard disk storage

Junos Space Virtual Appliance and
database—required only if you deploy virtualized
network functions (VNFs) that use this EMS

csp-space-vm

• 8 vCPUs

• 48 GB RAM

• 500 GB hard disk storage

Contrail Analytics for a distributed deployment

Foracentralizedor combineddeployment, youuse
Contrail Analytics in the Contrail Cloud Platform.

csp-contrailanalytics-1

• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk storage

Virtual route reflector (VRR)csp-vrr-vm

• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk storage

Central K8 Master VMcsp-central-k8mastervm

• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk storage

Regional K8 Master VMcsp-regional-k8mastervm

NOTE: For non-HA demo configurations, we recommend one server with 48
vCPUs and 256 GB RAM. Non-HA demo configurations have been validated
with a server with 24 vCPUs and 256GB RAM, but performance issuesmay
occur over longer periods of time.

Table 14 on page 43 shows complete details about the VMs for a demo environment

with HA.

Table 14: Details of VMs for a Demo Environment with HA

Resources RequiredComponents That Installer Places in VMName of VM or Microservice
Collection

• 4 vCPUs

• 48 GB RAM

• 300 GB hard disk storage

—csp-installer-vm

• 4 vCPUs

• 32 GB RAM

• 500 GB hard disk storage

Third-partyapplicationsusedas infrastructure
services

csp-central-infravm1
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Table 14: Details of VMs for a Demo Environment with HA (continued)

• 4 vCPUs

• 32 GB RAM

• 500 GB hard disk storage

Third-partyapplicationsusedas infrastructure
services

csp-central-infravm2

• 4 vCPUs

• 32 GB RAM

• 500 GB hard disk storage

Third-partyapplicationsusedas infrastructure
services

csp-central-infravm3

• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm1

• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm2

• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm3

• 8 CPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI applicationscsp-central-msvm1

• 8 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI applicationscsp-central-msvm2

• 8 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI applicationscsp-central-msvm3

• 4 vCPUs

• 32 GB RAM

• 500 GB hard disk storage

Third-partyapplicationsusedas infrastructure
services

csp-regional-infravm1

• 4 vCPUs

• 32 GB RAM

• 500 GB hard disk storage

Third-partyapplicationsusedas infrastructure
services

csp-regional-infravm2

• 4 vCPUs

• 32 GB RAM

• 500 GB hard disk storage

Third-partyapplicationsusedas infrastructure
services

csp-regional-infravm3

• 8 CPUs

• 32 GB RAM

• 500 GB hard disk storage

All microservices, including GUI applicationscsp-regional-msvm1
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Table 14: Details of VMs for a Demo Environment with HA (continued)

• 8 CPUs

• 32 GB RAM

• 500 GB hard disk storage

All microservices, including GUI applicationscsp-regional-msvm2

• 8 CPUs

• 32 GB RAM

• 500 GB hard disk storage

All microservices, including GUI applicationscsp-regional-msvm3

• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm1

• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm2

• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm3

• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk storage

Junos Space Virtual Appliance and
database—required only if you deploy VNFs
that use this EMS

csp-space-vm

• 16 vCPUs

• 48 GB RAM

• 300 GB hard disk storage

Contrail Analytics for adistributeddeployment

Foracentralizedor combineddeployment, you
use Contrail Analytics in the Contrail Cloud
Platform.

csp-contrailanalytics-1

• 4 vCPUs

• 24 GB RAM

• 300 GB hard disk storage

Loadbalancer fordevice toFMPMmicroservice
connectivity

csp-regional-sblb1

• 4 vCPUs

• 24 GB RAM

• 300 GB hard disk storage

Loadbalancer fordevice toFMPMmicroservice
connectivity

csp-regional-sblb2

• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk storage

Virtual route reflector (VRR)csp-vrr-vm

Table 15 on page 46 shows complete details about the VMs required for a production

environment without HA.
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Table 15: Details of VMs for a Production EnvironmentWithout HA

Resources RequiredComponents That Installer Places in VM
NameofVMorMicroservice
Collection

• 4 vCPUs

• 64 GB RAM

• 300 GB hard disk storage

—csp-installer-vm

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third -party applications used as
infrastructure services

csp-central-infravm

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI applicationscsp-central-msvm

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third -party applications used as
infrastructure services

csp-regional-infravm

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI applicationscsp-regional-msvm

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load balancer for device to microservice
connectivity

csp-regional-sblb

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Junos Space Virtual Appliance and
database—required only if you deploy VNFs
that use this EMS

csp-space-vm

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-central-elkvm

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-regional-elkvm

• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk storage

VRRcsp-vrr-vm

• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk storage

Central K8 Master VMcsp-central-k8mastervm

Copyright © 2018, Juniper Networks, Inc.46

Contrail Service Orchestration Deployment Guide



Table 15: Details of VMs for a Production EnvironmentWithout HA (continued)

Resources RequiredComponents That Installer Places in VM
NameofVMorMicroservice
Collection

• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk storage

Regional K8 Master VMcsp-regional-k8mastervm

• 4 vCPUs

• 256 GB RAM

• 300 GB hard disk storage

Contrail Analytics for a distributed
deployment.

For a centralized or combined deployment,
you use Contrail Analytics in the Contrail
Cloud Platform.

csp-contrailanalytics-1

Table 16onpage47 showscompletedetails about theVMs for aproduction environment

with HA.

Table 16: Details of VMs for a Production Environment with HA

Resources RequiredComponents That Installer Places in VMName of VM or Microservice
Collection

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

—csp-installer-vm

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-central-infravm1

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-central-infravm2

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-central-infravm3

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm1

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm2

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm3
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Table 16: Details of VMs for a Production Environment with HA (continued)

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Allmicroservices, includingGUIapplicationscsp-central-msvm1

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Allmicroservices, includingGUIapplicationscsp-central-msvm2

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Allmicroservices, includingGUIapplicationscsp-central-msvm3

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-regional-infravm1

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-regional-infravm2

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-regional-infravm3

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Allmicroservices, includingGUIapplicationscsp-regional-msvm1

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Allmicroservices, includingGUIapplicationscsp-regional-msvm2

• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Allmicroservices, includingGUIapplicationscsp-regional-msvm3

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm1

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm2

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm3
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Table 16: Details of VMs for a Production Environment with HA (continued)

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Junos Space Virtual Appliance and
database—required only if you deploy VNFs
that use this EMS

csp-space-vm

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-central-elkvm1

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-central-elkvm2

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-central-elkvm3

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-regional-elkvm1

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-regional-elkvm2

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-regional-elkvm3

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load balancer for device to FMPM
microservice connectivity

csp-regional-sblb1

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load balancer for device to FMPM
microservice connectivity

csp-regional-sblb2

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load balancer for device to FMPM
microservice connectivity

csp-regional-sblb3

• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Virtual route reflector (VRR)csp-vrr-vm

Table 17 on page 50 shows the ports that must be open on all CSO VMs to enable the

following types of CSO communications:

• External—CSO user interface (UI) and CPE connectivity
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• Internal—Between CSO components

The provisioning tool opens these ports on each VM; however, if you provision the VMs

manually, you must manually open the ports on each VM.

Table 17: Ports to Open on CSO VMs

Port FunctionCSO Communication TypePort Number

SSHExternal and internal22

HAProxyInternal80

Network Service DesignerExternal83

BGP for VRRExternal179

HTTPS, including Administration Portal and Customer
Portal

External and internal443

Syslog receiving portInternal514

Cassandra Java Virtual Machine (JVM)Internal1414

HAProxy status pageExternal1936

Icinga serviceExternal1947

ZooKeeper clientInternal2181

etcd client communicationInternal2379

etcd peerInternal2380

ZooKeeper followerInternal2888

GrafanaExternal3000

MySQLInternal3306

Contrail Analytics Syslog receiving portExternal3514

ZooKeeper leaderInternal3888

SkyDNS etcd discoverInternal4001

Salt communicationsInternal4505, 4506

Keystone publicExternal5000

BeatsInternal5044
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Table 17: Ports to Open on CSO VMs (continued)

Logstash UDPInternal5543

Kibana UIExternal5601

Icinga APIInternal5665

icinga nrpeInternal5666

RabbitMQ SSL listenerInternal5671

RabbitMQ clientInternal5672

Swift Object ServerInternal6000

Swift Container ServerInternal6001

Swift Account ServerInternal6002

RedisInternal6379

Virtualized Network Function manager (VNFM)Internal6543

Device connectivityExternal7804

Network Service OrchestratorInternal8006

Notification engineInternal8016

cAdvisorInternal8080

Device Management Service (DMS) centralInternal8082

Activation Service (AS) centralInternal8083

DMS SchemaInternal8085

Contrail AnalyticsInternal8086

Generic containerInternal8090, 8091

ArangoDBInternal8529

Cassandra native transportInternal9042

Swift Proxy ServerInternal9090

xmltec-xmlmail tcpInternal9091

HA proxy exporterExternal and internal9101
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Table 17: Ports to Open on CSO VMs (continued)

jetdirectInternal9102

CassandraInternal9160

ElasticsearchInternal9200

kubelet healthzInternal10248

Logstash TCPInternal15100

RabbitMQmanagementInternal15672

Kubernetes service node rangeInternal30000-32767

PrometheusExternal30900

Keystone privateInternal35357

Related
Documentation

Hardware and Software Required for Contrail Service Orchestration on page 36•

• Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74

VNFs Supported by Contrail Service Orchestration

Contrail ServiceOrchestration supports the JuniperNetworks and third-partyVNFs listed

in Table 18 on page 52.

Table 18: VNFs Supported by Contrail Service Orchestration

Element Management
System Support

Deployment Model
Support

Network Functions
SupportedVersionVNF Name

Element Management
System (EMS)
microservice, which is
included with Contrail
Service Orchestration
(CSO)

• Centralized deployment

• Distributed deployment
supports NAT, and
firewall

• Network Address
Translation (NAT)

• Demonstration
version of Deep
Packet Inspection
(DPI)

• Firewall

vSRX KVM
Appliance
15.1X49-D123

JuniperNetworksvSRX

EMSmicroserviceCentralized deployment• NAT

• Firewall

14.04LxCIPtable (a free,
third party VNF based
on Linux IP tables

Junos Space Network
Management Platform

Centralized deploymentFirewall3.15.0Cisco Cloud Services
Router 1000V Series
(CSR-1000V)

EMSmicroserviceDistributed deployment,
NFX250 platform only

WAN optimization9.2.0Riverbed SteelHead
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Table 18: VNFs Supported by Contrail Service Orchestration (continued)

Element Management
System Support

Deployment Model
Support

Network Functions
SupportedVersionVNF Name

EMSmicroserviceDistributed deployment,
NFX250 platform only

WAN optimizationVXOA
8.0.5.0_61631

Silver Peak VX

Youmust upload VNFs to the Contrail Cloud Platform for the centralized deployment

after you install Contrail Service Orchestration. You upload the VNF images for the

distributed deployment through Administration Portal or API calls.

You can use these VNFs in service chains and configure some settings for VNFs for a

service chain inNetworkServiceDesigner. You can then view those configuration settings

for anetwork service inAdministrationPortal. Customerscanalsoconfigure somesettings

for the VNFs in their network services through Customer Portal. VNF configurations that

customers specify in Customer Portal override VNF configurations that the person who

designs network services specifies in Network Service Designer.

Related
Documentation

• Uploading the vSRX VNF Image for a Centralized Deployment on page 122

• Uploading the LxCIPtable VNF Image for a Centralized Deployment on page 123

• Uploading theCiscoCSR-1000VVNF Image for aCentralizedDeployment onpage 125

• Installing Licenses with the License Tool on page 128
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CHAPTER 3

Installing and Configuring the Network
Devices and Servers for a Centralized
Deployment

• Cabling the Hardware for the Centralized Deployment on page 55

• Configuring the EX Series Ethernet Switch for the Contrail Cloud Implementation in a

Centralized Deployment on page 58

• Configuring the QFX Series Switch for the Contrail Cloud Implementation in a

Centralized Deployment on page 59

• Configuring theMXSeriesRouter in theContrail Cloud Implementation for aCentralized

Deployment on page 61

• Configuring the Physical Servers and Nodes for the Contrail Cloud Implementation in

a Centralized Deployment on page 63

Cabling the Hardware for the Centralized Deployment

This section describes how to connect cables among the network devices and servers

in theContrailCloud implementation.SeeArchitectureof theContrailCloud Implementation

in the Centralized Deployment for more information.

To cable the hardware:

1. Connect cables from the EX Series switch to the other devices in the network.

See Table 19 on page 56 for information about the connections for the EX Series

switch.

2. Connect cables from the QFX Series switch to the other devices in the network.

See Table 20 on page 56 for information about the connections for the QFX Series

switch.

3. Connect cables from the MX Series router to the other devices in the network.

See Table 21 on page 57 for information about the connections for the MX Series

router.
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Table 19: Connections for EX Series Switch

Interface on Destination DeviceDestination DeviceInterface on EX Series Switch

ge-0/0/41EX Series switcheth0 (management interface)

IPMIServer 1ge-0/0/0

IPMIServer 2ge-0/0/1

IPMIServer 3ge-0/0/2

IPMIServer 4ge-0/0/3

IPMIServer 5ge-0/0/4

IPMIServer 6ge-0/0/5

IPMIServer 7ge-0/0/6

eth0Server 1ge-0/0/20

eth0Server 2ge-0/0/21

eth0Server 3ge-0/0/22

eth0Server 4ge-0/0/23

eth0Server 5ge-0/0/24

eth0Server 6ge-0/0/25

eth0Server 7ge-0/0/26

eth0 (management interface)EX Series switchge-0/0/41

eth0 (management interface)QFX Series switchge-0/0/42

fxp0MX Series routerge-0/0/44

ge-1/3/11MX Series routerge-0/0/46

eth1Server 1ge-0/0/47

Table 20: Connections for QFX Series Switch

InterfaceonDestinationDeviceDestination DeviceInterface on QFX Series Switch

ge-0/0/42EX Series switcheth0 (management interface)
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Table 20: Connections for QFX Series Switch (continued)

InterfaceonDestinationDeviceDestination DeviceInterface on QFX Series Switch

eth2Server 1xe-0/0/0

eth2Server 2xe-0/0/1

eth2Server 3xe-0/0/2

eth2Server 4xe-0/0/3

eth2Server 5xe-0/0/4

eth2Server 6xe-0/0/5

eth2Server 7xe-0/0/6

eth3Server 1xe-0/0/20

eth3Server 2xe-0/0/21

eth3Server 3xe-0/0/22

eth3Server 4xe-0/0/23

eth3Server 5xe-0/0/24

eth3Server 6xe-0/0/24

eth3Server 7xe-0/0/25

xe-0/0/0MX Series routerxe-0/0/46

xe-0/0/1MX Series routerxe-0/0/47

Table 21: Connections for MX Series Router

Interface on Destination
DeviceDestination DeviceInterface onMX Series Router

ge-0/0/44EX Series switchfxp0 (management interface)

ge-0/0/46EX Series switchge-1/3/11

xe-0/0/46QFX Series switchxe-0/0/0

xe-0/0/47QFX Series switchxe-0/0/1

–Service provider’s device at the cloudge-1/0/0 and ge-1/0/1 or xe-0/0/2 and
xe-0/0/3, depending on the network
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Related
Documentation

NFV in the Cloud CPE Solution on page 18•

• Configuring the EX Series Ethernet Switch for the Contrail Cloud Implementation in a

Centralized Deployment on page 58

• Configuring the QFX Series Switch for the Contrail Cloud Implementation in a

Centralized Deployment on page 59

• Configuring theMXSeriesRouter in theContrail Cloud Implementation for aCentralized

Deployment on page 61

• Configuring the Physical Servers and Nodes for the Contrail Cloud Implementation in

a Centralized Deployment on page 63

Configuring the EX Series Ethernet Switch for the Contrail Cloud Implementation in a
Centralized Deployment

Before you configure the EX Series switch, complete any basic setup procedures and

install the correct Junos OS software release on the switch.

To configure the EX Series switch:

1. Define VLANs for the IPMI ports. For example:

user@switch# set interfaces interface-range ipmimember-range ge-0/0/0 to
ge-0/0/19

user@switch# set interfaces interface-range ipmi unit 0 family ethernet-switching
port-mode access

user@switch# set interfaces interface-range ipmi unit 0 family ethernet-switching
vlanmembers ipmi

user@switch# set interfaces vlan unit 60 family inet address 172.16.60.254/24
user@switch# set vlans ipmi vlan-id 60
user@switch# set vlans ipmi l3-interface vlan.60

2. Define a VLAN for the management ports. For example:

user@switch# set interfaces interface-rangemgmtmember-range ge-0/0/20 to
ge-0/0/46

user@switch# set interfaces interface-rangemgmt unit 0 family ethernet-switching
port-mode access

user@switch# set interfaces interface-rangemgmt unit 0 family ethernet-switching
vlanmembersmgmt

user@switch# set interfaces vlan unit 70 family inet address 172.16.70.254/24
user@switch# set vlansmgmt vlan-id 70
user@switch# set vlansmgmt l3-interface vlan.70

3. Define a static route for external network access. For example:

user@switch# set routing-options static route 0.0.0.0/0 next-hop 172.16.70.253

Related
Documentation

Hardware and Software Required for Contrail Service Orchestration on page 36•
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• Configuring the QFX Series Switch for the Contrail Cloud Implementation in a

Centralized Deployment on page 59

• Configuring theMXSeriesRouter in theContrail Cloud Implementation for aCentralized

Deployment on page 61

Configuring the QFX Series Switch for the Contrail Cloud Implementation in a
Centralized Deployment

Before you configure the QFX Series switch, complete any basic setup procedures and

install the correct Junos OS software release on the switch.

To configure the QFX Series switch:

1. Configure the IP address of the Ethernet management port. For example:

user@switch# set interfaces vme unit 0 family inet address 172.16.70.251/24

2. Configure integrated routing and bridging (IRB). For example:

user@switch# set interfaces irb unit 80 family inet address 172.16.80.254/24

3. Configure a link aggregation group (LAG) for each pair of server ports. For example:

user@switch# set interfaces xe-0/0/0 ether-options 802.3ad ae0
user@switch# set interfaces xe-0/0/20 ether-options 802.3ad ae0
user@switch# set interfaces ae0mtu 9192
user@switch# set interfaces ae0 aggregated-ether-options lacp active
user@switch# set interfaces ae0 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae0 unit 0 family ethernet-switching interface-mode
access

user@switch# set interfaces ae0unit 0 family ethernet-switching vlanmembers data

user@switch# set interfaces xe-0/0/1 ether-options 802.3ad ae1
user@switch# set interfaces xe-0/0/21 ether-options 802.3ad ae1
user@switch# set interfaces ae1mtu 9192
user@switch# set interfaces ae1 aggregated-ether-options lacp active
user@switch# set interfaces ae1 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae1 unit 0 family ethernet-switching interface-mode
access

user@switch# set interfaces ae1 unit 0 family ethernet-switching vlanmembers data

user@switch# set interfaces xe-0/0/2 ether-options 802.3ad ae2
user@switch# set interfaces xe-0/0/22 ether-options 802.3ad ae2
user@switch# set interfaces ae2mtu 9192
user@switch# set interfaces ae2 aggregated-ether-options lacp active
user@switch# set interfaces ae2 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae2 unit 0 family ethernet-switching interface-mode
access

user@switch# set interfaces ae2 unit 0 family ethernet-switching vlanmembers data

user@switch# set interfaces xe-0/0/3 ether-options 802.3ad ae3
user@switch# set interfaces xe-0/0/23 ether-options 802.3ad ae3
user@switch# set interfaces ae3mtu 9192
user@switch# set interfaces ae3 aggregated-ether-options lacp active
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user@switch# set interfaces ae3 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae3 unit 0 family ethernet-switching interface-mode
access

user@switch# set interfaces ae3 unit 0 family ethernet-switching vlanmembers data

user@switch# set interfaces xe-0/0/4 ether-options 802.3ad ae4
user@switch# set interfaces xe-0/0/24 ether-options 802.3ad ae4
user@switch# set interfaces ae4mtu 9192
user@switch# set interfaces ae4 aggregated-ether-options lacp active
user@switch# set interfaces ae4 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae4 unit 0 family ethernet-switching interface-mode
access

user@switch# set interfaces ae4unit 0 family ethernet-switching vlanmembers data

user@switch# set interfaces xe-0/0/5 ether-options 802.3ad ae5
user@switch# set interfaces xe-0/0/25 ether-options 802.3ad ae5
user@switch# set interfaces ae5mtu 9192
user@switch# set interfaces ae5 aggregated-ether-options lacp active
user@switch# set interfaces ae5 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae5 unit 0 family ethernet-switching interface-mode
access

user@switch# set interfaces ae5 unit 0 family ethernet-switching vlanmembers data

user@switch# set interfaces xe-0/0/6 ether-options 802.3ad ae6
user@switch# set interfaces xe-0/0/26 ether-options 802.3ad ae6
user@switch# set interfaces ae6mtu 9192
user@switch# set interfaces ae6 aggregated-ether-options lacp active
user@switch# set interfaces ae6 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae6 unit 0 family ethernet-switching interface-mode
access

user@switch# set interfaces ae6unit 0 family ethernet-switching vlanmembers data

user@switch# set interfaces xe-0/0/7 ether-options 802.3ad ae7
user@switch# set interfaces xe-0/0/27 ether-options 802.3ad ae7
user@switch# set interfaces ae7mtu 9192
user@switch# set interfaces ae7 aggregated-ether-options lacp active
user@switch# set interfaces ae7 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae7 unit 0 family ethernet-switching interface-mode
access

user@switch# set interfaces ae7 unit 0 family ethernet-switching vlanmembers data

user@switch# set interfaces xe-0/0/8 ether-options 802.3ad ae8
user@switch# set interfaces xe-0/0/28 ether-options 802.3ad ae8
user@switch# set interfaces ae8mtu 9192
user@switch# set interfaces ae8 aggregated-ether-options lacp active
user@switch# set interfaces ae8 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae8 unit 0 family ethernet-switching interface-mode
access

user@switch# set interfaces ae8unit 0 family ethernet-switching vlanmembers data

4. Configure a VLAN for data transmission. For example:

user@switch# set vlans data vlan-id 80
user@switch# set vlans data l3-interface irb.80

5. Configure OSPF routing. For example:
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user@switch# set interfaces irb unit 80 family inet address 172.16.80.254/24
user@switch# set protocols ospf area 0.0.0.0 interface irb.80 passive

6. Configure the interface that connects to the MX Series router. For example:

user@switch# set interfaces xe-0/0/46 ether-options 802.3ad ae9
user@switch# set interfaces xe-0/0/47 ether-options 802.3ad ae9

user@switch# set interfaces ae9 aggregated-ether-options lacp active
user@switch# set interfaces ae9 aggregated-ether-options lacp periodic fast
user@switch# set interfaces ae9 unit 0 family inet address 172.16.10.253/24

user@switch# set protocols ospf area 0.0.0.0 interface ae9.0

Related
Documentation

Hardware and Software Required for Contrail Service Orchestration on page 36•

• Configuring the EX Series Ethernet Switch for the Contrail Cloud Implementation in a

Centralized Deployment on page 58

• Configuring theMXSeriesRouter in theContrail Cloud Implementation for aCentralized

Deployment on page 61

ConfiguringtheMXSeriesRouter in theContrailCloud ImplementationforaCentralized
Deployment

Before you configure the MX Series router, complete any basic setup procedures and

install the correct Junos OS software release on the switch.

To configure the MX Series router:

1. Configure interfaces, IP addresses, and basic routing settings. For example:

user@router# set interfaces ge-1/0/0 unit 0 family inet address 10.87.24.77/28
user@router# set interfaces lo0 unit 0 family inet address 172.16.100.1/32
user@router# set routing-options route-distinguisher-id 172.16.100.1
user@router# set routing-options autonomous-system 64512
user@router# set protocols ospf area 0.0.0.0 interface lo0.0

user@router# set interfaces ge-1/0/0 unit 0 family inet service input service-set s1
service-filter ingress-1

user@router# set interfaces ge-1/0/0 unit 0 family inet service output service-set s1
service-filter ingress-1

2. Configure the interfaces that connect to the QFX Series switch. For example:

user@router# set chassis aggregated-devices ethernet device-count 2
user@router# set interfaces xe-0/0/0 gigether-options 802.3ad ae0
user@router# set interfaces xe-0/0/1 gigether-options 802.3ad ae0
user@router# set interfaces ae0 aggregated-ether-options lacp periodic fast
user@router# set interfaces ae0 unit 0 family inet service input service-set s1
service-filter ingress-1

user@router# set interfaces ae0 unit 0 family inet service output service-set s1
service-filter ingress-1

user@router# set interfaces ae0 unit 0 family inet address 172.16.10.254/24
user@router# set protocols ospf area 0.0.0.0 interface ae0.0
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3. Configure BGP and tunneling for the service provider’s cloud. For example:

user@router# set chassis fpc 0 pic 0 tunnel-services
user@router# set chassis fpc 0 pic 0 inline-services bandwidth 1g
user@router# set routing-options dynamic-tunnels dynamic_overlay_tunnels
source-address 172.16.100.1

user@router# set routing-options dynamic-tunnels dynamic_overlay_tunnels gre
user@router# set routing-options dynamic-tunnels dynamic_overlay_tunnels
destination-networks 172.16.80.0/24

user@router# set protocolsmpls interface all
user@router# set protocols bgp group Contrail_Controller type internal
user@router# set protocols bgp group Contrail_Controller local-address 172.16.100.1
user@router# set protocols bgp group Contrail_Controller keep all
user@router# set protocols bgp group Contrail_Controller family inet-vpn unicast
user@router# set protocols bgp group Contrail_Controller neighbor 172.16.80.2
user@router# set protocols bgp group Contrail_Controller neighbor 172.16.80.3
user@router# set protocols ospf export leak-default-only

4. Set up routing. For example:

user@router# set routing-options static rib-group inet-to-public
user@router# set routing-options static route 0.0.0.0/0 next-hop 10.87.24.78
user@router# set routing-options static route 0.0.0.0/0 retain
user@router# set routing-options static route 10.87.24.64/26next-table public.inet.0
user@router# set routing-options rib-groups inet-to-public import-rib inet.0
user@router# set routing-options rib-groups inet-to-public import-rib public.inet.0
user@router# set routing-options rib-groups inet-to-public import-policy
leak-default-only

user@router# set policy-options policy-statement leak-default-only term default
from route-filter 0.0.0.0/0 exact

user@router#setpolicy-optionspolicy-statement leak-default-only termdefault then
accept

user@router# set policy-options policy-statement leak-default-only then reject
user@router# set routing-instances public instance-type vrf
user@router# set routing-instances public interface lo0.10
user@router# set routing-instances public vrf-target target:64512:10000
user@router# set routing-instances public vrf-table-label
user@router#set routing-instancespublic routing-optionsstatic route 10.87.24.64/26
discard

5. Configure NAT. For example:

user@router# set services service-set s1 nat-rules rule-napt-zone
user@router# set servicesservice-set s1 interface-serviceservice-interfacesi-0/0/0.0
user@router# set services nat pool contrailui address 10.87.24.81/32
user@router# set services nat pool openstack address 10.87.24.82/32
user@router# set services nat pool jumphost address 10.87.24.83/32
user@router# set services nat rule rule-napt-zone term t1 from source-address
172.16.80.2/32

user@router# set services nat rule rule-napt-zone term t1 then translated source-pool
openstack

user@router# set services nat rule rule-napt-zone term t1 then translated
translation-type basic-nat44

user@router# set services nat rule rule-napt-zone term t2 from source-address
172.16.80.4/32
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user@router# set servicesnat rule rule-napt-zone termt2 then translatedsource-pool
contrailui

user@router# set services nat rule rule-napt-zone term t2 then translated
translation-type basic-nat44

user@router# set services nat rule rule-napt-zone term t3 from source-address
172.16.70.1/32

user@router# set servicesnat rule rule-napt-zone termt3 then translatedsource-pool
jumphost

user@router# set services nat rule rule-napt-zone term t3 then translated
translation-type basic-nat44

user@router#set firewall family inetservice-filter ingress-1 termt1 fromsource-address
172.16.80.2/32

user@router# set firewall family inet service-filter ingress-1 term t1 from protocol tcp
user@router# set firewall family inet service-filter ingress-1 term t1 from
destination-port-except 179

user@router# set firewall family inet service-filter ingress-1 term t1 then service
user@router#set firewall family inetservice-filter ingress-1 termt2fromsource-address
172.16.80.4/32

user@router# set firewall family inet service-filter ingress-1 term t2 then service
user@router#set firewall family inetservice-filter ingress-1 termt3fromsource-address
172.16.70.1/32

user@router# set firewall family inet service-filter ingress-1 term t3 then service
user@router# set firewall family inet service-filter ingress-1 term end then skip

Related
Documentation

Hardware and Software Required for Contrail Service Orchestration on page 36•

• Configuring the EX Series Ethernet Switch for the Contrail Cloud Implementation in a

Centralized Deployment on page 58

• Configuring the QFX Series Switch for the Contrail Cloud Implementation in a

Centralized Deployment on page 59

Configuring the Physical Servers and Nodes for the Contrail Cloud Implementation in
a Centralized Deployment

For a centralized deployment, youmust configure the physical servers and nodes in the

Contrail Cloud implementationand install ContrailOpenStackon theserver clusterbefore

you run the installer.

To install Contrail OpenStack:

1. Configure hostnames for the physical servers and nodes.

2. Configure IP addresses for the Ethernet management ports of the physical servers

and nodes.

3. Configure DNS on the physical servers and nodes, and ensure that DNS is working

correctly.

4. Configure Internet access for the physical servers and nodes.
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5. From each server and node, verify that you can ping the IP addresses and hostnames

of all the other servers and nodes in the Contrail Cloud implementation.

6. Using Contrail Server Manager, install Contrail OpenStack on the server cluster and

set up the roles of the Contrail nodes in the cluster.

You configure an OpenStack Keystone on the primary Contrail controller node in the

central Contrail Cloud implementation, and also use this Keystone for:

• Regional Contrail configure and control nodes

• Redundantconfigureandcontrol nodes in thecentralContrailCloud implementation

Refer to the Contrail documentation for information about installing Contrail

OpenStack and configuring the nodes.

7. For each node, use the ETCD keys to specify the same username and password for

Contrail.

CSOuses the BASIC authenticationmechanism to establish a connection to Contrail.

Related
Documentation

• Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74
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CHAPTER 4

Installing and Configuring the Network
Devices and Servers for a Distributed
Deployment or SD-WAN Solution

• Configuring the Physical Servers in a Distributed Deployment on page 65

• Configuring the MX Series Router in a Distributed Deployment on page 66

• Installing and Setting Up CPE Devices on page 70

Configuring the Physical Servers in a Distributed Deployment

For a distributed deployment, youmust configure the Contrail Service Orchestration

(CSO) and Contrail Analytics servers (or nodes, if you are using a node server) before

you run the installer.

To configure the servers:

1. Configure hostnames for the physical servers.

2. Configure IP addresses for the Ethernet management ports of the physical servers.

3. Configure DNS on the physical servers, and ensure that DNS is working correctly.

4. Configure Internet access for the physical servers and nodes.

5. From each server and node, verify that you can ping the IP addresses and hostnames

of all the other servers and nodes in the distributed deployment.

6. For a production environment, install Contrail OpenStack on the Contrail Analytics

server.

Refer to the Contrail documentation for information about installing Contrail

OpenStack.

Related
Documentation

Hardware and Software Required for Contrail Service Orchestration on page 36•
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• Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74

Configuring theMX Series Router in a Distributed Deployment

You need to configure interfaces, virtual routing and forwarding instances (VRFs), and

DHCPon theMXSeries routerwith JunosOS.Youcan, however, useAdministrationPortal

to specify configuration settings for both endpoints of the required IPSec tunnel between

the MX Series router and the NFX250 with Administration Portal. When the NFX250

becomes operational, Contrail Service Orchestration (CSO) components set up the

tunnel.
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To configure the MX Series router in Junos OS:

1. Configure the interfaces on the MX Series router.

For example:

ge-0/3/7 { 

        description "to nfx wan0 i.e. ge-0/0/10"; 

        vlan-tagging; 

        unit 10 { 

            description "NFX WAN_0 data"; 

            vlan-id 10; 

            family inet { 

                address 195.195.195.1/24; 

            } 

        } 

        unit 20 { 

            description "NFX WAN_0 OAM"; 

            vlan-id 20; 

            family inet { 

                address 196.196.196.254/24; 

            } 

        } 

    } 

    ge-0/3/8 { 

        description "to nfx wan1 i.e. ge-0/0/11 FOR IPSEC"; 

        unit 0 { 

            family inet { 

                address 198.198.198.1/24; 

            } 

        } 

    } 

2. ConfigureaVRFforOperation,Administration,andMaintenance(OAM)trafficbetween

Contrail Service Orchestration and the NFX250.
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For example:

nfx-oam { 

        instance-type vrf; 

        interface ge-0/0/0.220; 

        vrf-target target:64512:10000; 

        vrf-table-label; 

        routing-options { 

            static { 

                route 0.0.0.0/0 next-hop 192.168.220.2; 

            } 

        } 

    } 

3. Configure a VRF for data traffic that travels over the wide area network (WAN).

Data that travels through the IPSec tunnel also uses this VRF. When you configure

the MX endpoint of the IPSec tunnel in Administration Portal, you specify these VRF

settings.

For example:

nfx-data { 

        instance-type vrf; 

        interface ge-0/3/7.10; 

        vrf-target target:64512:10001; 

        vrf-table-label; 

        protocols { 

            bgp { 

                group nfx-gwr-bgp-grp { 

                    type external; 

                    family inet { 

                        unicast; 

                    } 

                    export send-direct; 

                    peer-as 65000; 
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                    neighbor 195.195.195.2; 

                } 

            } 

        } 

    }

4. Configure DHCP on the MX Series router.

System{ 

    Services {  

        dhcp-local-server { 

            group 8-csp-gpr { 

                interface ge-0/3/8.0; 

            } 

        } 

    } 

access { 

    address-assignment { 

        pool 8-csp-gpr-pool { 

            family inet { 

                network 198.198.198.0/24; 

                range valid { 

                    low 198.198.198.5; 

                    high 198.198.198.250; 

                } 

                dhcp-attributes { 

                    domain-name juniper.net; 

                    name-server { 

                        8.8.8.8; 

                    } 

                } 
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            } 

        } 

    } 

} 

Related
Documentation

Hardware and Software Required for Contrail Service Orchestration on page 36•

• Topology of the Cloud CPE and SD-WAN Solutions on page 22

• Configuring the Physical Servers in a Distributed Deployment on page 65

Installing and Setting Up CPE Devices

• Preparing for CPE Device Activation on page 70

• Installing and Configuring an NFX250 Device on page 70

• Installing and Configuring an SRX Series Services Gateway or vSRX Instance as a CPE

Device on page 70

Preparing for CPE Device Activation

Before customers can activate a CPE device, youmust complete the following tasks:

1. Specify activation data with Administration Portal or the API for each CPE device,

such as:

• The name of the site for the device

• The serial number

• The activation code (NFX250 devices only)

2. Send activation codes for NFX250 devices to customers.

Installing and Configuring an NFX250 Device

An administrator at the customer’s site installs the NFX250 and performs the initial

software configuration for the NFX250. These are straightforward tasks that involve a

limited amount of hardware installation, cabling, and software configuration. See the

NFX Series documentation for more information.

When the administrator completes the initial configuration process, the NFX250 device

obtains a boot image and configuration image from its regional server and becomes

operational.

Installing and Configuring an SRX Series Services Gateway or vSRX Instance as a CPE Device

An administrator at the customer’s site installs and configures an SRX Series Services

Gateway or a vSRX instances as a CPE device using the following workflow:

1. Install the hardware and cable the device.
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2. Power on the device and access the device console.

3. Log in to Customer Portal and perform the following tasks:

• Add the site to the network.

• Apply the initial configuration to the device.

• Activate the CPE device.

Related
Documentation

• Setting Up a Distributed Deployment on page 139

• NFX Series documentation

• SRX Series documentation

• vSRX documentation
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CHAPTER 5

Installing andConfiguringContrail Service
Orchestration

• Removing a Previous Deployment on page 73

• Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74

• Setting up the Installation Package and Library Access on page 105

• Installing and Configuring Contrail Service Orchestration on page 107

• Configuring Contrail OpenStack for a Centralized Deployment on page 115

• Uploading the vSRX VNF Image for a Centralized Deployment on page 122

• Uploading the LxCIPtable VNF Image for a Centralized Deployment on page 123

• Uploading theCiscoCSR-1000VVNF Image for aCentralizedDeployment onpage 125

Removing a Previous Deployment

If you are upgrading froma previous version of Contrail Service Orchestration (CSO), you

can remove the existing virtual machines (VMs) and perform a completely new

installation. This approachmakes sense if the architecture of the VMs on the Contrail

Service Orchestration node or server has changed significantly between releases and if

you use the KVM hypervisor, in which case you can use the provisioning tool to set up the

VMs on the node.

Modifying theVMsmanually rather than removingapreviousdeployment ismoreefficient

when you use a hypervisor other than KVM, because in this case you cannot use the

provisioning tool, andmust makemanual modifications anyway.

To remove a previous installation:

1. Remove VMs on the physical server.

a. Log in to the CSO node or server as root.

b. View the list of VMs.

For example:

root@host:~/# virsh list --all
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This command lists the existing VMs.

Id  Name   State
2  csp-ui-vm  running 

c. Remove each VM and its contents.

For example:

root@host:~/# virsh destroy csp-ui-vm
root@host:~/# virsh undefine csp-ui-vm

Where, csp-ui-vm is the name of VM you want to delete.

d. Delete the Ubuntu source directories and VM.

For example:

root@host:~/# rm -rf /root/disks
root@host:~/# rm -rf /root/disks_can
root@host:~/# cd /root/ubuntu_vm
root@host:~/# rm -rf

2. Delete the Salt server keys.

For example:

root@host:~/# salt-key -D

Related
Documentation

Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74•

Provisioning VMs on Contrail Service Orchestration Nodes or Servers

VirtualMachines (VMs) on the central and regional Contrail ServiceOrchestration (CSO)

nodes or servers host the infrastructure services and someother components. All servers

and VMs for the solution should be in the same subnet. To set up the VMs, you can:

• Use theprovisioning tool to create andconfigure theVMs if youuse theKVMhypervisor

on a CSO node or server.

The tool also installs Ubuntu in the VMs.

• Create and configure the VMsmanually if you use a supported hypervisor other than

KVM on the CSO node or server.

• Manually configure VMs that you already created on a CSO node or server.

The VMs required on a CSO node or server depend on whether you configure:

• A demo environment without high availability (HA).

• A production environment without high availability.
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• A demo environment with HA.

• A production environment with HA.

See “MinimumRequirements for Servers andVMs” on page40 for details of theVMsand

associated resources required for each environment.

The following sections describe the procedures for provisioning the VMs:

• Before You Begin on page 75

• Downloading the Installer on page 75

• Creating a Bridge Interface for KVM on page 76

• Creating a Data Interface for a Distributed Deployment on page 78

• Customizing the Configuration File for the Provisioning Tool on page 79

• Provisioning VMs with the Provisioning Tool on page 103

• Manually Provisioning VMs on the Contrail Service Orchestration Node or

Server on page 104

• Verifying Connectivity of the VMs on page 105

• Copying the Installer Package to the Installer VM on page 105

Before You Begin

Before you begin youmust:

• Configure the physical servers or node servers and nodes.

• The operating system for physical servers must be Ubuntu 14.04.5 LTS.

• For a centralizeddeployment, configure theContrail CloudPlatformand install Contrail

OpenStack.

Downloading the Installer

To download the installer package:

1. Log in as root to the central CSO node or server.

The current directory is the home directory.

2. Download the appropriate installer package from

https://www.juniper.net/support/downloads/?p=cso#sw.

• Use the Contrail Service Orchestration installer if you purchased licenses for a

centralized deployment or bothNetwork ServiceOrchestrator andNetwork Service

Controller licenses for a distributed deployment.

This option includes all the Contrail Service Orchestration graphical user interfaces

(GUIs).

• Use the Network Service Controller installer if you purchased only Network Service

Controller licenses for a distributed deployment or SD-WAN implementation.
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This option includes Administration Portal and Service and Infrastructure Monitor,

but not the Designer Tools.

3. Expand the installer package,whichhasanamespecific to its contentsand the release.

For example, if the name of the installer package is csoVersion.tar.gz:

root@host:~/# tar –xvzf csoVersion.tar.gz

The expandedpackage is a directory that has the samenameas the installer package

and contains the installation files.

Creating a Bridge Interface for KVM

If you use the KVM hypervisor, before you create VMs, youmust create a bridge interface

on the physical server that maps the primary network interface (Ethernet management

interface) on each CSO node or server to a virtual interface. This action enables the VMs

to communicate with the network.

To create the bridge interface:

1. Log in as root on the central CSO node or server.

2. Update the index files of the software packages installed on the server to reference

the latest versions.

root@host:~/# apt-get update

3. Viewthenetwork interfacesconfiguredon the server toobtain thenameof theprimary

interface on the server.

root@host:~/# ifconfig

4. Install the libvirt software.

root@host:~/# apt-get install libvirt-bin

5. View the list of network interfaces, which now includes the virtual interface virbr0.

root@host:~/# ifconfig

6. Open the file /etc/network/interfaces andmodify it to map the primary network

interface to the virtual interface virbr0.

For example, use the following configuration tomap the primary interface eth0 to the

virtual interface virbr0:

# This file describes the network interfaces available on your system
# and how to activate them. For more information, see interfaces(5).
# The loopback network interface
auto lo
iface lo inet loopback
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# The primary network interface
auto eth0
iface eth0 inet manual
    up ifconfig eth0 0.0.0.0 up

auto virbr0
iface virbr0 inet static
         bridge_ports eth0
         address 192.168.1.2
         netmask 255.255.255.0
         network 192.168.1.0
         broadcast 192.168.1.255
         gateway 192.168.1.1
         dns-nameservers 8.8.8.8
         dns-search example.net

7. Modify the default virtual network by customizing the file default.xml:

a. Customize the IP address and subnet mask to match the values for the virbr0

interface in the file /etc/network/interfaces

b. Turn off the Spanning Tree Protocol (STP) option.

c. Remove the NAT and DHCP configurations.

For example:

root@host:~/# virsh net-edit default

Before modification:

<network>
     <name>default</name>
     <uuid>0f04ffd0-a27c-4120-8873-854bbfb02074</uuid>
      <forward mode='nat'/>
      <bridge name='virbr0' stp='on' delay='0'/>
      <ip address='192.168.1.2' netmask='255.255.255.0'>
        <dhcp>
          <range start='192.168.1.1' end='192.168.1.254'/>
        </dhcp>
      </ip> 
</network>

After modification:

<network>
     <name>default</name>
     <uuid>0f04ffd0-a27c-4120-8873-854bbfb02074</uuid>
     <bridge name='virbr0' stp='off' delay='0'/>
     <ip address='192.168.1.2' netmask='255.255.255.0'>
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     </ip>  
</network>

8. Reboot the physical machine and log in as root again.

9. Verify that the primary network interface is mapped to the virbr0 interface.

root@host:~/# brctl show

bridge name   bridge id       STP enabled interfaces
  virbr0      8000.0cc47a010808   no      em1
                                          vnet1
                                          vnet2

See Also •

Creating a Data Interface for a Distributed Deployment

For a distributed deployment, you create a second bridge interface that the VMs use to

send data communications to the CPE device.

To create a data interface:

1. Log into the central CSO server as root.

2. Configure the new virtual interface andmap it to a physical interface.

For example:

root@host:~/# virsh brctl addbr ex: virbr1
root@host:~/# virsh brctl addif virbr1 eth1

3. Create an xml file with the name virbr1.xml in the directory /var/lib/libvirt/network.

4. Paste the following content into the virbr1.xml file, and edit the file tomatch the actual

settings for your interface.

For example:

 <network>
               <name>default</name>
               <uuid>0f04ffd0-a27c-4120-8873-854bbfb02074</uuid>
               <bridge name='virbr1' stp='off' delay='0'/>
               <ip address='192.0.2.1' netmask='255.255.255.0'>
               </ip>
</network>          

5. Open the /etc/network/interfaces file and add the details for the second interface.

For example:

# This file describes the network interfaces available on your system
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# and how to activate them. For more information, see interfaces(5).
# The loopback network interface
auto lo
iface lo inet loopback

# The primary network interface
auto eth0
iface eth0 inet manual 
  up ifconfig eth0 0.0.0.0 up

auto eth1
iface eth1 inet manual 
  up ifconfig eth1 0.0.0.0 up

auto virbr0
iface virbr0 inet static
         bridge_ports eth0
         address 192.168.1.2
         netmask 255.255.255.0
         network 192.168.1.0
         broadcast 192.168.1.255
         gateway 192.168.1.1
         dns-nameservers 8.8.8.8
         dns-search example.net
auto virbr1
iface virbr1 inet static 
    bridge_ports eth1
    address 192.168.1.2
    netmask 255.255.255.0

6. Reboot the server.

7. Verify that the secondary network interface, eth1, is mapped to the second interface.

root@host:~/# brctl show

bridge name   bridge id       STP enabled interfaces
  virbr0      8000.0cc47a010808   no      em1
                                          vnet1
                                          vnet2
  virbr1      8000.0cc47a010809   no      em2
                                          vnet0

8. Configure the IP address for the interface.

You do not specify an IP address for the data interface when you create it.

Customizing the Configuration File for the Provisioning Tool

Theprovisioning tool usesaconfiguration file,which youmust customize for your network.

The configuration file is in YAML format.
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To customize the configuration file:

1. Log in as root to the central CSO node or server.

2. Access the confsdirectory that contains the example configuration files. For example,
if the name of the installer directory is csoVersion

root@host:~/# cd csoVersion/confs

3. Access the directory for the environment that you want to configure.

Table 22 on page 80 shows the directories that contain the example configuration

file.

Table 22: Location of Configuration Files for Provisioning VMs

Directory for Example Configuration FileEnvironment

cso3.2/demo/nonha/provisionvmDemo environment without HA

cso3.2/production/nonha/provisionvmProduction environment without HA

cso3.2/demo/ha/provisionvmDemo environment with HA

cso3.2/production/ha/provisionvmProduction environment with HA

4. Make a copy of the example configuration file in the /confs directory and name it

provision_vm.conf.

For example:

root@host:~/cspVersion/confs# cp
/cso3.2/demo/nonha/provisionvm/provision_vm_example.conf provision_vm.conf

5. Open the file provision_vm.confwith a text editor.

6. In the [TARGETS] section, specify the following values for the network onwhich CSO

resides.

• installer_ip—IP address of the management interface of the host on which you

deployed the installer.

• ntp_servers—Comma-separated list of fully qualified domain names (FQDN) of

Network Time Protocol (NTP) servers. For networks within firewalls, specify NTP

servers specific to your network.

• physical—Comma-separated list of hostnames of the CSO nodes or servers.

• virtual—Comma-separated list of names of the virtualmachines (VMs) on theCSO

servers.

7. Specify the following configuration values for each CSO node or server that you

specified in Step 6.
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• [hostname]—Hostname of the CSO node or server

• management_address—IPaddressof theEthernetmanagement (primary) interface

in classless Internet domain routing (CIDR) notation

• management_interface—Name of the Ethernet management interface, virbr0

• gateway—IP address of the gateway for the host

• dns_search—Domain for DNS operations

• dns_servers—Comma-separated list of DNS name servers, including DNS servers

specific to your network

• hostname—Hostname of the node

• username—Username for logging in to the node

• password—Password for logging in to the node

• data_interface—Nameof thedata interface. Leaveblank foracentralizeddeployment

and specify the name of the data interface, such as virbr1, that you configured for

a distributed deployment.

8. Except for the Junos Space Virtual Appliance and VRR VMs, specify configuration

values for each VM that you specified in Step 6.

• [VM name]—Name of the VM

• management_address—IP address of the Ethernet management interface in CIDR

notation

• hostname—Fully qualified domain name (FQDN) of the VM

• username—Login name of user who canmanage all VMs

• password—Password for user who canmanage all VMs

• local_user—Login name of user who canmanage this VM

• local_password—Password for user who canmanage this VM

• guest_os—Name of the operating system

• host_server—Hostname of the CSO node or server

• memory—Required amount of RAM in GB

• vCPU—Required number of virtual central processing units (vCPUs)

• enable_data_interface—True enables the VM to transmit data and false prevents

the VM from transmitting data. The default is false.

9. For the Junos Space VM, specify configuration values for each VM that you specified

in Step 6.

• [VM name]—Name of the VM.

• management_address—IP address of the Ethernet management interface in CIDR

notation.
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• web_address—Virtual IP (VIP)addressof theprimary JunosSpaceVirtualAppliance.

(Setting only required for the VM on which the primary Junos Space Virtual Space

appliance resides.)

• gateway—IP address of the gateway for the host. If you do not specify a value, the

value defaults to the gateway defined for the CSO node or server that hosts the

VM.

• nameserver_address—IP address of the DNS nameserver.

• hostname—FQDN of the VM.

• username—Username for logging in to Junos Space.

• password—Default password for logging in to Junos Space.

• newpassword—Password that you provide when you configure the Junos Space

appliance.

• guest_os—Name of the operating system.

• host_server—Hostname of the CSO node or server.

• memory—Required amount of RAM in GB.

• vCPU—Required number of virtual central processing units (vCPUs).

10. Save the file.

11. Run the following command to start virtual machines.

root@host:~/# ./provision_vm.sh

The following examples show customized configuration files for the different

deployments:

• Demo environment without HA (see Sample Configuration File for Provisioning VMs
in a Demo Environment without HA on page 82).

• Production environment without HA (see Sample Configuration File for Provisioning
VMs in a Production EnvironmentWithout HA on page 85).

• Demo environment with HA (see Sample Configuration File for Provisioning VMs in
a Demo Environment with HA on page 89).

• Production environment with HA (see Table 16 on page 47).

Sample Configuration File for Provisioning VMs in a Demo Environment without HA

# This config file is used to provision KVM-based virtual machines using lib virt
 manager.

[TARGETS]
# Mention primary host (installer host) management_ip

installer_ip =

ntp_servers = ntp.juniper.net
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# The physical server where the Virtual Machines should be provisioned
# There can be one or more physical servers on
# which virtual machines can be provisioned
physical = cso-host

# The list of virtual servers to be provisioned.
server = csp-central-infravm, csp-central-msvm, csp-central-k8mastervm, 
csp-regional-infravm, csp-regional-msvm, csp-regional-k8mastervm, csp-installer-vm,
 csp-contrailanalytics-1, csp-vrr-vm, csp-regional-sblb

# Physical Server Details
[cso-host]
management_address = 192.168.1.2/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-host
username = root
password = passw0rd
data_interface =

# VM Details

[csp-central-infravm]
management_address = 192.168.1.4/24
hostname = centralinfravm.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-msvm]
management_address = 192.168.1.5/24
hostname = centralmsvm.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-k8mastervm]
management_address = 192.168.1.14/24
hostname = centralk8mastervm.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host
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memory = 8192
vcpu = 4
enable_data_interface = false

[csp-regional-infravm]
management_address = 192.168.1.6/24
hostname = regionalinfravm.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host
memory = 24576
vcpu = 4
enable_data_interface = false

[csp-regional-msvm]
management_address = 192.168.1.7/24
hostname = regionalmsvm.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host
memory = 24576
vcpu = 4
enable_data_interface = false

[csp-regional-k8mastervm]
management_address = 192.168.1.15/24
hostname = regionalk8mastervm.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host
memory = 8192
vcpu = 4
enable_data_interface = false

[csp-installer-vm]
management_address = 192.168.1.10/24
hostname = installervm.example.net
username = root
password = passw0rd
local_user = installervm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-contrailanalytics-1]
management_address = 192.168.1.11/24
hostname = canvm.example.net
username = root
password = passw0rd
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local_user = installervm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-regional-sblb]
management_address = 192.168.1.12/24
hostname = regional-sblb.example.net
username = root
password = passw0rd
local_user = sblb
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host
memory = 8192
vcpu = 4
enable_data_interface = true

[csp-vrr-vm]
management_address = 192.168.1.13/24
hostname = vrr.example.net
gateway = 192.168.1.1
newpassword = passw0rd
guest_os = vrr
host_server = cso-host
memory = 8192
vcpu = 4

[csp-space-vm]
management_address = 192.168.1.14/24
web_address = 192.168.1.15/24
gateway = 192.168.1.1
nameserver_address = 192.168.1.254
hostname = spacevm.example.net
username = admin
password = abc123
newpassword = jnpr123!
guest_os = space
host_server = cso-host
memory = 16384
vcpu = 4

Sample Configuration File for Provisioning VMs in a Production EnvironmentWithout HA

# This config file is used to provision KVM-based virtual machines using lib virt
 manager.

[TARGETS]
# Mention primary host (installer host) management_ip

installer_ip =

ntp_servers = ntp.juniper.net
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# The physical server where the Virtual Machines should be provisioned
# There can be one or more physical servers on
# which virtual machines can be provisioned
physical = cso-central-host, cso-regional-host

# Note: Central and Regional physical servers are used as "csp-central-ms" and 
"csp-regional-ms" servers.

# The list of servers to be provisioned and mention the contrail analytics servers
 also in "server" list.
server = csp-central-infravm, csp-regional-infravm, csp-installer-vm, csp-space-vm,
 csp-contrailanalytics-1, csp-central-elkvm, csp-regional-elkvm, csp-central-msvm,
 csp-regional-msvm, csp-vrr-vm, csp-regional-sblb

# Physical Server Details
[cso-central-host]
management_address = 192.168.1.2/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-central-host
username = root
password = passw0rd
data_interface =

[cso-regional-host]
management_address = 192.168.1.3/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-regional-host
username = root
password = passw0rd
data_interface =

[csp-contrailanalytics-1]
management_address = 192.168.1.9/24
management_interface =
hostname = canvm.example.net
username = root
password = passw0rd
vm = false

# VM Details

[csp-central-infravm]
management_address = 192.168.1.4/24
hostname = centralinfravm.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host
memory = 65536
vcpu = 16
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enable_data_interface = false

[csp-regional-infravm]
management_address = 192.168.1.5/24
hostname = regionalinfravm.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-space-vm]
management_address = 192.168.1.6/24
web_address = 192.168.1.7/24
gateway = 192.168.1.1
nameserver_address = 192.168.1.254
hostname = spacevm.example.net
username = admin
password = abc123
newpassword = jnpr123!
guest_os = space
host_server = cso-regional-host
memory = 32768
vcpu = 4

[csp-installer-vm]
management_address = 192.168.1.8/24
hostname = installer.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host
memory = 65536
vcpu = 4
enable_data_interface = false

[csp-central-elkvm]
management_address = 192.168.1.10/24
hostname = centralelkvm.example.net
username = root
password = passw0rd
local_user = elkvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-regional-elkvm]
management_address = 192.168.1.11/24
hostname = regionalelkvm.example.net
username = root
password = passw0rd
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local_user = elkvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-msvm]
management_address = 192.168.1.12/24
hostname = centralmsvm.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-regional-msvm]
management_address = 192.168.1.13/24
hostname = regionalmsvm.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-regional-sblb]
management_address = 192.168.1.14/24
hostname = regional-sblb.example.net
username = root
password = passw0rd
local_user = sblb
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host
memory = 32768
vcpu = 4
enable_data_interface = true

[csp-vrr-vm]
management_address = 192.168.1.15/24
hostname = vrr.example.net
gateway = 192.168.1.1
newpassword = passw0rd
guest_os = vrr
host_server = cso-regional-host
memory = 8192
vcpu = 4
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Sample Configuration File for Provisioning VMs in a Demo Environment with HA

# This config file is used to provision KVM-based virtual machines using lib virt
 manager.

[TARGETS]
# Mention primary host (installer host) management_ip

installer_ip =

ntp_servers = ntp.juniper.net

# The physical server where the Virtual Machines should be provisioned
# There can be one or more physical servers on
# which virtual machines can be provisioned
physical = cso-host1, cso-host2, cso-host3

# The list of virtual servers to be provisioned.
server = csp-central-infravm1, csp-central-infravm2, csp-central-infravm3, 
csp-central-msvm1, csp-central-msvm2, csp-regional-infravm1, csp-regional-infravm2,
 csp-regional-infravm3, csp-regional-msvm1, csp-regional-msvm2, 
csp-contrailanalytics-1, csp-central-lbvm1, csp-central-lbvm2, csp-regional-lbvm1,
 csp-regional-lbvm2, csp-space-vm, csp-installer-vm, csp-vrr-vm, 
csp-regional-sblb1, csp-regional-sblb2

# Physical Server Details
[cso-host1]
management_address = 192.168.1.2/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-host1
username = root
password = passw0rd
data_interface =

[cso-host2]
management_address = 192.168.1.3/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-host2
username = root
password = passw0rd
data_interface =

[cso-host3]
management_address = 192.168.1.4/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-host3
username = root
password = passw0rd
data_interface =
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# VM Details

[csp-central-infravm1]
management_address = 192.168.1.5/24
hostname = centralinfravm1.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host1
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-central-infravm2]
management_address = 192.168.1.6/24
hostname = centralinfravm2.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host2
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-central-infravm3]
management_address = 192.168.1.7/24
hostname = centralinfravm3.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host3
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-central-msvm1]
management_address = 192.168.1.8/24
hostname = centralmsvm1.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host1
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-central-msvm2]
management_address = 192.168.1.9/24
hostname = centralmsvm2.example.net
username = root
password = passw0rd
local_user = msvm
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local_password = passw0rd
guest_os = ubuntu
host_server = cso-host2
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-regional-infravm1]
management_address = 192.168.1.10/24
hostname = regionalinfravm1.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host1
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-regional-infravm2]
management_address = 192.168.1.11/24
hostname = regionalinfravm2.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host2
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-regional-infravm3]
management_address = 192.168.1.12/24
hostname = regionalinfravm3.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host3
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-regional-msvm1]
management_address = 192.168.1.13/24
hostname = regionalmsvm1.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host1
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-regional-msvm2]
management_address = 192.168.1.14/24
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hostname = regionalmsvm2.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host2
memory = 49152
vcpu = 8
enable_data_interface = false

[csp-space-vm]
management_address = 192.168.1.15/24
web_address = 192.168.1.16/24
gateway = 192.168.1.1
nameserver_address = 192.168.1.254
hostname = spacevm.example.net
username = admin
password = abc123
newpassword = jnpr123!
guest_os = space
host_server = cso-host3
memory = 16384
vcpu = 4

[csp-installer-vm]
management_address = 192.168.1.17/24
hostname = installervm.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host1
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-contrailanalytics-1]
management_address = 192.168.1.18/24
hostname = can1.example.net
username = root
password = passw0rd
local_user = installervm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host3
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-central-lbvm1]
management_address = 192.168.1.19/24
hostname = centrallbvm1.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
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host_server = cso-host1
memory = 24576
vcpu = 4
enable_data_interface = false

[csp-central-lbvm2]
management_address = 192.168.1.20/24
hostname = centrallbvm2.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host3
memory = 24576
vcpu = 4
enable_data_interface = false

[csp-regional-lbvm1]
management_address = 192.168.1.21/24
hostname = regionallbvm1.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host2
memory = 24576
vcpu = 4
enable_data_interface = false

[csp-regional-lbvm2]
management_address = 192.168.1.22/24
hostname = regionallbvm2.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host2
memory = 24576
vcpu = 4
enable_data_interface = false

[csp-vrr-vm]
management_address = 192.168.1.23/24
hostname = vrr.example.net
gateway = 192.168.1.1
newpassword = passw0rd
guest_os = vrr
host_server = cso-host2
memory = 8192
vcpu = 4

[csp-regional-sblb1]
management_address = 192.168.1.24/24
hostname = regional-sblb1.example.net
username = root
password = passw0rd
local_user = sblb
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local_password = passw0rd
guest_os = ubuntu
host_server = cso-host3
memory = 24576
vcpu = 4
enable_data_interface = true

[csp-regional-sblb2]
management_address = 192.168.1.25/24
hostname = regional-sblb2.example.net
username = root
password = passw0rd
local_user = sblb
local_password = passw0rd
guest_os = ubuntu
host_server = cso-host3
memory = 24576
vcpu = 4
enable_data_interface = true

Sample Configuration File for Provisioning VMs in a Production Environment with HA

# This config file is used to provision KVM-based virtual machines using lib virt
 manager.

[TARGETS]
# Mention primary host (installer host) management_ip

installer_ip =

ntp_servers = ntp.juniper.net

# The physical server where the Virtual Machines should be provisioned
# There can be one or more physical servers on
# which virtual machines can be provisioned
physical = cso-central-host1, cso-central-host2, cso-central-host3, 
cso-regional-host1, cso-regional-host2, cso-regional-host3

# The list of servers to be provisioned and mention the contrail analytics servers
 also in "server" list.
server = csp-central-infravm1, csp-central-infravm2, csp-central-infravm3, 
csp-regional-infravm1, csp-regional-infravm2, csp-regional-infravm3, 
csp-central-lbvm1, csp-central-lbvm2, csp-central-lbvm3, csp-regional-lbvm1, 
csp-regional-lbvm2, csp-regional-lbvm3, csp-space-vm, csp-installer-vm, 
csp-contrailanalytics-1, csp-contrailanalytics-2, csp-contrailanalytics-3, 
csp-central-elkvm1, csp-central-elkvm2, csp-central-elkvm3, csp-regional-elkvm1,
 csp-regional-elkvm2, csp-regional-elkvm3, csp-central-msvm1, csp-central-msvm2,
 csp-central-msvm3, csp-regional-msvm1, csp-regional-msvm2, csp-regional-msvm3, 
csp-vrr-vm, csp-regional-sblb1, csp-regional-sblb2, csp-regional-sblb3

# Physical Server Details
[cso-central-host1]
management_address = 192.168.1.2/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-central-host1
username = root
password = passw0rd
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data_interface =

[cso-central-host2]
management_address = 192.168.1.3/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-central-host2
username = root
password = passw0rd
data_interface =

[cso-central-host3]
management_address = 192.168.1.4/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-central-host3
username = root
password = passw0rd
data_interface =

[cso-regional-host1]
management_address = 192.168.1.5/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-regional-host1
username = root
password = passw0rd
data_interface =

[cso-regional-host2]
management_address = 192.168.1.6/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-regional-host2
username = root
password = passw0rd
data_interface =

[cso-regional-host3]
management_address = 192.168.1.7/24
management_interface = virbr0
gateway = 192.168.1.1
dns_search = example.net
dns_servers = 192.168.10.1
hostname = cso-regional-host3
username = root
password = passw0rd
data_interface =

[csp-contrailanalytics-1]
management_address = 192.168.1.17/24
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management_interface =
hostname = can1.example.net
username = root
password = passw0rd
vm = false

[csp-contrailanalytics-2]
management_address = 192.168.1.18/24
management_interface =
hostname = can2.example.net
username = root
password = passw0rd
vm = false

[csp-contrailanalytics-3]
management_address = 192.168.1.19/24
management_interface =
hostname = can3.example.net
username = root
password = passw0rd
vm = false

# VM Details

[csp-central-infravm1]
management_address = 192.168.1.8/24
hostname = centralinfravm1.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host1
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-central-infravm2]
management_address = 192.168.1.9/24
hostname = centralinfravm2.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host2
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-central-infravm3]
management_address = 192.168.1.10/24
hostname = centralinfravm3.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host3
memory = 65536
vcpu = 16
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enable_data_interface = false

[csp-regional-infravm1]
management_address = 192.168.1.11/24
hostname = regionalinfravm1.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host1
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-regional-infravm2]
management_address = 192.168.1.12/24
hostname = regionalinfravm2.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host2
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-regional-infravm3]
management_address = 192.168.1.13/24
hostname = regionalinfravm3.example.net
username = root
password = passw0rd
local_user = infravm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host3
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-space-vm]
management_address = 192.168.1.14/24
web_address = 192.168.1.15/24
gateway = 192.168.1.1
nameserver_address = 192.168.1.254
hostname = spacevm.example.net
username = admin
password = abc123
newpassword = jnpr123!
guest_os = space
host_server = cso-central-host2
memory = 32768
vcpu = 4

[csp-installer-vm]
management_address = 192.168.1.16/24
hostname = installervm.example.net
username = root
password = passw0rd
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local_user = installervm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host1
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-lbvm1]
management_address = 192.168.1.20/24
hostname = centrallbvm1.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host1
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-lbvm2]
management_address = 192.168.1.21/24
hostname = centrallbvm2.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host2
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-lbvm3]
management_address = 192.168.1.22/24
hostname = centrallbvm3.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host3
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-regional-lbvm1]
management_address = 192.168.1.23/24
hostname = regionallbvm1.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host1
memory = 32768
vcpu = 4
enable_data_interface = false
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[csp-regional-lbvm2]
management_address = 192.168.1.24/24
hostname = regionallbvm2.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host2
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-regional-lbvm3]
management_address = 192.168.1.25/24
hostname = regionallbvm3.example.net
username = root
password = passw0rd
local_user = lbvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host3
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-elkvm1]
management_address = 192.168.1.26/24
hostname = centralelkvm1.example.net
username = root
password = passw0rd
local_user = elkvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host1
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-elkvm2]
management_address = 192.168.1.27/24
hostname = centralelkvm2.example.net
username = root
password = passw0rd
local_user = elkvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host2
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-elkvm3]
management_address = 192.168.1.28/24
hostname = centralelkvm3.example.net
username = root
password = passw0rd
local_user = elkvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host3
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memory = 32768
vcpu = 4
enable_data_interface = false

[csp-regional-elkvm1]
management_address = 192.168.1.29/24
hostname = regionalelkvm1.example.net
username = root
password = passw0rd
local_user = elkvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host1
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-regional-elkvm2]
management_address = 192.168.1.30/24
hostname = regionalelkvm2.example.net
username = root
password = passw0rd
local_user = elkvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host2
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-regional-elkvm3]
management_address = 192.168.1.31/24
hostname = regionalelkvm3.example.net
username = root
password = passw0rd
local_user = elkvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host3
memory = 32768
vcpu = 4
enable_data_interface = false

[csp-central-msvm1]
management_address = 192.168.1.32/24
hostname = centralmsvm1.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host1
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-central-msvm2]
management_address = 192.168.1.33/24
hostname = centralmsvm2.example.net
username = root
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password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host2
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-central-msvm3]
management_address = 192.168.1.34/24
hostname = centralmsvm3.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-central-host3
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-regional-msvm1]
management_address = 192.168.1.35/24
hostname = regionalmsvm1.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host1
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-regional-msvm2]
management_address = 192.168.1.36/24
hostname = regionalmsvm2.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host2
memory = 65536
vcpu = 16
enable_data_interface = false

[csp-regional-msvm3]
management_address = 192.168.1.37/24
hostname = regionalmsvm3.example.net
username = root
password = passw0rd
local_user = msvm
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host3
memory = 65536
vcpu = 16
enable_data_interface = false
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[csp-regional-sblb1]
management_address = 192.168.1.38/24
hostname = regional-sblb1.example.net
username = root
password = passw0rd
local_user = sblb
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host1
memory = 32768
vcpu = 4
enable_data_interface = true

[csp-regional-sblb2]
management_address = 192.168.1.39/24
hostname = regional-sblb2.example.net
username = root
password = passw0rd
local_user = sblb
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host2
memory = 32768
vcpu = 4
enable_data_interface = true

[csp-regional-sblb3]
management_address = 192.168.1.40/24
hostname = regional-sblb3.example.net
username = root
password = passw0rd
local_user = sblb
local_password = passw0rd
guest_os = ubuntu
host_server = cso-regional-host3
memory = 32768
vcpu = 4
enable_data_interface = true

[csp-vrr-vm]
management_address = 192.168.1.41/24
hostname = vrr.example.net
gateway = 192.168.1.1
newpassword = passw0rd
guest_os = vrr
host_server = cso-regional-host3
memory = 32768
vcpu = 4
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Provisioning VMswith the Provisioning Tool

If you use the KVM hypervisor on the CSO node or server, you can use the provisioning

tool to:

• Create and configure the VMs for the CSO and Junos Space components.

• Install the operating system in the VMs:

• Ubuntu in the CSO VMs

• Junos Space Network Management Platform software in the Junos Space VM

NOTE: If you use another supported hypervisor or already created VMs that
you want to use, provision the VMsmanually.

To provision VMs with the provisioning tool:

1. Log in as root to the central CSO node or server.

2. Access the directory for the installer. For example, if the nameof the installer directory

is csoVersion:

root@host:~/# cd /~/csoVersion/

3. Run the provisioning tool.

root@host:~/cspVersion/# ./provision_vm.sh

The provisioning begins.

4. During installation, observe detailed messages in the log files about the provisioning

of the VMs.

• provision_vm.log—Contains details about the provisioning process

• provision_vm_console.log—Contains details about the VMs

• provision_vm_error.log—Contains details about errors that occur during provisioning

For example:

root@host:~/cspVersion/# cd logs
root@host:/cspVersion/logs/# tailf provision_vm.log
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Manually Provisioning VMs on the Contrail Service Orchestration Node or Server

If you use the VMware ESXi hypervisor, you must provision the VMsmanually. If you use

theKVMhypervisor, you can use the provisioning tool to provision theVMsautomatically.

To manually provision VMs on each CSO node or server:

1. Review Table 6 on page 37 for the required operating system for the physical servers

and VMs. Youmay need to usemultiple operating systems.

2. Download and configure the specified Ubuntu images on your servers.

a. Copy the requiredUbuntu images from theUbuntuwebsite to separate directories

on your server.

b. Create an Ubuntu Cloud virtual machine disk (VMDK) for each of the images that

you downloaded.

For example:

root@host:~/# cd ubuntu-version
root@host:~/# qemu-img convert -O vmdk
ubuntu-14.04-server-cloudimg-amd64-disk1.img
ubuntu-14.04-server-cloudimg-amd64-disk1.vmdk

c. Specify the default password for Ubuntu by creating a text file called user-data.txt

with the following content in each of the Ubuntu directories.

#cloud-config password: ubuntu

d. Specify thedefault local host forUbuntuby creating a text file calledmeta-data.txt

with the following content in each the Ubuntu directories.

local-hostname: localhost

e. Create a file called seed.iso that contains the default password and host in each

of the Ubuntu directories.

root@host:~/# genisoimage-outputseed.iso-volidcidata-joliet-rockuser-datameta-data

f. Create theVMsmanually using theappropriate image for the typeofVM.SeeTable

6 on page 37for the required operating system for each VM.

3. On each CSO node or server, create VMs or reconfigure existing VMs:

See “MinimumRequirements for Servers and VMs” on page 40 for details of the VMs

and associated resources required for each environment.

4. Configure FQDNs and specify IP addresses for the Ethernet Management interfaces

on each VM.
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5. Configure read, write, and execute permissions for the users of the VMs, so that the

installer can access the VMs when you deploy CSO.

6. Configure DNS and Internet access for the VMs.

7. IfMySQLsoftware is installed in theVMs forServiceand infrastructureMonitor, remove

it.

When you install the CSO, the installer deploys and configures MySQL servers in this

VM. If the VM already contains MySQL software, the installer may not set up the VM

correctly.

8. Install OpenSSH on the VMs.

a. Issue the following commands to install the OpenSSH server and client tools.

root@host:~/# apt-get install openssh-server
root@host:~/# apt-get install openssh-client

b. Set the PermitRootLogin value in the /etc/ssh/sshd_config file to Yes.

This action enables root login through Secure Shell (SSH).

Verifying Connectivity of the VMs

From each VM, verify that you can ping the IP addresses and hostnames of all the other

servers, nodes, and VMs in the CSO.

CAUTION: If the VMs cannot communicate with all the other hosts in the
deployment, the installation can fail.

Copying the Installer Package to the Installer VM

After you have provisioned the VMs, copy the installer package from the central server

to the installer VM, and expand the image.

Related
Documentation

Installing and Configuring the Cloud CPE Solution on page 107•

Setting up the Installation Package and Library Access

• Copying the Installer Package to the Installer VM on page 106

• Creating a Private Repository on an External Server on page 106
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Copying the Installer Package to the Installer VM

After you have provisioned the VMs, move the installer package from the central server

to the installer VM.

1. Log in to the installer VM as root.

2. Copy the installer package file from the central CSO server to the installer VM.

3. Expand the installer package.

For example, if the name of the installer package is csoVersion.tar.gz:

root@host:~/# tar –xvzf csoVersion.tar.gz

The contents of the installer package are placed in a directory with the same name

as the installer package. In this example, the name of the directory is csoVersion.

Creating a Private Repository on an External Server

You use a private repository to download the libraries required for Contrail Service

Orchestration. Use of a private repository for the libraries means that you do not require

Internet access during the installation.

You can use a private repository either on the installer VM (the default choice) or on an

external server.

• If you use the installer VM for the private repository, it is created when you install the

solution, and you can skip this procedure.

• If you use an external server for the private repository, use the following procedure to

create it.

To create the private repository on an external server:

1. Install the requiredUbuntu releaseon the server that youuse for theprivate repository.

2. Copy the installer package to the server.

3. Uncompress the installer package.

For example, if the name of the installer package is csoVersion.tar.gz:

root@host:~/# tar –xvzf csoVersion.tar.gz

The contents of the installer package are placed in a directory with the same name

as the installer package. In this example, the name of the directory is csoVersion.

4. Access the installer directory:

For example:
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root@host:~/# cd csoVersion

5. Execute the create_private_repo.sh script to create the private repository.

root@host:~/csoVersion#./create_private_repo.sh

The script creates the private repository.

6. When you run the setup_assist script to create configuration files, specify that you use

anexternal private repository. See “Installing andConfiguring theCloudCPESolution”

on page 107

Related
Documentation

Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74•

• Installing and Configuring the Cloud CPE Solution on page 107

Installing and Configuring Contrail Service Orchestration

You use the same installation process for both Contrail ServiceOrchestration (CSO) and

Network Service Controller and for both KVM and ESXi environments.

• Before You Begin on page 107

• Creating the Configuration Files on page 110

• Deploying Infrastructure Services on page 113

• Deploying Microservices on page 113

• Checking the Status of the Microservices on page 114

• Loading Data on page 114

Before You Begin

Before you begin:

• Provision the virtual machines (VMs) for the CSO node or server. (See “Provisioning

VMs on Contrail Service Orchestration Nodes or Servers” on page 74).

• Copy the installer package to the installer VM and expand it. (See “Setting up the

Installation Package and Library Access” on page 105)

• If you use an external server rather than the installer VM for the private repository that

contains the libraries for the installation, create the repository on the server. (See

“Setting up the Installation Package and Library Access” on page 105).

The installation process uses a private repository so that you do not need Internet

access during the installation.

• Determine the following information:

• The type of deployment environment: Demo or production

• Whether you use HA.

• The IP address of the VM that hosts the installer.
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• The timezone for the servers in the deployment, based on the Ubuntu timezone

guidelines.

The default value for this setting is the current timezone of the installer host.

• The fully qualified domain name (FQDN) of each Network Time Protocol (NTP)

server that the solution uses. For networks within firewalls, use NTP servers specific

to your network.

For example: ntp.example.net

• The common password for all infrastructure services except the MariaDB

administrator and cluster. The default password is passw0rd.

• If youwant toaccessAdministrationPortalwith thesingle sign-onmethod, thename

of the public domain in which the CSO servers reside. Alternatively if you want to

access Administration Portal with local authentication, you need a dummy domain

name.

• For a distributed deployment, whether you use transport layer security (TLS) to

encrypt data that passes between the CPE device and CSO.

You should use TLS unless you have an explicit reason for not encrypting data

between the CPE device and CSO.

• Whether you use the CSO Keystone or an external Keystone for authentication of

CSO operations.

• A CSO Keystone is installed with CSO and resides on the central CSO server.

This default option is recommended for all deployments, and is required for a

distributed deployment. Use of aCSOKeystone offers enhanced security because

the Keystone is dedicated to CSO and is not shared with any other applications.

• An external Keystone resides on a different server to the CSO server and is not

installed with CSO.

You specify the IP address and access details for the Keystone during the

installation.

• TheContrailOpenStackKeystone in theContrail CloudPlatform for acentralized

deployment is an example of an external Keystone.

In this case, customers and Contrail Service Orchestration infrastructure

components use the same Keystone token.

• You can also use your own external Keystone that is not part of the CSO or

Contrail OpenStack installation.

• If you use an external Keystone, the username and service token.

• The IP address of the Contrail controller node for a centralized deployment. For a

centralized deployment, you specify this external server for Contrail Analytics.

• Whether you use a common password for all VMs or a different password for each

VM, and the value of each password.

• The CIDR address of the subnet on which the CSO VMs reside.
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• If you use NATwith your CSO installation, the public IP addresses used for NAT for

the central and regional regions.

• The primary interface for all VMs.

The default is eth0.

• The following information for each server and VM in the deployment:

• Management IP address in CIDR notation

For example: 192.0.2.1/24

• FQDN of each host

For example: central-infravm.example.net

• Password for the root user

If you use the same password for all the VMs, you can enter the password once.

Otherwise, youmust provide the password for each VM.

• For the microservices in the central and each regional region:

• The IPaddressof theKubernetesoverlaynetworkaddress inClassless Interdomain

Routing (CIDR) notation.

The default value is 172.16.0.0/16. If this value is close to your network range, use

a similar address with a /16 subnet.

• The range of the Kubernetes service overlay network addresses, in CIDR notation.

The default value is 192.168.3.0/24.

• The IP address of theKubernetes serviceAPI server, which is on the service overlay

network.

This IP addressmust be in the range you specify for theKubernetesService overlay

network. The default value is 192.168.3.1.

• The IP address of the Kubernetes Cluster Domain Name System (DNS)

This IP addressmust be in the range you specify for theKubernetesService overlay

network. The default value is 192.168.3.1.

• The tunnel interface unit range that CSO uses for an SD-WAN implementation

with an MX Series hub device.

Youmust choose values that are different to those that you configured for theMX

Series router. The possible range of values is 0–16385, and the default range is

4000–6000.

• The FQDN that the load balancer uses to access the installation.

• For a non-HA deployment, the IP address and the FQDN of the VM that hosts

the HAproxy.

• For anHAdeployment, the virtual IP address and the associated hostname that

you configure for the HAproxy.

• The required number of copies of eachmicroservice.
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• For a deployment without HA—1

• For a demo deployment with HA—2

• For a production deployment with HA—3

Creating the Configuration Files

You use an interactive script to create configuration files for the environment topology.

The installer uses these configuration files to customize the topology when you deploy

the solution.

To run the installation tool:

1. Log in as root to the host on which you deployed the installer.

2. Access the directory for the installer. For example, if the nameof the installer directory

is csoVersion:

root@host:~/# cd /~/csoVersion/

3. Run the setup tool:

root@host:~/cspVersion/# ./setup_assist.sh

The script starts, sets up the installer, and requests that you enter information about

the installation.

4. Specifywhether youuseanexternal private repository and if so, specify the IPaddress

of the repository.

5. Specify the deployment environment:

• demo—Demonstration environment

• production—Production environment

6. Specify whether the deployment uses high availability (HA).

• y—Deployment uses HA

• n—Deployment does not use HA

7. Specify the management IP address of VM that hosts the installer file.

8. Accept the default timezone or specify the Ubuntu timezone for the servers in the

topology.

9. Specify a comma-separated list of FQDN names of NTP servers.

For example: ntp.example.net
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10. Specify a common password for all infrastructure services or accept the default,

passw0rd.

11. Specify a domain name to determine how you access Administration Portal, themain

CSO GUI:

• If youwant to access Administration Portal with the single sign-onmethod, specify

the name of the public domain in which the CSO servers reside.

For example:organization.com,whereorganization is the nameof your organization.

• If you want to use local authentication for Administration portal, you specify a

dummy name.

For example: example.net

12. For a distributed deployment, specify whether you use TLS to enable secure

communication between the CPE device and CSO.

Accept the default unless you have an explicit reason for not using encryption for

communications between the CPE device and CSO.

• n—Specifies that TLS is not used.

• y—Specifies use of TLS. This is the default setting.

13. Specify whether you use an external Keystone to authenticate CSO operations, and

if so, specify the OpenStack Keystone service token.

• n—Specifies use of the CSOKeystonewhich is installedwith and dedicated to CSO.

This default option is recommended unless you have a specific requirement for an

external Keystone.

• y—Specifies use of an external OpenStack Keystone, such as a Keystone specific

to your network. Select the IP address and access details for the Keystone.

14. Specify whether you use an external Contrail Analytics server:

• y—Specifies use of Contrail Analytics in Contrail OpenStack for a centralized or

combined deployment.

Youmust provide the IP address of the Contrail controller node.

• n—Specifies use of the Contrail Analytics VM for a distributed deployment.

15. Specify whether you use a common password for all CSO VMs, and if so, specify the

password.

16. Specify the subnet in CIDR notation on which the CSO VMs reside.

The script requires this input, but uses the value only for distributed deployments and

not for centralized deployments.

17. Specify whether CSO is behind Network Address Translation (NAT).

• y—CSO is behind NAT

• n—CSO is not behind NAT (default)
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18. Accept of specify the primary interface for all VMs.

The default is eth0. Accept this value unless you have explicitly changed the primary

interface on your host of VMs.

19. Starting with the central region, specify the following information for each server and

VM in the deployment.

The script prompts you for each set of information that youmust enter.

• Management IP address with CIDR

For example: 192.0.2.1/24

• Password for the root user (only required if you use different passwords for each

VM)

• The IP address of the Kubernetes overlay network address, in CIDR notation, that

the microservices use.

The default value is 172.16.0.0/16. If this value is close to your network range, use a

similar address with a /16 subnet.

• The range of the Kubernetes service overlay network addresses, in CIDR notation.

Thedefault value is 192.168.3.0/24. It is unlikely that therewill be a conflict between

this default and your network, so you can usually accept the default. If, however,

there is a conflict with your network, use a similar address with a /24 subnet.

• The IP address of the Kubernetes service API server, which is on the service overlay

network.

This IP addressmust be in the range you specify for the Kubernetes Service overlay

network. The default value is 192.168.3.1.

• The IP address of the Kubernetes Cluster DNS server.

This IP addressmust be in the range you specify for the Kubernetes Service overlay

network. The default value is 192.168.3.1.

• Specify the range of tunnel interface units that CSO uses for an SD-WAN

implementation with an MX Series hub device

The default setting is 4000–6000. You specify values in the range 0–16385 that

are different to those that you configured on the MX Series router.

• The IP address and FQDN of the host for the load balancer:

• For non-HA deployments, the IP address and FQDN of the VM that hosts the

HAproxy.

• For HA deployments, the virtual IP address and associated FQDN that you

configure for the HAproxy.

• The number of instances of microservices:

• For deployments without HA, specify 1.

• For a demo HA deployment with HA, specify 2.
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• For a production HA deployment with HA, specify 3.

The tool uses the input data to configure each region and indicates when the

configuration stage is complete.

20.Whenall regionsare configured, the tool startsdisplaying thedeployment commands.

root@host:~/# run "DEPLOYMENT_ENV=central ./deploy_infra_services.sh"
root@host:~/# run "DEPLOYMENT_ENV=regional ./deploy_infra_services.sh"
root@host:~/# -run "DEPLOYMENT_ENV=central ./deploy_micro_services.sh"
root@host:~/# -run "DEPLOYMENT_ENV=regional ./deploy_micro_services.sh"

Deploying Infrastructure Services

To deploy infrastructure services:

1. Log in as root to the host on which you deployed the installer.

2. Deploy the central infrastructure services and wait at least ten minutes before you

execute the next command.

root@host:~/# run "DEPLOYMENT_ENV=central ./deploy_infra_services.sh"

CAUTION: Wait at least tenminutes before executing the next command.
Otherwise, themicroservicesmay not be deployed correctly.

3. Deploy the regional infrastructure services and wait for the process to complete.

root@host:~/# run "DEPLOYMENT_ENV=regional ./deploy_infra_services.sh"

DeployingMicroservices

To deploy the microservices:

1. Log in as root to the host on which you deployed the installer.

2. Deploy the central microservices and wait at least ten minutes before you execute

the next command.

root@host:~/# -run "DEPLOYMENT_ENV=central ./deploy_micro_services.sh"

CAUTION: Wait at least tenminutes before executing the next command.
Otherwise, themicroservicesmay not be deployed correctly.

3. Deploy the regional microservices and wait for the process to complete:
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root@host:~/# -run "DEPLOYMENT_ENV=regional ./deploy_micro_services.sh"

Checking the Status of theMicroservices

To check the status of the microservices:

1. Log in as root into the VM or server that hosts the central microservices.

2. Run the following command.

root@host:~/# kubectl get pods | grep -v Running

if the result is an empty display, as shown below, the microservices are running and

you can proceed to the next section.

root@host:~/# kubectl get pods | grep -v Running
NAME                               READY   STATUS            RESTARTS AGE

If the display contains an itemwith the status CrashLoopBackOff or Terminating, a

microservice is not running.

3. Delete and restart the pod.

root@host:~/# kubectl get pods

 NAME                              READY   STATUS              RESTARTS  AGE
 csp.ams-3909406435-4yb0l          1/1     CrashLoopBackOff    0         8m
 csp.nso-core-3445362165-s55x8     0/1     Running             0         8m

The first item in the display shows themicroservice and the second item shows its

pod.

root@host:~/# kubectl delete pods -l microservice=csp.nso-core

4. Wait a couple of minutes, then check the status of the microservice and its pod.

root@host:~/#kubectl get pods

 NAME                                     READY    STATUS      RESTARTS   AGE

 csp.ams-4890899323-3dfd02                1/1      Running     0          1m
 csp.nso-core-09009278633-fr234f          0/1      Running     0          1m

5. Repeat Steps 1 through 4 for the regional microservices.

Loading Data

After you check that themicroservices are running, youmust loaddata to import plug-ins

and data design tools.
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To load data:

1. Ensure that all themicroservices are up and running on the central and each regional

microservices host.

2. Access the home directory of the installer VM.

3. Execute the ./load_services_data.sh command.

root@host:~/#./load_services_data.sh

NOTE: Youmust not execute load_services_data.shmore than once after a

new deployment.

Related
Documentation

Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74•

• Uploading the vSRX VNF Image for a Centralized Deployment on page 122

• Uploading the LxCIPtable VNF Image for a Centralized Deployment on page 123

• Uploading theCiscoCSR-1000VVNF Image for aCentralizedDeployment onpage 125

• Configuring Contrail OpenStack for a Centralized Deployment on page 115

Configuring Contrail OpenStack for a Centralized Deployment

After you have installed Contrail Service Orchestration (CSO) and uploaded virtualized

network functions (VNFs) foracentralizeddeployment, youmustcomplete the following

tasks in Contrail OpenStack.

• Updating the VNF Image Properties on page 115

• Updating the Public Endpoints’ IP Addresses on page 116

• Updating the OpenStack Heat Resources on page 116

• Specifying Attributes for Virtual Networks Created in Contrail on page 117

• Configuring theContrailOpenStackKeystoneas theCSOExternalKeystoneonpage 118

• Configuring Contrail OpenStack to Communicate with a CSO Keystone on page 121

Updating the VNF Image Properties

After you have uploaded the VNF images for your centralized deployment, youmust

update the image properties. To do so:

1. Obtain the identifiers for your VNF images.

root@host:/# glance image-list

2. Execute the following command for each VNF image that you uploaded.
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glance image-update --property hw_cdrom_bus=ide --property hw_disk_bus=ide --property
hw_vif_model=e1000 vnf-image-id

where:

vnf-image-id—Identifier of the VNF image

For example:

root@host:/# glanceimage-update--propertyhw_cdrom_bus=ide--propertyhw_disk_bus=ide
--property hw_vif_model=e1000 c79c1ade4f5eed8760fe

Updating the Public Endpoints’ IP Addresses

Youmust update the deployment’s public endpoints’ IP addresses to match the

management IP address of the Contrail controller node. This action enables Contrail to

communicate with CSO. To do so:

1. Copy theendpoint_replace.py script fromtheCSO installerVMto theContrail controller

node.

The endpoint_replace.py script is located at the

/root/Contrail_Service_Orchestration_3.2/scripts directory.

2. Log in to the Contrail controller node as root.

3. Obtain the Keystone service token from the /etc/contrail/keystone file.

4. Execute the following command:

root@host:/# python endpoint_replace.py --admin-token service-token --management-ip
contrail-controller-ip-address

where:

• service-token—Service token for the Contrail OpenStack Keystone

• contrail-controller-ip-address—Management IP address of the Contrail controller

node

For example:

root@host:/# python endpoint_replace.py --admin-token 9390f3df14812451541f
--management-ip 192.0.2.1

Updating the OpenStack Heat Resources

Use the following procedure to check that the JSM Heat resource is available in Contrail

OpenStack on the Contrail Controller node.
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NOTE: Thisproceduremustbeperformedonall theContrailControllernodes
in your CSO installation.

1. Log in to the Contrail Controller as root.

2. To check whether the JSM Heat resource is available, execute the heat

resource-type-list | grep JSM command.

If the search returns the textOS::JSM::Get Flavor, the file is available in Contrail

OpenStack.

3. If the file is missing, do the following:

a. Use Secure Copy Protocol (SCP) to copy the jsm_contrail_3.py file as follows:

• For Heat V1 APIs, the /usr/lib/python2.7/dist-packages/contrail_heat/resources

directory on the Contrail Controller node.

• For Heat V2 APIs, the

/usr/lib/python2.7/dist-packages/vnc_api/gen/heat/resources directory on the

Contrail Controller node.

NOTE: The jsm_contrail_3.py file is located in the

/root/Contrail_Service_Orchestration_3.2/scripts directory on the VM or

server on which you installed CSO.

b. Rename the file to jsm.py in both heat resources directories.

c. Restart the heat services by executing the service heat-api restart && service

heat-api-cfn restart && service heat-engine restart command.

d. After the services restart successfully, verify that the JSMheat resource is available

as explained in Step 2. If it is not available, repeat Step 3.

Specifying Attributes for Virtual Networks Created in Contrail

A centralized deployment uses Contrail virtual networks for management and Internet

traffic. You can create these virtual networks when you set up a centralized deployment

in Administration Portal. Alternatively, you can create the networks in Contrail or use

existing networks that you created in Contrail. For more information about this subject,

see:

https://www.juniper.net/documentation/en_US/contrail3.0/topics/task/configuration/creating-virtual-network-juniper-vnc-consolidate.html.
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If you create the virtual networks in Administration Portal, CSO automatically sets up

the required routing and sharing attributes for the networks. If, however, you create the

virtual networks in Contrail, you must:

• Configure routing from the Contrail Service Orchestration (CSO) regional server to

both virtual networks.

• Specify that the management virtual network is shared (public).

This action ensures that the multiple tenants (customers) can access the network.

Configuring the Contrail OpenStack Keystone as the CSO External Keystone

When you install CSO, you can specify that the deployment should use the Contrail

OpenStack Keystone as an external Keystone for authentication of CSO operations. If

you do so, youmust use this procedure to configure the Contrail OpenStack Keystone

to authenticate CSO operations. To do so:

1. Log in to the Contrail controller node as root.

2. If you want to execute Keystone commands, set the source path, using the path that

you configured during the installation.

For example:

root@host:~/# source /etc/contrail/keystonerc

3. Set the OpenStack source path.

For example:

root@host:~/# source /etc/contrail/openstackrc

4. Create a user called cspadmin.

root@host:/# openstack user create --domain default --password-prompt cspadmin

5. Obtain the identifiers (IDs) of the following users:

• admin

• cspadmin

• neutron

root@host:/# openstack user list

  ID                     Name           
  0a3615846a4d689bedf8   admin       
  20a61f33a15453f21682   cspadmin  
  41a71e35a152a7c39e69   neutron 

6. Obtain the ID of the default domain.

root@host:/# openstack domain list
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7. Create a project called default-project.

root@host:/# openstack project create --domain default --description "Default Project"
default-project

8. Assign the admin role to the admin and cspadmin users.

root@host:/# openstack role add admin --user admin --project default-project
root@host:/# openstack role add admin --user cspadmin --project default-project

9. Create the roles operator and tenant-operator.

root@host:~/# openstack role create operator
root@host:~/# openstack role create tenant-operator

10. Obtain the Keystone service token from the /etc/contrail/keystone file.

11. If the following groups do not already exist, create them:

• admin

• member

• operator

root@host:~/# curl –H “x-auth-token:service-token“ –H “content-type:application/json”–d
‘{“group”: {“name”: “group-name”, “domain_id”: “default”}}’ –XPOST
http://contrail-controller-ip-address:5000/v3/groups

where:

• service-token—Service token for the Contrail OpenStack Keystone

• group-name—Name of the group

• domain_id—ID of the domain

• contrail-controller-ip-address—Management IP address of the Contrail controller

node

For example:

root@host:~/# curl –H “x-auth-token:9390f3df14812451541f“ –H
“content-type:application/json”–d ‘{“group”: {“name”: “operator”, “2738ef02df227c34ec49”:
“default”}}’ –XPOST http://192.0.2.1:5000/v3/groups
root@host:~/# curl –H “x-auth-token:9390f3df14812451541f” –H
“content-type:application/json” –d ‘{“group”: {“name”: “admin”, “2738ef02df227c34ec49”:
“default”}}’ –XPOST http://192.0.2.1:5000/v3/groups
root@host:~/# curl –H “x-auth-token:9390f3df14812451541f” –H
“content-type:application/json”–d‘{“group”:{“name”:“_member_”, “2738ef02df227c34ec49”:
“default”}}’ –XPOST http:// 192.0.2.1:5000/v3/groups

12. Obtain the IDs for the groups:

root@host:/# openstack group list

  ID                     Name           
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  7df60593f801df3cad04   _member_       
  5be423fdf76a5d4f8964   admin  
  3bc8235fd643ae814c3d   operator  

13. Use the following command to add the admin and cspadmin users to the admin and

_member_ groups.

root@host:/# curl –g –I –X PUT
http://contrail-controller-ip-address:5000/v3/groups/group-id/users/user-id -H “Accept:
application/json” –H “X-Auth-Token:service-token”

where:

• contrail-controller-ip-address—Management IP address of the Contrail controller

node

• group-id—ID of the group

• user-id—ID of the user

• service-token—Service token that you use to access Contrail OpenStack

For example:

root@host:/# curl –g –I –X PUT
http://192.0.2.1:5000/v3/groups/5be423fdf76a5d4f8964/users/0a3615846a4d689bedf8
-H “Accept: application/json” –H “X-Auth-Token:9390f3df14812451541f”
root@host:/# curl –g –I –X PUT
http://192.0.2.1:5000/v3/groups/5be423fdf76a5d4f8964/users/20a61f33a15453f21682-H
“Accept: application/json” –H “X-Auth-Token:9390f3df14812451541f”
root@host:/# curl –g –I –X PUT
http://192.0.2.1:5000/v3/groups/7df60593f801df3cad04/users/0a3615846a4d689bedf8
-H “Accept: application/json” –H “X-Auth-Token:9390f3df14812451541f”
root@host:/# curl –g –I –X PUT
http://192.0.2.1:5000/v3/groups/7df60593f801df3cad04/users/20a61f33a15453f21682 -H
“Accept: application/json” –H “X-Auth-Token:9390f3df14812451541f”

14. Use the following command to assign the system_user property to the admin,

cspadmin, and neutron users.

root@host:/# curl –X PATCH –H “X-Auth-Token:service-token”
http://contrail-controller-ip-address:35357/v3/users/user-id -d ‘{“user”: {“system_user”: 1 }}’

where:

• service-token—Service token for the Contrail OpenStack Keystone

• contrail-controller-ip-address—Management IP address of the Contrail controller

node

• user-id—ID of the user

For example:

root@host:/# curl –X PATCH –H “X-Auth-Token:9390f3df14812451541f”
http://192.0.2.1:35357/v3/users/0a3615846a4d689bedf8 -d ‘{“user”: {“system_user”: 1 }}’
root@host:/# curl –X PATCH –H “X-Auth-Token:9390f3df14812451541f”
http://192.0.2.1:35357/v3/users/20a61f33a15453f21682 -d ‘{“user”: {“system_user”: 1 }}’
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root@host:/# curl –X PATCH –H “X-Auth-Token:9390f3df14812451541f”
http://192.0.2.1:35357/v3/users/00d3b0113ae21f270d11 -d ‘{“user”: {“system_user”: 1 }}’

Configuring Contrail OpenStack to Communicate with a CSOKeystone

If you use the CSO Keystone with a centralized deployment, youmust configure Contrail

OpenStack to communicate with that Keystone. To do so:

1. Log in to the Contrail controller node as root.

2. Create a project for the CSO Keystone.

root@host:/# openstack project create --domain default --description "CSO Keystone
project" cso-project1

3. Assign the admin role to user admin for the project that you created.

root@host:~/# openstack role add admin --project cso-project1 –user admin

4. Create a user, and assign the user to the project that you created.

For example:

root@host:~/# openstack user create --project cso-project1 –password prompt user 1

5. Assign the admin role to the user that you created.

root@host:/# openstack role add admin --project cso-project 1 –user user1

Related
Documentation

Configuring the Physical Servers and Nodes for the Contrail Cloud Implementation in

a Centralized Deployment on page 63

•

• Authentication and Authorization in the Cloud CPE and SD-WANSolutions on page 27

• Installing and Configuring the Cloud CPE Solution on page 107

• Uploading the vSRX VNF Image for a Centralized Deployment on page 122

• Uploading the LxCIPtable VNF Image for a Centralized Deployment on page 123

• Uploading theCiscoCSR-1000VVNF Image for aCentralizedDeployment onpage 125
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Uploading the vSRX VNF Image for a Centralized Deployment

The Contrail Service Orchestration (CSO) installer places the vSRX image in the

/var/www/html/csp_components directory on the installer virtual machine (VM) during

the installation process. Youmust copy this image from the installer VM to the Contrail

controller node and upload it to make the vSRX virtualized network function (VNF)

available in a centralized deployment.

To upload the vSRX VNF image for a centralized deployment:

1. Log in to the installer VM as root.

2. Set up an SSH session as root to the Contrail controller node.

3. Copy the vSRX-img file from the installer VM toanydirectory on theContrail controller

node.

For example, if the IP address of the Contrail controller node is 192.0.2.1, and youwant

to copy the file to the root directory:

root@host:/# scp /var/www/html/csp_components/vSRX-img root@192.0.2.1:root

4. Check whether you have an OpenStack flavor with the following specification on the

Contrail controller node.

• 2 vCPUs

• 4 GB RAM

• 40 GB hard disk storage

For example:

root@host:/#openstack flavor list

ID  Name       Memory_MB  Disk  Ephemeral  Swap  VCPUs  Is_Public  
1   m1.tiny    512        0     0                1      True       
2   m1.small   2048       20    0                1      True       
3   m1.medium  4096       40    0                2      True       
4   m1.large   8192       80    0                4      True       
42  m1.nano    64         0     0                1      True       
5   m1.xlarge  16384      160   0                8      True       
84  m1.micro   128        0     0                1      True      

If you do not have a flavor with the required specification, create one.

For example:

root@host:/# openstack flavor createm1.vsrx_flavor --ram 4096 --disk 40 --vcpus 2

5. Access the directory where you copied the image on the Contrail controller node, and

upload it into the Glance software.

For example:
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root@host:/# cd root
root@host:/root# glance image-create--namevSRX-img--is-publicTrue--container-format
bare --disk-format qcow2 < vSRX-img

NOTE: Youmust name the image vSRX-img to ensure that the virtual

infrastructuremanager (VIM) can instantiate the VNF.

6. FromtheOpenStackdashboard, access the image inContrail andconfigure the image

to be shared.

This action enables multiple customers to access the VNF.

To verify that you canmanually instantiate the vSRX VNF:

1. Access the OpenStack dashboard.

2. Create an instance of the vSRX image.

3. Select Projects > Instances.

The status of the instance should be spawning or running. You can click the instance

to see its console.

If you need to investigate the image further, the default username for the vSRX-img

package is root and the password is passw0rd.

Related
Documentation

VNFs Supported by Contrail Service Orchestration on page 52•

• Uploading the LxCIPtable VNF Image for a Centralized Deployment on page 123

• Uploading theCiscoCSR-1000VVNF Image for aCentralizedDeployment onpage 125

Uploading the LxCIPtable VNF Image for a Centralized Deployment

You use this process to make the LxCIPtable VNF available in a centralized deployment.

To create an LxCIPtable Image:

1. Athttp://cloud-images.ubuntu.com/releases/14.04/release/, determine theappropriate

Ubuntu cloud image for your Contrail controller node.

2. Download the appropriate Ubuntu cloud image to the Contrail controller node.

For example:

root@host:/# cd /tmp
root@host:/tmp# wget
http://cloud-images.ubuntu.com/releases/14.04/release/ubuntu-14.04-server-cloudimg-amd64-disk1.img
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3. On the Contrail controller node, upload the Ubuntu image into the Glance software.

root@host:/# glance image-create --name IPtables --is-publicTrue --container-formatbare
--disk-format qcow2 < ubuntu-14.04-server-cloudimg-amd64-disk1.img

4. In a local directory on the Contrail OpenStack node, create ametadata file for the

image. For example:

root@host:~/images# cat user-data.txt
#cloud-config
password: <PASSWORD>
chpasswd: { expire: False }
ssh_pwauth: True

5. Create an instance of the image called IPtable-temp in this directory.

root@host:~/images# nova boot --flavor m1.medium --user-data=./user-data.txt --image
IPtables IPtable-temp --nic net-id=<management network id>

6. From the OpenStack GUI, log in to the instance with the username ubuntu and the
password specified in the user-data file.

7. Customize the instance.

a. Set the root password to the value passw0rd. For example:

CAUTION: Youmust use the value passw0rd for the LxCIPtable VNF

to operate correctly.

ubuntu@iptable-temp:~$sudo passwd root
Enter new UNIX password:
Retype new UNIX password:
passwd: password updated successfully
ubuntu@iptable-temp:~$

b. In the file /etc/ssh/sshd_config, specify the following setting:

PermitRootLogin = yes

c. Restart the service.

service ssh restart

d. In the file /etc/network/interfaces, modify the eth0, eth1, and eth2 settings as

follows:

auto eth0
iface eth0 inet dhcp
 metric 1
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auto eth1
iface eth1 inet dhcp
 metric 100

auto eth2
iface eth2 inet dhcp
 metric 100

e. Verify that IPtables is active.

service ufw status

8. Take a snapshot of the OpenStack Instance.

a. Close the instance.

sudo shutdown -h now

b. From theOpenStack Instances page, select Create Snapshot for this instance, and

specify the Name as LxcImg.

c. Delete the temporary instance that you created in Step 5.

Related
Documentation

VNFs Supported by Contrail Service Orchestration on page 52•

• Uploading the vSRX VNF Image for a Centralized Deployment on page 122

• Uploading theCiscoCSR-1000VVNF Image for aCentralizedDeployment onpage 125

Uploading the Cisco CSR-1000V VNF Image for a Centralized Deployment

You use this process to make the Cisco CSR-1000V VNF available in a centralized

deployment.

To create a Cisco CSR-1000V VNF image:

1. Log into the Contrail controller node.

2. Create a new flavor with 3 vCPUS in Contrail OpenStack.

For example:

root@host:# openstack flavor create p1.csr_flavor --ram 4096 --disk 0 --vcpus 3

3. Upload the Cisco CSR-1000V image into the Glance software.

For example:

root@host:/# glance image-create --namecsr1000v-img--is-publicTrue--container-format
bare --disk-format qcow2 < cisco-csr1000v-img
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4. Create an instance of the image called csr1000v-img in this directory.

For example:

root@host:~/images# nova boot --flavor p1.csr_flavor --image csr1000v-img --nic
net-id=MGMT_NET_ID--nicnet-id=LEFT_NET_ID--nicnet-id=RIGHT_NET_ID--security-group
default

5. From the OpenStack GUI, log in to the instance using themanagement IP address as

the username and without a password.

6. Configure the following settings for the instance:

vrf definition Mgmt-intf
 address-family ipv4
 exit-address-family
enable password passw0rd
ip vrf mgmt
username root privilege 15 password 0 passw0rd
ip ssh version 2
interface GigabitEthernet1
  ip vrf forwarding mgmt
  ip address dhcp
  negotiation auto
line vty 0
  exec-timeout 60 0
  privilege level 15
  password passw0rd
  login local
  transport input telnet ssh

7. Take a snapshot of the instance.

a. Close the instance.

For example:

root@host:~/images# sudo shutdown -h now

b. From theOpenStack Instances page, select Create Snapshot for this instance, and

specify the name of the image as csr1000v-img.

Related
Documentation

• VNFs Supported by Contrail Service Orchestration on page 52

• Uploading the vSRX VNF Image for a Centralized Deployment on page 122

• Uploading the LxCIPtable VNF Image for a Centralized Deployment on page 123
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CHAPTER 6

Installing Software Licenses for vSRXand
SRX Series Devices

• Overview of the License Tool on page 127

• Installing Licenses with the License Tool on page 128

Overview of the License Tool

You can use the license tool to upload and install licenses for the following products:

• vSRX VNFs in a centralized deployment

• The following items in a distributed deployment:

• vSRX gateway router on an NFX Series device

• vSRX or SRX Series CPE devices

• vSRX VNFs on a CPE device

Using this license tool is a quick and convenient way to upload and install licenses

simultaneously. You can also use the API to install and upload licenses or to incorporate

this functionality into your custom interface.

Contrail Service Orchestration uses the following workflow for uploading and installing

licenses:

1. You run the license tool on the installer VM, which communicates with the central

microservices host.

2. The central microservices host sends installation instructions to the regional

microservices server that manages the CPE device or Contrail Controller node.

3. The regional microservices host executes installation instructions on the CPE device

or the Contrail Controller node.

Related
Documentation

Installing Licenses with the License Tool on page 128•
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Installing Licenses with the License Tool

The license tool enablesyou to install and retrieve license information throughacommand

line interface (CLI).

The license installation tool uses the following syntax:

./license_install_util.sh -i license-id -p license-path -t tenant-name - -sitefile site-list-path
- -install_license - -get_license_info - -service firewall | utm | nat

Table 23 on page 128 describes the arguments and variables for the tool.

Table 23: Keywords and Variables for the License Tool

RequirementFunctionArguments and Variables

Mandatory for license installationSpecifies the identifier of the license.-i license-id

Mandatory for license installationSpecifies the path to the license file.-p license-path

• Use for operations concerning all sites for a
single customer.

• Donot use for operations concerningmultiple
customers.

Specifies the name of the customer in
Contrail Service Orchestration.

-t tenant-name

Use for operations concerning multiple
customers or a subset of sites for a single
customer.

Specifies the path to a text file that contains
a list of comma- or newline-separated sites
in Contrail Service Orchestration.

- -sitefile site-list-path

Requires either the -t or the sitefile optionInstalls licenses.- -install_license

Requires either the -t or the sitefile optionExtracts licenses information- -get_license_info

Mandatory if the site hosts multiple VNFsSpecifies thenetwork function for the license.- -service firewall | utm | nat

• Accessing and Setting Up the License Tool on page 129

• Installing a License on All Sites for One Customer on page 129

• Installing a License for a Specific Service on All Sites for One Customer on page 130

• Installing a License on One or More Sites for Multiple Tenants on page 131

• Installing a License for a Specific Service on One or More Sites for Multiple

Tenants on page 131

• Viewing License Information for One Customer’s Sites on page 132

• Viewing License Information for One or More Sites on page 132
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Accessing and Setting Up the License Tool

You run the license tool on the installer VM.

To access and set up the license tool:

1. Log in to the installer VM as root.

2. Access thedirectory that contains the installer. For example, if thenameof the installer

directory is csoVersion

root@host:~/# cd csoVersion

3. Specify the following environment variables:

• OS_AUTH_URL—URL of the OpenStack Keystone that authorizes Contrail Service

Orchestration, including the IPaddress of theOpenStackKeystonehost, port 35357

and the OpenStack version

• OS_USERNAME—Username for Contrail Service Orchestration

• OS_PASSWORD—Password for Contrail Service Orchestration

• OS_TENANT_NAME—OpenStack tenant name, admin

• TSSM_IP—IP address of the central microservices host

• REGION_IP—IP address of the regional microservices host

For example:

root@host:~/#export OS_AUTH_URL=http://192.0.2.0:35357/v2.0
root@host:~/#export OS_USERNAME=cspadmin
root@host:~/#export OS_PASSWORD=passw0rd
root@host:~/#export OS_TENANT_NAME=admin
root@host:~/#export TSSM_IP=192.2.0.1
root@host:~/#export REGION_IP=192.0.2.2

Installing a License on All Sites for One Customer

To install a license on all sites for one customer:

1. Run the tool with the following options (see Table 23 on page 128).

./license_install_util.sh -i license-id -p license-path -t tenant-name
- -install_license

For example:

root@host:~/#./license_install_util.sh -i JUNOS000001 -p licenses/vsrx-utm-license.txt
-t test-customer - -install_license
Total Sites: 2
Site count for successful license install: 2
Site count for failed license install: 0

2. (Optional) Review the license_install_results.log for detailed results.
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***License Install Status ***

Response:SUCCESS
Site: jd8-site-1
vSRX IP: 10.102.82.36
License Info: license": [
{
"license_id": "JUNOS000001",
"install_status": success
}
]
Response:SUCCESS
Site: jd8-site-2
vSRX IP: 10.102.82.2
License Info: license": [
{
"license_id": "JUNOS000001",
"install_status": success
}
]

3. If there is a problemwith the license installation, review the license_install.log file for

troubleshooting information.

Installing a License for a Specific Service on All Sites for One Customer

If you usemore than one VNF at a site, youmust specify the service when you install the

license.

To install a license on all sites for a specific customer:

1. Run the tool with the following options (see Table 23 on page 128).

./license_install_util.sh -i license-id -p license-path -t tenant-name
-s service-name - -install_license

For example:

root@host:~/#./license_install_util.sh -i JUNOS000001 -p licenses/vsrx-utm-license.txt
-t test-customer -s firewall - -install_license
Total Sites: 2
Site count for successful license install: 2
Site count for failed license install: 0

2. (Optional) Review the license_install_results.log for detailed results.

3. If there is a problemwith the license installation, review the license_install.log file for

debugging information.
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Installing a License on One or More Sites for Multiple Tenants

To install a license on one or more sites:

1. Create a text file of site names, separated by commas or newline characters.

2. Run the tool with the following options (see Table 23 on page 128).

./license_install_util.sh -i license-id -p license-path
- -sitefile site-file-name - -install_license

For example:

root@host:~/#./license_install_util.sh -i JUNOS000001 -p licenses/vsrx-utm-license.txt
- - sitefile sites.txt
Total Sites: 2
Site count for successful license install: 2
Site count for failed license install: 0

3. (Optional) Review the license_install_results.log for detailed results.

4. If there is a problemwith the license installation, review the license_install.log file for

debugging information.

Installing a License for a Specific Service on One or More Sites for Multiple Tenants

To install a license on one or more sites:

1. Create a text file of site names, separated by commas or newline characters.

2. Run the tool with the following options (see Table 23 on page 128).

./license_install_util.sh -i license-id -p license-path
- -sitefile site-list-path - -install_license

For example:

root@host:~/#./license_install_util.sh -i JUNOS000001 -p licenses/vsrx-utm-license.txt
- -sitefile sites.txt - -service utm
Total Sites: 2
Site count for successful license install: 2
Site count for failed license install: 0

3. (Optional) Review the license_install_results.log for detailed results.

4. If there is a problemwith the license installation, review the license_install.log file for

debugging information.
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Viewing License Information for One Customer’s Sites

To view license information for one customer’s sites:

1. Run the tool with the following options (see Table 23 on page 128).

./license_install_util.sh -i license-id -p license-path -t tenant-name
- -get_license_info

For example:

root@host:~/#./license_install_util.sh -i JUNOS000001 -p licenses/vsrx-utm-license.txt
-t test-tenant - -get_license_info
Total Sites: 2
Site count for successful license info retrieval: 2
Site count for failed license info retrieval: 0
Refer license_install_results.log for detailed results, license_install.log 
for debug logs.

2. (Optional) Review the license_install_results.log for detailed results.

***License Information ***
Site: jd8-site-1
vSRX IP: 10.102.82.36
License Info: license": [
{
"license_id": "
JUNOS000001",
"install_status": success
}
]
Site: jd8-site-2
vSRX IP: 10.102.82.2
License Info: license": [
{
"license_id": "
JUNOS000001",
"install_status": success
}
]

3. If there is a problemwith operation, review the license_install.log file for debugging

information.

Viewing License Information for One or More Sites

To view license information for one or more sites:

1. Create a text file of site names, separated by commas or newline characters.

2. Run the tool with the following options (see Table 23 on page 128).

./license_install_util.sh -i license-id -p license-path
- -sitefile site-list-path - -get_license_info

For example:

Copyright © 2018, Juniper Networks, Inc.132

Contrail Service Orchestration Deployment Guide



root@host:~/#./license_install_util.sh -i JUNOS000001 -p licenses/vsrx-utm-license.txt
- -sitefile sites.txt - -get_license_info
Total Sites: 2
Site count for successful license info retrieval: 2
Site count for failed license info retrieval: 0
Refer license_install_results.log for detailed results, license_install.log 
for debug logs.

3. (Optional) Review the license_install_results.log for detailed results.

***License Information ***
Site: jd8-site-1
vSRX IP: 10.102.82.36
License Info: license": [
{
"license_id": "
JUNOS000001",
"install_status": success
}
]
Site: jd8-site-2
vSRX IP: 10.102.82.2
License Info: license": [
{
"license_id": "
JUNOS000001",
"install_status": success
}
]

4. If there is a problemwith operation, review the license_install.log file for debugging

information.

Related
Documentation

• Overview of the License Tool on page 127
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CHAPTER 7

Setting Up and Using Contrail Service
Orchestration with the GUIs

• Accessing the Contrail Services Orchestration GUIs on page 135

• Designing and Publishing Network Services on page 137

• Setting Up a Centralized Deployment on page 137

• Setting Up a Distributed Deployment on page 139

• Setting Up an SD-WAN Deployment on page 141

• Setting Up Customers’ Networks on page 142

Accessing the Contrail Services Orchestration GUIs

NOTE: We recommend that you use Google Chrome Version 60 or later to
access the Contrail Service Orchestration (CSO) GUIs.

See Table 24 on page 135 for information about logging into the Contrail Service

Orchestration GUIs.

Table 24: Access Details for the GUIs

Login CredentialsURLGUI

Specify the OpenStack
Keystone username and
password.

The default username is
cspadmin and the default
password is passw0rd.

https://central-IP-Address

where:

central-IP-Address—IP address of the VM that hosts
the microservices for the central POP

For example:

https://192.0.2.1

Administration Portal

Specify the credentials when
you create theCustomer either
InAdministrationPortal orwith
API calls.

Same as the URL used to access the Administration
Portal

Customer Portal
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Table 24: Access Details for the GUIs (continued)

Login CredentialsURLGUI

Specify the OpenStack
Keystone username and
password.

The default username is
cspadmin and the default
password is passw0rd.

https://central-IP-Address:83

where:

central-IP-Address—IP address of the VM that hosts
the microservices for the central POP

For example:

https://192.0.2.1:83

Designer Tools—Log into Network
ServiceDesigner and click themenu
in the top left of the page to access
the other designer tools.

Login credentials are not
needed.

http://infra-vm-IP-Address |ha-proxy-IP-Address:5601

where:

infra-vm-IP-Address—IP address of the VM that hosts
the infrastructure services for a central or regionalPOP.
Use this option to monitor network services.

ha-proxy-IP-Address—IP address of high availability
(HA) proxy. Use this option to monitor the
microservices.

• For a non-HAdeployment, use the IP address of the
VMthat hosts themicroservices for the central POP.

• For an HA deployment, use the virtual IP address
that you provide for the HA proxy when you install
CSO.

For example:

http://192.0.2.2:5601

Kibana

This tool provides a visual
representation of log files. You can
use it to monitor:

• Network services in a central or
regional POP

• Microservices in the deployment

Login credentials are not
needed.

• Prometheus—ha-proxy-IP-Address:30900

• Grafana—ha-proxy-IP-Address:3000

where:

ha-proxy-IP-Address—IP address of HA proxy

• For a non-HAdeployment, use the IP address of the
VMthat hosts themicroservices for the central POP.

• For an HA deployment, use the virtual IP address
that you provide for the HA proxy when you install
CSO.

For example:

http://192.0.2.2:30900

Grafana and Prometheus

These tools provide monitoring and
troubleshooting for the
infrastructure services in Contrail
Service Orchestration. You use
Prometheus tocreatequeries for the
infrastructure services and Grafana
to view the results of the queries in
a visual format.

Related
Documentation

Setting Up a Centralized Deployment on page 137•

• Setting Up a Distributed Deployment on page 139

• Designing and Publishing Network Services on page 137
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• Setting Up Customers’ Networks on page 142

• Setting Up the Visual Presentation of Microservice Log Files on page 147

• Cloud CPE and SD-WAN Solutions Overview on page 17

Designing and Publishing Network Services

There are three tools that you use together to design and publish network services for

centralized and distributed deployments in a hybridWAN deployment:

• Firstly, you use Configuration Designer to create configuration templates for virtualized

network functions (VNFs). The configuration templates specify the parameters that

the customer can configure for a network service.

• Next, you use Resource Designer to create VNF packages. A VNF package specifies

the network functions, function chains, performance, and a configuration template

that you created in Configuration Designer.

• Finally, you use Network Service Designer to:

• Design service chains for network services using the VNF packages that you created

with Resource Designer.

• Configure network services.

• Publish network services to the network service catalog.

You use the same process to create network services for centralized and distributed

deployments. You cannot, however, share network services between a centralized

deployment and a distributed deployment that are managed by one Contrail Service

Orchestration installation. In this case, youmust create two identical services, one for

the centralized deployment and one for the distributed deployment.

You can also use Configuration Designer to create workflows for device templates.

For detailed information about using the Designer Tools, see the Contrail Service

Orchestration User Guide.

Related
Documentation

Accessing the Contrail Services Orchestration GUIs on page 135•

• Setting Up a Centralized Deployment on page 137

• Setting Up a Distributed Deployment on page 139

• Setting Up Customers’ Networks on page 142

• Cloud CPE and SD-WAN Solutions Overview on page 17

Setting Up a Centralized Deployment

Before you set up a centralized deployment, complete the following tasks:

• Configure network devices and servers for the deployment. See the following topics:
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• Cabling the Hardware for the Centralized Deployment on page 55

• Configuring the EX Series Ethernet Switch for the Contrail Cloud Implementation in

a Centralized Deployment on page 58

• Configuring the QFX Series Switch for the Contrail Cloud Implementation in a

Centralized Deployment on page 59

• Configuring the MX Series Router in the Contrail Cloud Implementation for a

Centralized Deployment on page 61

• Configuring the Physical Servers and Nodes for the Contrail Cloud Implementation

in a Centralized Deployment on page 63

• Install Contrail Service Orchestration. See the following topics:

• Removing a Previous Deployment on page 73

• Provisioning VMs on Contrail Service Orchestration Nodes or Servers on page 74

• Setting up the Installation Package and Library Access on page 105

• Installing and Configuring the Cloud CPE Solution on page 107

• Configuring Contrail OpenStack for a Centralized Deployment on page 115

• Upload VNF images. See the following topics:

• Uploading the vSRX VNF Image for a Centralized Deployment on page 122

• Uploading the LxCIPtable VNF Image for a Centralized Deployment on page 123

• Uploading theCiscoCSR-1000VVNF Image foraCentralizedDeploymentonpage 125

• Install VNF licenses.

You can use the license tool to install vSRX licenses. See “Installing Licenses with the

License Tool” on page 128.

• Publish network services with Network Service Designer.

To set up a centralized deployment.

1. Log in to Administration Portal as a service provider operator.

2. Create the POPs and associated resources.

• Youmust create a (Virtualized Infrastructure Manager) VIM for each POP.

• You can add an MX Series router as a physical network element (PNE) to provide

a Layer 3 routing service to customer sites through use of virtual routing and

forwarding (VRF) instances.

• You add the Junos Space element management system (EMS) if you use a VNF

that requires this EMS.

3. Add or import customers (tenants) in Administration Portal.

4. Access Contrail and add the following rule to the default security group in the Contrail

project.
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Ingress IPv4 network 0.0.0.0/0 protocol any ports any

5. Allocate network services to each customer.

6. Upload licenses for other VNFs.

7. Access the view for a specific customer.

8. Create cloud sites for the customer.

a. Create a regional service edge site for each branch site in the customer’s network.

b. Create a local service edge site if customers access the Internet through the

corporate VPN

9. If you configured a PNE, then associate the PNE with the site and configure a VRF for

each customer site.

For detailed information about using Administration Portal, see the Contrail Service

Orchestration User Guide.

Related
Documentation

Accessing the Contrail Services Orchestration GUIs on page 135•

• Designing and Publishing Network Services on page 137

• Setting Up Customers’ Networks on page 142

• Installing Licenses with the License Tool on page 128

Setting Up a Distributed Deployment

NOTE: Youmust send an activation code to the customer for each NFX250
device. The customer’s administrative usermust provide this codeduring the
NFX250 installationandconfigurationprocess.TheJuniperNetworksRedirect
Service uses this code to authenticate the device.

Before you set up a deployment, complete the following tasks:

• Publish network services with Network Service Designer.

• Add or import customers (tenants) in Administration Portal.

• Allocate networks services to each customer.

After you have installed Contrail Service Orchestration and published network services

with Network Service Designer, you use Administration Portal to set up the distributed

deployment. The following workflow describes the process:

1. Log in to Administration Portal.

2. Access the tenant view for the first customer.

3. Add an on-premise spoke site for each site in the customer’s network.
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NOTE: Alternatively customers can add the spoke sites themselves.

4. Repeat Step 3 for each customer in the network.

5. Access the All Tenants view for the customers.

6. Add data for the POPs and provider edge (PE) router.

7. Upload images for devices used in the deployment, such as the vSRX gateway and

the NFX250 device, to the central activation server.

8. Configure activation data for CPE devices.

9. Upload VNF images.

10. Upload and install licenses:

1. Upload licenses for vSRX and SRX devices and VNFs with the installer tool (see

“Installing Licenses with the License Tool” on page 128).

2. Upload licenses for other VNFS with Administration Portal.

3. Manually install licenses for other VNFs.

11. Allocate network services to customers.

12. Activate CPE devices at customer sites.

NOTE: Alternatively customers can add the spoke sites themselves.

Whenanadministrator installs and configures theNFX250devices at a customer site,

the device automatically interacts with the Redirect Service. The Redirect Service

authenticates thedeviceandsends the informationabout its assigned regional server.

The device then obtains a boot image and configuration image from the regional

server and uses the images to become operational.

Customers activate SRXSeries Services Gateways and vSRX instances acting as CPE

devices through Customer Portal.

For detailed information about using Administration Portal, see the Contrail Service

Orchestration User Guide.

Related
Documentation

Accessing the Contrail Services Orchestration GUIs on page 135•

• Installing and Setting Up CPE Devices on page 70

• Designing and Publishing Network Services on page 137

• Setting Up Customers’ Networks on page 142

• Installing Licenses with the License Tool on page 128
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Setting Up an SD-WANDeployment

To set up an SD-WAN implementation:

1. Access Administration Portal by logging into Contrail Service Orchestration (CSO)

with the MSP Administrator login.

2. Create a point of presence (POP) for the SD-WAN deployment.

BEST PRACTICE: Create different POPs for HybridWAN and SD-WAN
deployments so that it’s clear which physical device (in this case the hub
device) to select when you configure the spoke sites.

3. Access the POP that contains the hub device for the SD-WAN deployment.

4. Add the hub device as a router to the POP.

• Youmust supply the serial number of the hub device.

• Select the SRX_Advanced_SDWAN device template.

Multiple tenants can share the hub. You typically use one hub for each POP.

The device should have the status Provisioned and an Activate Device link in the

Management Status column on the POPs page in Administration Portal.

5. Activate the hub device in one of the following ways:

• Use the remote activation utility on the SRX Series device.

• Manually activate the device.

a. Copy the Stage 1 configuration from the Routers page in Administration Portal

to the SRX Series device console.

b. ClickActivatenext to thehubdevice in theRouterspageofAdministrationPortal.

6. Access the tenant view for the customer.

7. Add a cloud site to specify which hub site the tenant uses.

8. Create an on-premise spoke site for the customer and specify the LAN segments that

connect to the CPE device.

9. Configure network connectivity and device images for the site.
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10. Activate the device at the site.

11. Access the All Tenants view.

12. Install Application Signatures on the CPE device.

13. Access the tenant view for the customer.

14. Create and deploy the SD-WAN policy.

15. Create one or more SLA profiles for the customer.

16. Monitor application visibility and SD-WAN events.

If an SLA violation occurs, CSO automatically switches the traffic from oneWAN link

to another on the CPE device. You can track these occurrences and view associated

alarms in the Monitor Pages in both the All Tenants and specific tenant views.

Related
Documentation

•

Setting Up Customers’ Networks

After youhavesetup thenetwork foracustomerwithAdministrationPortal, that customer

canview, configure, andmanage their network throughCustomerPortal. CustomerPortal

is actually customer-specific view of Administration Portal. Customers have their own

login credentials, which provide role-based access control to the information for their

networks. Customers see only their own networks, and cannot view other customers’

networks. You can also view andmanage each customer’s network from Administration

Portal, by accessing the view for a specific customer.

With Customer Portal, customers can:

• Add, activate and deactivate sites in the network.

BEST PRACTICE: Service providers often add sites for customers.
Customers typically activate and deactivate sites in their networks.

• Activate CPE devices.

BEST PRACTICE: Customers typically activate the CPE devices in their
networks.

• Configure CPE devices.

• Deploy andmanage available network services for a hybridWAN deployment.
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• Add and configure network services.

• Disable and remove network services.

• Monitor network services.

For detailed information about using Customer Portal, see the Contrail Service

Orchestration User Guide.

Related
Documentation

• Accessing the Contrail Services Orchestration GUIs on page 135

• Designing and Publishing Network Services on page 137

• Cloud CPE and SD-WAN Solutions Overview on page 17
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CHAPTER 8

Monitoring and Troubleshooting

• Monitoring and Troubleshooting Overview on page 145

• Viewing and Creating Dashboards for Infrastructure Services on page 146

• Setting Up the Visual Presentation of Microservice Log Files on page 147

• Viewing Information About Microservices on page 148

• Managing the Microservice Containers on page 150

Monitoring and Troubleshooting Overview

You use open-source applications for monitoring and troubleshooting infrastructure

services andmicroservices in Contrail Service Orchestration. These applications offer a

visual representation of the metrics in Contrail Service Orchestration with extensive

capabilities for analyzing data andmonitoring alerts.

Monitoring Infrastructure Services

You use a combination of Prometheus and Grafana to monitor infrastructure services in

Contrail Service Orchestration.

• Prometheus is a toolkit for monitoring systems and defining alerts.

• Grafana enables metric analysis and visualization.

You create queries in Prometheus to develop dashboards for infrastructures services,

and visualize the dashboards in Grafana. Predefined dashboards for the following

applications are included with Contrail Service Orchestration:

• Cassandra

• Kubernetes

• RabbitMQ

• Host metrics

• Node and server metrics

• VMmetrics

Refer to the documentation for Prometheus and Grafana for information about using

these products.
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MonitoringMicroservices

Service and InfrastructureMonitor provides a continuous and comprehensivemonitoring

of Contrail Service Orchestration. The application provides both a visual display of the

state of the deployment and the ability to view detailed event messages.

Service and Infrastructure Monitor tracks the status of:

• Network services

• Virtualized network functions

• Microservices

• Virtual machines

• Physical servers

For detailed information about using Service and Infrastructure Monitor, see the Contrail

Service Orchestration User Guide.

You can also use Kibana to view log files and analyze log files in a visual format. See

“Setting Up the Visual Presentation of Microservice Log Files” on page 147

Related
Documentation

Viewing and Creating Dashboards for Infrastructure Services on page 146•

• Setting Up the Visual Presentation of Microservice Log Files on page 147

• Viewing Information About Microservices on page 148

• Cloud CPE and SD-WAN Solutions Overview on page 17

Viewing and Creating Dashboards for Infrastructure Services

To access and create dashboards for monitoring infrastructure services:

1. Access Grafana at the following URL:

http://ha-proxy-IP-Address:3000

where:

ha-proxy-IP-Address—IP address of high availability (HA) proxy for the infrastructure

VMs

2. Select a predefined dashboard.

The dashboard appears, displaying metrics for the infrastructure service.

3. Access Prometheus at the following URL to create additional dashboards:

http://ha-proxy-IP-Address:30900
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Refer to the documentation for Prometheus and Grafana for more information about

using these products. You can also refer to the documentation for the different

infrastructure services to determine what type of information to include in your custom

dashboards.

Related
Documentation

Monitoring and Troubleshooting Overview on page 145•

• Setting Up the Visual Presentation of Microservice Log Files on page 147

• Viewing Information About Microservices on page 148

Setting Up the Visual Presentation of Microservice Log Files

Contrail ServiceOrchestration includesKibana and Logstash to enable viewing of logged

data for microservices in a visual format.

To set up logging in Kibana:

1. AccessKibanausing theURL for theserver that you require (see “Accessing theContrail

Services Orchestration GUIs” on page 135).

2. Select Settings > Indices.

3. Click Create.

This action creates the csplogs index file.

4. Log in as root to the installer host and access the installer directory.

5. Copy the deploy_manager/export.json file to a location fromwhich you can import it

to the Kibana GUI.

NOTE: Do not change the format of the JSON file. The file must have the
correct format to enable visualization of the logs.

6. In the Kibana GUI, select Settings >Objects.

7. Click Import.

8. Navigate to the location of the export.json file that youmade available in Step 5.

9. ClickOpen.

10. Confirm overwriting of any existing data.
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11. Refresh the Kibana page.

12. Access the dashboard to view the logs in a visual format.

Logs appear after an end user activates a network service.

Refer to the Kibana documentation for information about viewing files in a visual format.

Related
Documentation

Accessing the Contrail Services Orchestration GUIs on page 135•

• Monitoring and Troubleshooting Overview on page 145

• Viewing and Creating Dashboards for Infrastructure Services on page 146

• Viewing Information About Microservices on page 148

Viewing Information About Microservices

Whenyou log intoKibana, yousee theDiscoverpage,whichdisplaysachart of thenumber

of logs for a specific time period and a list of events for the deployment. You can filter

this data to viewsubsetsof logsandadd fields to the table to find the specific information

that you need. You can also change the time period for which you view events.

• Filtering Data in Kibana on page 148

• Troubleshooting Microservices on page 148

• Analyzing Performance on page 149

Filtering Data in Kibana

To filter data in Kibana:

1. Specify a high-level query in the search field to view a subset of the logs.

You can use keywords from the list of fields in the navigation bar, and specific values

for parameters that you configure in Contrail Service Orchestration (CSO), such as a

specific customer name or a specific network service.

For example, specify the following query to view logs concerning requests made for

the customer test-customer.

_exists_: request_id AND test-customer

2. Select one or more fields from the left navigation bar.

For example, select request to showdetails about the requestmade for this customer.

TroubleshootingMicroservices

You can use the troubleshooting dashboard to investigate issues for the microservices.
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To use the troubleshooting dashboard:

1. From the Kibana GUI, select Dashboard > Troubleshooting.

The troubleshooting dashboard appears, displaying the following predefined

monitoring applications:

• Log Level Vs Count

This widget shows the number of logs for each alert level.

• Status Code Vs Count

This widget shows the number of logs for each HTTP status code.

• Service App Name Vs Status Code

Thiswidget showsavisual representationof thenumberof logs foreachmicroservice

analyzed by HTTP status code.

2. Click on an option, such as an alert level, in a widget to filter the data and drill down

to a specific issue.

Analyzing Performance

You can use the troubleshooting dashboard to investigate issues for the microservices.

To use the troubleshooting dashboard:

1. From the Kibana GUI, select Dashboard > Performance Analysis.

The performance Analysis dashboard appears, displaying the following predefined

monitoring applications:

• API Vs Min/Average/Max Elapsed time

This widget shows how long an API associatedwith amicroservice has been in use.

You can viewminimum, maximum, or average durations.

• Request ID Vs Timestamp

This widget shows when an API was called.

• API Vs Count

This widget shows the number of times an API has been called.

• Application Vs API

This widget shows the level of microservice use analyzed by the type of API call.

• Request ID Vs Application Vs API

This widget provides an analysis of requests by API or microservice.

2. Click on an option, such as a request identifier, in a widget to filter the data and drill

down to a specific issue.
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Related
Documentation

Monitoring and Troubleshooting Overview on page 145•

• Viewing and Creating Dashboards for Infrastructure Services on page 146

• Setting Up the Visual Presentation of Microservice Log Files on page 147

Managing theMicroservice Containers

After you deploy the microservices, you canmanage the containers with the

deploy_micro_services.sh script.

• Deleting and Restarting New Pods on page 150

• Clearing the Databases on page 150

• Clearing the Kubernetes Cluster on page 150

Deleting and Restarting NewPods

To restart all pods:

1. Log in to the installer VM as root.

2. Execute the following command to delete and recreate the containers.

root@host:~/# run "DEPLOYMENT_ENV=central ./deploy_micro_services.sh -
-restart_containers"
root@host:~/# run "DEPLOYMENT_ENV=regional ./deploy_micro_services.sh -
-restart_containers"

Clearing the Databases

To clear the Kubernetes databases:

1. Log in to the installer VM as root.

2. Execute the following command to clear the contents of the databases:

root@host:~/# run "DEPLOYMENT_ENV=central ./deploy_micro_services.sh -
-reset_databases"
root@host:~/# run "DEPLOYMENT_ENV=regional ./deploy_micro_services.sh -
-reset_databases"

Clearing the Kubernetes Cluster

To clear the entire Kubernetes cluster:

1. Log in to the installer VM as root.

2. Execute the following command to reset
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root@host:~/# run "DEPLOYMENT_ENV=central ./deploy_micro_services.sh -
-reset_cluster"
root@host:~/# run "DEPLOYMENT_ENV=regional ./deploy_micro_services.sh -
-reset_cluster"

Related
Documentation

• Installing and Configuring the Cloud CPE Solution on page 107
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