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Introduction

The Juniper Networks Cloud Customer Premises Equipment (CPE) solution transforms

traditional branchnetworks, offeringopportunities for high flexibility of thenetwork, rapid

introduction of new services, automation of network administration, and cost savings.

Thesolutionsupportsboth JuniperNetworksand third-party virtualizednetwork functions

(VNFs) that network providers use to create the network services.

Cloud CPE Solution Release 3.1.4 is a secure software-definedWAN (SD-WAN) solution

that builds on the capabilities Cloud CPE Solution Release 3.1. The following are the

highlights of the features available in Release 3.1:

• SD-WAN

• Centralized application, service-level agreement (SLA), and performance

management

• Intent-based advanced policy-based routing (APBR)

• Traffic visualization andmonitoring at a per-application level across branch sites

• Security management

• Intent-based firewall policies

• Network Address Translation (NAT) policy management

• Application visibility and signature management

• Security reports

The solution can be implemented by service providers to offer network services to their

customersorbyEnterprise ITdepartments inacampusandbranchenvironment. In these

releasenotes, serviceproviders andEnterprise ITdepartmentsare called serviceproviders,

and the consumers of their services are called customers.

The solution offers the following deployment models:

• Cloud CPE Centralized Deployment Model (centralized deployment)

In thecentralizeddeployment, customersaccessnetwork services inaserviceprovider’s

cloud. Sites that access network services in this way are called cloud sites in these

release notes.

• Cloud CPE Distributed Deployment Model (distributed deployment)

In the distributed deployment, customers access network services on a CPE device,

located at a customer’s site. These sites are called on-premise sites in these release

notes.

• A combined centralized and distributed deployment

In this combined deployment, the network contains both cloud sites and on-premise

sites. One customer can have both types of sites; however, you cannot use the same

network service package for cloud sites and on-premise sites. If you require the same
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network service for cloud sites and on-premise sites, youmust create two identical

network service packages with different names.

The Cloud CPE solution uses the following components for the NFV environment:

• When end users access network services in the cloud:

• NetworkServiceOrchestrator providesETSI-compliantmanagementof the life cycle

of network service instances.

This application includes RESTful APIs that you can use to create andmanage

network service catalogs.

• Contrail CloudPlatformprovides theunderlying software-definednetworking (SDN),

NFV infrastructure (NFVI), and the virtualized infrastructure manager (VIM).

• When end users access network services on a local CPE device:

• Network Service Orchestrator, together with Network Service Controller, provides

ETSI-compliant management of the life cycle of network service instances.

• Network Service Controller provides the VIM.

• The CPE device provides the NFVI.

The following Contrail Service Orchestration (CSO) components connect to Network

Service Orchestrator through its RESTful API:

NOTE: FromCloudCPESolution Release 3.1 onward, the Administration and
Customer Portals are unified into a single portal with role-based access
control (RBAC) enforcement.

• Administration Portal, which you use to set up andmanage your virtual network and

customers through a graphical user interface (GUI).

• Customer Portal, which is an application that you can provide to customers to enable

them tomanage sites and services for their organizations through a GUI.

• The Designer Tools, which enable design, creation, management, and configuration

of network services through a GUI. Network services are stored in the network service

catalog.

• Service and InfrastructureMonitor, whichworks with Icinga, an open source enterprise

monitoring system to provide real-time data about the Cloud CPE solution, such as

thestatusof virtualizednetwork functions (VNFs), virtualmachines (VMs), andphysical

servers; informationaboutphysical servers’ resources; componentsofanetwork service

(VNFs and VMs hosting a VNF); counters and other information for VNFs.

You can deploy the Cloud CPE solution in a demonstration (demo) or production

environment. Table 1 on page 5 shows the number of sites and VNFs supported for

each environment.
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Table 1: Number of Sites and VNFs Supported

Number of VNFs Supported for a
Centralized Deployment

Number of Sites and VNFs
Supported for aDistributedSolution

Contrail Service Orchestration
Environment Type

Up to 10 VNFs25 sites, 2 VNFs per siteDemo non-HA Configuration

Up to 500 VNFs, 20 VNFs per Contrail
compute node

Up to 200 sites, 2 VNFs per siteProduction non-HA Configuration

Up to 100 VNFs, 20 VNFs per Contrail
compute node

Up to 200 sites, 2 VNFs per siteTrial HA Configuration

Up to 500 VNFs, 20 VNFs per Contrail
compute node

Up to 2200 sites, 2 VNFs per siteProduction HA Configuration

Installation

• Installation Notes

• Configuring Name Servers on CPE Devices

• Software Installation Requirements for NFX250Network Services Platform

• Software Downloads for SRX Series Devices

• Supported Software

Installation Notes

Youmust use the CSO installer for a production environment or a demo environment.

After copying the installer TAR file to theCSOserver and expanding the file, you provision

the virtualmachines (VMs), and run a script to create a file of settings for the installation.

You then run the installer, which takes approximately one hour to install CSO. Finally,

you start the CSO infrastructure services andmicroservices.

NOTE: If youuse theprovision_vm.sh script to spawn theVMson thephysical

servers (hostOS), then thephysical serversmustbeconnected to the Internet
to download certain software packages. After theVMsare spawned, you can
proceed with the installation without Internet access.

For more information, follow the instructions in the Deployment Guide or the README

file that is included with the software installation package.

NOTE: If the information in the README file differs from the information in
the technical documentation (Deployment Guide or Release Notes), follow
the information in the technical documentation.
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Configuring Name Servers on CPE Devices

To configure the name server on a CPE device, youmust use the custom properties to

provide the name server details when you are adding a tenant.

Software Installation Requirements for NFX250Network Services Platform

The NFX250 requires the Junos OS Release 15.1X53-D47 for the Cloud CPE Solution

Release 3.1.4.

When you set up a distributed deployment with a NFX250 device, youmust use

Administration Portal or the API to:

1. Upload the image to Contrail Service Orchestration.

2. Specify this image as the boot image when you configure activation data.

For more information, refer to http://www.juniper.net/documentation/en_US/

release-independent/junos/information-products/pathway-pages/nfx-series/product/ .

Software Downloads for SRX Series Devices

TheContrail ServiceOrchestration (CSO) softwarepackagedoesnot contain the images

for the SRX300 Series, SRX1500, SRX4100, and SRX4200 devices. You can download

these images by using the following links:

• SRX Branch Series:

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72147.html

• SRX1500: https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72150.html

• SRX1500USB:https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72153.html

• SRX1500 Preboot Execution Environment (PXE):

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72154.html

• SRX4100 and SRX4200:

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72149.html

• SRX4100 and SRX4200 USB:

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72152.html

• SRX4100 and SRX4200 PXE:

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72155.html

• SRX 5000:

• https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72151.html

• vSRX
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• Upgrade TGZ:

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72157.html

• vSRX VMware Appliance with IDE virtual disk (.ova):

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72158.html

• vSRX VMware Appliance with SCSI virtual disk (.ova):

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72159.html

• vSRX KVM Appliance:

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72160.html

• vSRX Hyper V Image:

https://webdownload.juniper.net/swdl/dl/secure/site/1/record/72161.html

Supported Software

For information about the software versions qualified for CSO Release 3.1.4:

• For the centralized deployment, see Table 5 on page 9.

• For the distributed deployment, see Table 7 on page 10.

New and Changed Features

This section describes the new features or enhancements to existing features in Cloud

CPESolutionRelease 3.1.4. .For newandchanged features inCloudCPESolutionRelease

3.1.3, refer to the Cloud CPE Solution 3.1.3 Release Notes available at https://

www.juniper.net/documentation/en_US/nfv3.1/information-products/pathway-pages/3.1/

index.html .

• Newe-mailnotification–FromCloudCPESolutionRelease3.1.4onward,administrators

on AWS setups receive an e-mail notification when any of the instances shuts down

or becomes unavailable.

Servers, Software, and Network Devices Tested

• Node Servers and Servers Tested in the Cloud CPE Solution

• Software Tested for COTS Servers

• Network Devices and Software Tested for the Contrail Cloud Platform (Centralized
Deployment)

• Network Devices and Software Tested for Use with CPE Devices (Distributed
Deployment)

Node Servers and Servers Tested in the Cloud CPE Solution

The Cloud CPE solution uses commercial off-the-shelf (COTS) node servers or servers

for both the centralized and distributed deployments for the following functions:

• Contrail Service Orchestration central and regional servers
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• Contrail Analytics servers

• Contrail Cloud Platform in the centralized deployment

Table 2 on page 8 lists the node servers and servers that have been tested for these

functions in theCloudCPEsolution. You should use these specific node servers or servers

for the Cloud CPE solution.

Table 2: COTSNode Servers and Servers Tested in the Cloud CPE Solution

TypeModelVendorOption

Multinode server accepting 4 nodesT41S-2U 4-Node serverQuantaPlex1

Multinode server accepting 4 nodesSuperServer Model
SYS-2028TPHC1TR-OTO-4

Supermicro2

1U rack-mounted serverPowerEdge R420 rack serverDell3

Software Tested for COTS Servers

Table 3 on page 8 shows the software that has been tested for the Cloud CPE solution.

Youmust use these specific versions of the software when you implement the Cloud

CPE solution.

Table 3: Software Tested for the COTSNodes and Servers

VersionDescription

Ubuntu 14.04.5 LTSOperating system for all COTS nodes and servers

Ubuntu 14.04.5 LTSOperating system for VMs on Contrail Service Orchestration
servers

KVMprovidedby theUbuntuoperatingsystemontheserver
or VMware ESXi Version 5.5.0

Hypervisor on Contrail Service Orchestration servers

Secure File Transfer Protocol (SFTP)Additional software for Contrail Service Orchestration servers

Contrail Release 3.2.5 with OpenStack Mitaka and Heat v2
APIs

Softwaredefinednetworking (SDN) for a centralizeddeployment

Contrail Release 4.0.2.0-35Contrail Analytics

NetworkDevicesandSoftwareTestedfor theContrailCloudPlatform(CentralizedDeployment)

The Contrail Cloud Platform has been tested with:

• The network devices described in Table 4 on page 9.

• The software described in Table 5 on page 9.

Youmustuse thesespecific versionsof the software for theCloudCPESolutionRelease

3.1.4.
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Table 4: Network Devices Tested for the Contrail Cloud Platform

QuantityModelDeviceFunction

1MX80-48T router with
two 10-Gigabit Ethernet XFP optics

Juniper Networks MX Series 3D
Universal Edge Router

SDN gateway router

1EX3300-48T switch with:

• 48 10/100/1000-Gigabit Ethernet interfaces

• 4 built-in 10-Gigabit Ethernet SFP transceiver
interfaces

Juniper Networks EX Series
Ethernet Switch

Management switch

1QFX 5100-48S-AFI switch with:

• 48 SFP+ transceiver interfaces

• 6 QSFP+ transceiver interfaces

Juniper Networks QFX Series
Switch

Data switch

Table 5: Software Tested in the Centralized Deployment

Software and VersionFunction

Junos OS Release 14.2R3Operating system for MX Series router

Junos OS Release 17.4R1Operating system for QFX Series switch

KVM provided by the Ubuntu operating system on the server or
VMware ESXi Version 5.5.0

Hypervisor on Contrail Service Orchestration servers

EMSmicroservice

JunosSpaceNetworkManagementPlatformRelease 15.1R1 (See
VNFs Supported by the Cloud CPE Solution for VNFs that require
this product).

Element management system software

Contrail Release 3.2.5 with OpenStack MitakaSoftware-defined networking (SDN) for a centralized
deployment

Contrail Release 4.0.2.0-35Contrail Analytics

OpenStack MitakaVirtualized infrastructuremanager (VIM)andvirtualmachine
(VM) orchestration

OpenStack MitakaAuthentication and authorization

Contrail Service Orchestration Release 3.1.4Network Functions Virtualization (NFV)

Network Devices and Software Tested for Use with CPE Devices (Distributed Deployment)

The distributed deployment has been tested with:

• The network devices described in Table 6 on page 10.

• The software described in Table 7 on page 10.
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Youmust use these specific versions of the software when you implement the

distributed deployment.

Table6:NetworkDevicesTested for theDistributedDeploymentandSD-WAN Implementation

QuantityModelDeviceFunction

—• MX960, MX480, or MX240 router with
MS-MPC line card

• MX80 or MX104 router with MX-MIC line card

• Other MX Series routers with an MS-MPC or
MX-MIC are supported

Juniper Networks MX Series 3D
Universal Edge Router

PE router and IPsec
concentrator (HybridWAN
distributed deployment
only)

—• SRX1500 Services Gateway

• SRX4100 Services Gateway

• SRX4200 Services Gateway

Juniper Networks SRX Series
Services Gateway

Hub device (SD-WAN
implementation only)

1 per
customer
site

• NFX250-LS1 device

• NFX250-S1 device

• NFX250-S2 device

• SRX300 Services Gateway

• SRX320 Services Gateway

• SRX340 Services Gateway

• SRX345 Services Gateway

• vSRX

• NFX250 Series Network
Services Platform

• SRX Series Services Gateway

• vSRX on an x86 server

CPE device

Table 7: Software Tested in the Distributed Deployment

Software and VersionFunction

KVM provided by the Ubuntu operating system on the
server or VMware ESXi Version 5.5.0

Hypervisor on Contrail Service Orchestration servers

OpenStack MitakaAuthentication and authorization

Contrail Service Orchestration Release 3.1.4Network Functions Virtualization (NFV)

Contrail Release 4.0.2.0-35Contrail Analytics

Junos OS Release 15.1X53-D47NFX software

vSRX KVM Appliance 15.1X49-D123Routing and security for NFX250 device

vSRX KVM Appliance 15.1X49-D123Operating system for vSRX used as a CPE device on an x86 server

Junos OS Release 15.1X49-D123Operating system for an SRX Series services gateway used as a
CPE device

Junos OS Release 16.1R3.00Operating system for an MX Series router used as a provider edge
(PE) router

Copyright © 2018, Juniper Networks, Inc.10

Cloud CPE Solution 3.1.4 Release Notes



Table 7: Software Tested in the Distributed Deployment (continued)

Software and VersionFunction

Junos OS Release 15.1X49-D123Operating system for an SRX Series services gateway used as a
hub device for an SD-WAN implementation

Hardware, Software, and Virtual Machine Requirements for the Cloud CPE Solution

• MinimumHardware Requirements for the Cloud CPE Solution

• Software and Virtual Machine Requirements

MinimumHardware Requirements for the Cloud CPE Solution

Table 2 on page 8 lists the makes andmodels of node servers and servers that you can

use in the Cloud CPE solution. When you obtain node servers and servers for the Cloud

CPE Solution, we recommend that you:

• Select hardware that wasmanufactured within the last year.

• Ensure that you have active support contracts for servers so that you can upgrade to

the latest firmware and BIOS versions.

The number of node servers and servers that you require depends on whether you are

installing a demo or a production environment.

Table 8 on page 11 shows the required hardware specifications for node servers and

servers in a demo environment.

Table 8: Server Requirements for a Demo Environment and a Trial HA Environment

Trial HA EnvironmentDemo Environment (no HA)Function

Node or Server Specification

Greater than 1 TB of one of the
following types:

• SATA

• SAS

• SSD

Greater than 1 TB of one of the following types:

• Serial Advanced Technology Attachment (SATA)

• Serial Attached SCSI (SAS)

• Solid-state drive (SSD)

Storage

One 64-bit dual processor, type Intel
Sandybridge, such as Intel Xeon
E5-2670v3@ 2.4 Ghz or higher
specification

One64-bit dual processor, type Intel Sandybridge, such
as Intel Xeon E5-2670v3@ 2.4 Ghz or higher
specification

CPU

One 1-Gigabit Ethernet or 10-Gigabit
Ethernet interface

One 1-Gigabit Ethernet or 10-Gigabit Ethernet interfaceNetwork interface

Contrail Service Orchestration Servers (includes Contrail Analytics in a VM )
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Table8: ServerRequirements for aDemoEnvironment andaTrial HAEnvironment (continued)

Trial HA EnvironmentDemo Environment (no HA)Function

31

NOTE: If you want to use Junos Space to support
virtualized network functions (VNFs) that require this
element management system (EMS) in your demo
environment, youmust install Junos Space in a VM on
another server. This server specification for a demo
environmentdoesnotaccommodate JunosSpace.See
Details of VMs for a Demo Environment for information
on Junos Space VM requirements.

Number of nodes or servers

4848vCPUs per node or server

256 GB256 GBRAM per node or server

Contrail Cloud Platform for a Centralized Deployment

4–8

• 3 nodes for Contrail Controller and
Analytics

• 1–4 Contrail compute nodes

1Number of nodes or servers

4848vCPUs per node or server

256 GB256 GBRAM per node or server

Table 9 on page 12 shows the required hardware specifications for node servers and

servers in a production environment.

Table 9: Server Requirements for a Production Environment (HA and non-HA)

ValuesServer Function

Node or Server Specification

Greater than 1 TB of one of the following types:

• SATA

• SAS

• SSD

Storage

One 64-bit dual processor, type Intel Sandybridge, such as Intel
Xeon E5-2670v3@ 2.4 Ghz or higher specification

CPU

One 1-Gigabit Ethernet or 10-Gigabit Ethernet interfaceNetwork interface

Contrail Service Orchestration Servers
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Table 9: Server Requirements for a Production Environment (HA and non-HA) (continued)

ValuesServer Function

3

• 1 central server

• 1 regional server

• 1 Contrail Analytics server

Number of nodes or servers for a non-HA environment

9

• 3 central servers

• 3 regional servers

• 3 Contrail Analytics servers

Number of nodes or servers for an HA environment

48vCPUs per node or server

256 GBRAM per node or server

Contrail Analytics Server for a Distributed Deployment

1Number of nodes or servers

48vCPUs per node or server

256 GBRAM per node or server

Contrail Cloud Platform for a Centralized Deployment

4–28

• 3 nodes for Contrail Controller and Contrail Analytics

• 1–25 Contrail compute nodes

Number of nodes or servers

48vCPUs per node or server

256 GBRAM per node or server

Software and Virtual Machine Requirements

Youmust use the software versions that were tested in the Cloud CPE solution. This

section shows the VMs required for each type of environment.

Fornon-HAdemodeployments, twonewVMsareadded,oneeach forcentraland regional

servers. The VMs separate out kubemaster from the kubeminions. The two VMs require

4vCPUs and 8GB RAM each. This is done by oversubscribing the vCPUs. The hypervisor

oversubscribes thevCPUsontheserversas52vCPUsareutilizednowagainst theavailable

48 vCPUs on the CCRA specification servers.

Table 10 on page 14 shows complete details about the VMs that need to be deployed

for a demo environment. HA is not included with the demo environment.

13Copyright © 2018, Juniper Networks, Inc.

Hardware, Software, and Virtual Machine Requirements for the Cloud CPE Solution



Table 10: Details of VMs for a Non-HA Demo Environment

Ports to OpenResources Required
Components That
Installer Places in VMName of VMComponents

See
Table 14 on page 21.

• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk
storage

—csp-installer-vmInstaller VM

See
Table 14 on page 21.

• 6 CPU

• 32 GB RAM

• 200 GB hard disk
storage

Third-party applications
used as infrastructure
services

csp-central-infravmCentral
Infrastructure
services

See
Table 14 on page 21.

• 6 vCPUs

• 40 GB RAM

• 200 GB hard disk
storage

Allmicroservices, including
GUI applications

csp-central-msvmCentral
Microservices

See
Table 14 on page 21.

• 6 vCPUs

• 32 GB RAM

• 200 GB hard disk
storage

Third-party applications
used as infrastructure
services

csp-regional-infravmRegional
Infrastructure
services

See
Table 14 on page 21.

• 6 vCPUs

• 32 GB RAM

• 200 GB hard disk
storage

Allmicroservices, including
GUI applications

csp-regional-msvmRegional
Microservices

See
Table 14 on page 21.

• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk
storage

Load balancer for device
to Fault Management
PerformanceManagement
(FMPM)microservice
connectivity

csp-regional-sblbRegional SBLB
VM

See
Table 14 on page 21.

• 8 vCPUs

• 64 GB RAM

• 500 GB hard disk
storage

Contrail Analytics for a
distributed deployment

For a centralized or
combineddeployment,you
use Contrail Analytics in
the Contrail Cloud
Platform.

csp-contrailanalytics-1Contrail
Analytics VM

See
Table 14 on page 21.

• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk
storage

Virtual route reflector
(VRR)

csp-vrr-vmVirtual Route
Reflector VM

-• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk
storage

Kubernetes Master VM for
Central

csp-central-k8mastervmCentral K8
Master VM
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Table 10: Details of VMs for a Non-HA Demo Environment (continued)

Ports to OpenResources Required
Components That
Installer Places in VMName of VMComponents

-• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk
storage

Kubernetes Master VM for
Regional

csp-regional-k8mastervmRegional K8
Master VM

Table 11 on page 15 shows complete details about VMs andmicroservice collections

required for a production environment without HA.

Table 11: Details of VMs for a Production EnvironmentWithout HA

Ports to OpenResources Required
Components That Installer
Places in VM

Name of VM or
Microservice Collection

See Table 14 on page 21.• 4 vCPUs

• 64 GB RAM

• 300 GB hard disk storage

—csp-installer-vm

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third -partyapplicationsused
as infrastructure services

csp-central-infravm

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including
GUI applications

csp-central-msvm

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third -partyapplicationsused
as infrastructure services

csp-regional-infravm

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including
GUI applications

csp-regional-msvm

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load balancer for device to
microservice connectivity

csp-regional-sblb

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

JunosSpaceVirtualAppliance
and database—required only
if you deploy VNFs that use
this EMS

csp-space-vm

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-central-elkvm
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Table 11: Details of VMs for a Production EnvironmentWithout HA (continued)

Ports to OpenResources Required
Components That Installer
Places in VM

Name of VM or
Microservice Collection

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-regional-elkvm

See Table 14 on page 21.• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk storage

VRRcsp-vrr-vm

Table 12 on page 16 shows complete details about the VMs for a trial HA environment.

Table 12: Details of VMs for a Trial HA Environment

Ports to OpenResources Required
ComponentsThat InstallerPlaces
in VM

Name of VM or
Microservice
Collection

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

—csp-installer-vm

See Table 14 on page 21.• 8 vCPUs

• 48 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-central-infravm1

See Table 14 on page 21.• 8 vCPUs

• 48 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-central-infravm2

See Table 14 on page 21.• 8 vCPUs

• 48 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-central-infravm3

See Table 14 on page 21.• 4 vCPUs

• 24 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm1

See Table 14 on page 21.• 4 vCPUs

• 24 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm2

See Table 14 on page 21.• 8 CPUs

• 48 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-central-msvm1
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Table 12: Details of VMs for a Trial HA Environment (continued)

Ports to OpenResources Required
ComponentsThat InstallerPlaces
in VM

Name of VM or
Microservice
Collection

See Table 14 on page 21.• 8 vCPUs

• 48 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-central-msvm2

See Table 14 on page 21.• 8 vCPUs

• 48 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-regional-infravm1

See Table 14 on page 21.• 8 vCPUs

• 48 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-regional-infravm2

See Table 14 on page 21.• 8 vCPUs

• 48 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-regional-infravm3

See Table 14 on page 21.• 8 CPUs

• 48 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-regional-msvm1

See Table 14 on page 21.• 8 CPUs

• 48 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-regional-msvm2

See Table 14 on page 21.• 4 vCPUs

• 24 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm1

See Table 14 on page 21.• 4 vCPUs

• 24 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm2

See Table 14 on page 21.• 4 vCPUs

• 16 GB RAM

• 300 GB hard disk storage

Junos Space Virtual Appliance and
database—required only if you
deploy VNFs that use this EMS

csp-space-vm

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 300 GB hard disk storage

Contrail Analytics for a distributed
deployment

For a centralized or combined
deployment, you use Contrail
Analytics in the Contrail Cloud
Platform.

csp-contrailanalytics-1
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Table 12: Details of VMs for a Trial HA Environment (continued)

Ports to OpenResources Required
ComponentsThat InstallerPlaces
in VM

Name of VM or
Microservice
Collection

See Table 14 on page 21.• 4 vCPUs

• 24 GB RAM

• 300 GB hard disk storage

Load balancer for device to FMPM
microservice connectivity

csp-regional-sblb1

See Table 14 on page 21.• 4 vCPUs

• 24 GB RAM

• 300 GB hard disk storage

Load balancer for device to FMPM
microservice connectivity

csp-regional-sblb2

See Table 14 on page 21.• 4 vCPUs

• 8 GB RAM

• 200 GB hard disk storage

Virtual route reflector (VRR)csp-vrr-vm

Table 13 on page 18 shows complete details about VMs andmicroservice collections

required for a production environment with HA.

Table 13: Details of VMs for a Production Environment with HA

Ports to OpenResources Required
Components That Installer
Places in VM

Name of VM or
Microservice
Collection

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

—csp-installer-vm

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-central-infravm1

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-central-infravm2

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-central-infravm3

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm1

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm2
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Table 13: Details of VMs for a Production Environment with HA (continued)

Ports to OpenResources Required
Components That Installer
Places in VM

Name of VM or
Microservice
Collection

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-central-lbvm3

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-central-msvm1

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-central-msvm2

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-central-msvm3

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-regional-infravm1

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-regional-infravm2

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

Third-party applications used as
infrastructure services

csp-regional-infravm3

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-regional-msvm1

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-regional-msvm2

See Table 14 on page 21.• 16 vCPUs

• 64 GB RAM

• 500 GB hard disk storage

All microservices, including GUI
applications

csp-regional-msvm3

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm1
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Table 13: Details of VMs for a Production Environment with HA (continued)

Ports to OpenResources Required
Components That Installer
Places in VM

Name of VM or
Microservice
Collection

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm2

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Load-balancing applicationscsp-regional-lbvm3

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Junos Space Virtual Appliance
and database—required only if
you deploy VNFs that use this
EMS

csp-space-vm

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-central-elkvm1

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-central-elkvm2

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-central-elkvm3

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-regional-elkvm1

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-regional-elkvm2

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Logging applicationscsp-regional-elkvm3

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Loadbalancer fordevice toFMPM
microservice connectivity

csp-regional-sblb1

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Loadbalancer fordevice toFMPM
microservice connectivity

csp-regional-sblb2
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Table 13: Details of VMs for a Production Environment with HA (continued)

Ports to OpenResources Required
Components That Installer
Places in VM

Name of VM or
Microservice
Collection

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Loadbalancer fordevice toFMPM
microservice connectivity

csp-regional-sblb3

See Table 14 on page 21.• 4 vCPUs

• 32 GB RAM

• 300 GB hard disk storage

Virtual route reflector (VRR)csp-vrr-vm

Table 14 on page 21 shows the ports that must be open on all VMs in the Cloud CPE

Solution to enable the following types of CSO communications:

• External—CSO user interface (UI) and CPE connectivity

• Internal—Connectivity between CSO components

The provisioning tool opens these ports on each VM; however, if you provision the VMs

manually, you must manually open the ports on each VM.

Table 14: Ports to Open on CSOVMs

Port FunctionCSO Communication TypePort Number

SSHExternal and internal22

HAProxyInternal80

Network Service DesignerExternal83

HTTPS, including Administration Portal and Customer
Portal

External and internal443

Syslog receiving portInternal514

Cassandra Java Virtual Machine (JVM)Internal1414

HAProxy status pageExternal1936

Icinga serviceExternal1947

ZooKeeper clientInternal2181

etcd client communicationInternal2379

etcd peerInternal2380

ZooKeeper followerInternal2888
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Table 14: Ports to Open on CSOVMs (continued)

Port FunctionCSO Communication TypePort Number

GrafanaExternal3000

MySQLInternal3306

Contrail Analytics Syslog receiving portExternal3514

ZooKeeper leaderInternal3888

SkyDNS etcd discoverInternal4001

Salt communicationsInternal4505, 4506

Keystone publicExternal5000

BeatsInternal5044

Logstash UDPInternal5543

Kibana UIExternal5601

Icinga APIInternal5665

RabbitMQ SSL listenerInternal5671

RabbitMQ clientInternal5672

Swift Object ServerInternal6000

Swift Container ServerInternal6001

Swift Account ServerInternal6002

RedisInternal6379

Virtualized Network Function manager (VNFM)Internal6543

Device connectivityExternal7804

Network Service OrchestratorInternal8006

Notification engineInternal8016

cAdvisorInternal8080

Device Management Service (DMS) centralInternal8082

Activation Service (AS) centralInternal8083
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Table 14: Ports to Open on CSOVMs (continued)

Port FunctionCSO Communication TypePort Number

DMS SchemaInternal8085

Contrail AnalyticsInternal8086

Generic containerInternal8090, 8091

Cassandra native transportInternal9042

Swift Proxy ServerInternal9090

CassandraInternal9160

ElasticsearchInternal9200

kubelet healthzInternal10248

Logstash TCPInternal15100

RabbitMQmanagementInternal15672

Kubernetes service node rangeInternal30000-32767

PrometheusExternal30900

Keystone privateInternal35357

VNFs Supported

The Cloud CPE solution supports the Juniper Networks and third-party VNFs listed in

Table 15 on page 23.

Table 15: VNFs Supported by the Cloud CPE Solution

Element Management
System Support

Deployment Model
Support

Network Functions
SupportedVersionVNF Name

Element Management
System (EMS)
microservice, which is
included with Contrail
Service Orchestration
(CSO)

• Centralized deployment

• Distributed deployment
supports NAT and
firewall

• Network Address
Translation (NAT)

• Demonstration
version of Deep
Packet Inspection
(DPI)

• Firewall

vSRX KVM
Appliance
15.1X49-D123

JuniperNetworksvSRX

EMSmicroserviceCentralized deployment• NAT

• Firewall

14.04LxCIPtable (a free,
third-party VNF based
on Linux IP tables
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Table 15: VNFs Supported by the Cloud CPE Solution (continued)

Element Management
System Support

Deployment Model
Support

Network Functions
SupportedVersionVNF Name

Junos Space Network
Management Platform

Centralized deploymentFirewall3.15.0Cisco Cloud Services
Router 1000V Series
(CSR-1000V)

EMSmicroserviceDistributed deployment,
NFX250 platform only

WAN optimization9.2.0Riverbed SteelHead

EMSmicroserviceDistributed deployment,
NFX250 platform only

WAN optimizationVXOA
8.0.5.0_61631

Silver Peak VX

Licensing

Youmust have licenses to download and use the Juniper Networks Cloud CPE Solution.

When you order licenses, you receive the information that you need to download and

use the Cloud CPE solution. If you did not order the licenses, contact your account team

or Juniper Networks Customer Care for assistance.

The Cloud CPE solution licensing model depends on whether you use a centralized or

distributed deployment:

• For a centralized deployment, you need licenses for Network Service Orchestrator and

for Contrail Cloud Platform. You can either purchase both types of licenses in one

Cloud CPEMANO package or you can purchase each type of license individually.

You also need licenses for:

• Junos OS software for theMXSeries router, EX Series switch, andQFX Series switch

in the Contrail Cloud Platform.

• VNFs that you deploy.

• (Optional) Licenses for Junos Space Network Management Platform, if you deploy

VNFs that require this EMS.

• For a distributed deployment, you need licenses for Network Service Orchestrator and

for Network Service Controller.

You also need licenses for the following items, depending on which you use in your

deployment.

• The vSRX application that provides the security gateway for the NFX250 device or

the vSRX implementation used as a CPE device.

• VNFs that you deploy.

• Junos OS software for the MX Series router, including licenses for subscribers.

• Junos OS software for the SRX Services Gateways.

• For a combined centralized and distributed deployment, you need licenses for

components for both types of deployment.
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Accessing GUIs

NOTE: We recommend that you use Google Chrome Version 60 or later or
MozillaFirefoxVersion57or later toaccess theContrail ServiceOrchestration
(CSO) GUIs.

Table 16onpage25shows theURLsand logincredentials for theGUIs foranon-redundant

CSO installation.

Table 16: Access Details for the GUIs

Login CredentialsURLGUI

Specify the OpenStack
Keystone username and
password.

The default username is
cspadmin and the default
password is passw0rd.

http://infra-vm-IP-Address | ha-proxy-IP-Address

where:

• infra-vm-IP-Address—IP address of the VM that hosts
the infrastructure services for a central or regional POP.
Use this option to monitor network services.

• ha-proxy-IP-Address—IP address of HA proxy. Use this
option to monitor microservices.

NOTE:

• For a non-HA deployment, use the IP address of the
VM that hosts the microservices for the central POP.

• For an HA deployment, use the virtual IP address that
you provide for the HA proxy when you install CSO.

For example, https://192.0.2.1

Administration Portal

Specify the credentials when
you create the Customer either
InAdministrationPortal orwith
API calls.

Sameas theURLused toaccess theAdministrationPortalCustomer Portal

Specify the OpenStack
Keystone username and
password.

The default username is
cspadmin and the default
password is passw0rd.

https://central-IP-Address:83

where:

central-IP-Address—IP address of the VM that hosts the
microservices for the central POP

For example:

https://192.0.2.1:83

Designer Tools—Log into
Network Service Designer and
click the menu in the top left of
the page to access the other
designer tools.
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Table 16: Access Details for the GUIs (continued)

Login CredentialsURLGUI

Thedefault username is icinga
and the password is the
common password that you
configure for the infrastructure
services when you install CSO.
The default infrastructure
services password is
passw0rd.

http://ha-proxy-IP-Address:1947/icingaweb2

where:

ha-proxy-IP-Address—IP address of HA proxy.

• For a non-high availability (non-HA) deployment, use
the IP address of the VM that hosts the microservices
for the central POP.

• For an HA deployment, use the virtual IP address that
you provide for the HA proxy when you install CSO.

For example:

http://192.0.2.1:1947/icingaweb2

Service and Infrastructure
Monitor

This toolprovidesmonitoringand
troubleshooting for network
services in a hybridWAN
deployment.

Login credentials are not
needed.

http://infra-vm-IP-Address | ha-proxy-IP-Address:5601

where:

infra-vm-IP-Address—IPaddress of theVM that hosts the
infrastructure services for a central or regional POP. Use
this option to monitor network services.

ha-proxy-IP-Address—IP address of high availability (HA)
proxy. Use this option to monitor the microservices.

• For a non-HA deployment, use the IP address of the
VM that hosts the microservices for the central POP.

• For an HA deployment, use the virtual IP address that
you provide for the HA proxy when you install CSO.

For example:

http://192.0.2.2:5601

Kibana

This tool provides a visual
representation of log files. You
can use it to monitor:

• Network services in a central
or regional POP

• Microservices in the
deployment

Login credentials are not
needed.

• Prometheus—ha-proxy-IP-Address:30900

• Grafana—ha-proxy-IP-Address:3000

where:

ha-proxy-IP-Address—IP address of HA proxy

• For a non-HA deployment, use the IP address of the
VM that hosts the microservices for the central POP.

• For an HA deployment, use the virtual IP address that
you provide for the HA proxy when you install CSO.

For example:

http://192.0.2.2:30900

Grafana and Prometheus

These tools provide monitoring
and troubleshooting for the
infrastructure services in the
Cloud CPE solution. You use
Prometheus to create queries for
the infrastructure services and
Grafana to view the results of the
queries in a visual format.
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Known Behavior

This section lists known behavior, systemmaximums, and limitations in hardware and

software in Juniper Networks Cloud CPE Solution Release 3.1.4.

• If the Kubernetes minion node in the central or regional microservices VM goes down,

the pods on theminion node are moved to the Kubernetes master node. When you

bring the minion node back up, the pods do not automatically rebalance across the

nodes.

To rebalance the pods back to the Kubernetes minion node that was down, do the

following:

1. Check the status of the kube-proxy process on theminion node by executing the

kubectl get pods --namespace=kube-system command.

A sample output is shown below.

root@host:~# kubectl get pods --namespace=kube-system
NAME                                    READY     STATUS    RESTARTS   AGE
etcd-empty-dir-cleanup-192.0.2.1    1/1       Running   1          1d
kube-addon-manager-192.0.2.1        1/1       Running   1          1d
kube-apiserver-192.0.2.1            1/1       Running   1          1d
kube-controller-manager-192.0.2.1   1/1       Running   1          1d
kube-dns-v11-lcs1x                      4/4       Running   4          1d
kube-proxy-192.0.2.1                1/1       Running   0          1d
kube-proxy-192.0.2.2                1/1       Unknown   0          1d
kube-scheduler-192.0.2.1            1/1       Running   1          1d
kubernetes-dashboard-1579006691-1fvmk   1/1       Running   1          1d

2. If the status of the kube-proxy process on the Kubernetesminion node isUnknown,

execute the kubectl delete pod

kube-proxy-minion-IP-address--namespace=kube-system --grace-period=0 –force

command, whereminion-IP-address is the IP address of the minion node that was

down.

3. Verify that the status of the kube-proxy process is Running.

4. Execute the command to rebalance the nodes:

• If you are running a trial HA setup, execute the kubectl delete pods --all

--grace-period=0 command on the Kubernetes master node.

• If you are running a production HA setup, execute the kubectl delete pods --all

--grace-period=0 command on the Kubernetesmaster node and the Kubernetes

minion node that did not go down.

• We recommend that you do not delete existing LAN segments from a site because

this might impact firewall and SD-WAN policy deployments. [CXU-13683]

• For a centralized deployment, use the following procedure to check that the JSMHeat

resource is available in Contrail OpenStack on the Contrail Controller node.
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NOTE: This proceduremust be performed on all the Contrail Controller
nodes in your CSO installation.

1. Log in to the Contrail Controller node as root.

2. To check whether the JSM Heat resource is available, execute the heat

resource-type-list | grep JSM command.

If the search returns the textOS::JSM::Get Flavor, the file is available in Contrail

OpenStack.

3. If the file is missing, do the following:

a. Use Secure Copy Protocol (SCP) to copy the jsm_contrail_3.pyc file to the

following directory:

• ForHeatV1APIs, the /usr/lib/python2.7/dist-packages/contrail_heat/resources

directory on the Contrail Controller node.

• For Heat V2 APIs, the

/usr/lib/python2.7/dist-packages/vnc_api/gen/heat/resources directory on

the Contrail Controller node.

NOTE: The jsm_contrail_3.pyc file is located in the /root/

Contrail_Service_Orchestration_3.1.4/deployments/central/file_root/

contrail_openstack/ directory on the VM or server on which you

installed CSO.

b. Rename the file to jsm.pyc in the Heat resource directory to which you copied

the file.

c. Restart the Heat services by executing the service heat-api restart && service

heat-api-cfn restart && service heat-engine restart command.

d. After the services restart successfully, verify that the JSM Heat resource is

available as explained in Step 2. If it is not available, repeat Step 3.

• When a tenant object is created through Administration Portal or the API for a

centralized deployment, Contrail OpenStack adds a default security group for the new

tenant. This default security group denies inbound traffic and youmust manually

update the security group in Contrail OpenStack to allow ingress traffic from different

networks. Otherwise, Contrail OpenStack might drop traffic.
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• Contrail Service Orchestration does not offer a single RPC to get the device identifier

for a specific site. YoucanusemultipleAPI calls or the license installation tool toobtain

the device identifier for a specific site.

• You can useAdministrationPortal to upload licenses toContrail ServiceOrchestration;

however, you cannot use Administration Portal to install licenses on physical or virtual

devices that Contrail Service Orchestration manages. Youmust use the APIs or the

license installation tool to install licenses on devices.

• Contrail Service Orchestration uses RSA key based authentication when establishing

an SSH connection to amanaged CPE device. The authentication process requires

that the device has a configured root password, and you can use Administration Portal

to specify the root password in the device template.

To specify a root password for the device:

1. Log in to Administration Portal.

2. Select Resources > Device Templates.

3. Select the device template and click Edit.

4. Specify the encrypted value for the root password in the ENC_ROOT_PASSWORD

field.

5. Click Save.

• Youcanuse the logsonanNFX250device to review thestatusof thedevice’s activation.

• InCloudCPESolutionRelease3.1.4, intrusionprevention system(IPS) is not supported.

Therefore, in the IPS report, the attack name from the IPS signatures is displayed as

UNKNOWN.

• InCloudCPESolutionRelease3.1.4, the virtualmachine (VM)onwhich thevirtual route

reflector (VRR) is installed supports only onemanagement interface.

• In Cloud CPE Solution Release 3.1.4, high availability for ArangoDB is not supported.

Therefore, ensure that the central infrastructure VM,where ArangoDB is running, is not

brought down or does not fail. If the VM is down, bring it up immediately for CSO to be

operational.

• In Cloud CPE Solution Release 3.1.4, when you try to deploy a LAN segment on an SRX

Series spoke device, the CSO GUI allows you to select more than one port for a LAN

segment. However, for SRX Series devices, only one port for a LAN segment can be

deployed;multipleports inaLANsegmentcanbedeployedonlyonNFXSeriesdevices.

• On the SRX Series device, the traffic for any of the following combinations does not

flow because of an inability to identify the reverse route for traffic terminating through

MPLS:

• Site to site
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• Site to department or vice versa

• Department to department

To enable traffic, youmust adda firewall rule permitting traffic from the corresponding

department's zone (where the traffic was supposed to terminate) to the Trust zone

on the destination site. However, we do not recommend doing this because the rule

can conflict with existing firewall intents.

• In Cloud CPE Solution Release 3.1.4, SSL proxy is not supported.

• An SD-WAN policy deployment is successful even if there is nomatchingWAN link

meeting the SLA. This is expected behavior and is done so that when aWAN link

matching the SLA becomes available, traffic is routed through that link.

• Tenant Administrator users cannot delete sites.

• On a site with an NFX Series device, if you deploy a LAN segment without the VLAN ID

specified, CSO uses an internal VLAN IDmeant for internal operations and this VLAN

ID is displayed in the UI. There is no impact on the functionality.

• When you activate a CPE device withWAN interfaces configured for DHCP:

• Ensure thatall theWAN interfacesconfigured forDHCPhave the IPaddressallocated

from the DHCP server.

• WhenmultipleWAN links are configured for DHCP, in some cases, all DHCP servers

will advertise adefault route to theCPEdevice,which can lead to traffic being routed

through an undesiredWAN interface, which could then stop the GRE and IPsec

tunnels from being operational.

To avoid this scenario, configure a static route through eachWAN interface to reach

the tunnel endpoint through the desiredWAN interface.

• When you create LAN segments, the LAN segment table does not display the DHCP

settings even though the changes are saved successfully.

• When you trigger the ZTPworkflow on an NFX Series device, we recommend that you

use the activation code for the device and initiate the activation by using the Activate

Device link in the CSO GUI.

• In the SLA Performance page (Monitor > Applications > SLA Performance, the scatter

plot displays the SLA name asUNKNOWN for the applications for which the SLA is not

violated.

• On an NFX Series device, if you try to install the signature database before installing

the application identification license, the signature database installation fails.

Ensure that you first install the application identification license and then install the

signature database.
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To install the application identification license:

NOTE: Ensure that you have the license ready before you begin this
procedure.

1. SSH to the vSRX gateway router running on NFX Series device and log in as root.

2. Access the Junos OS CLI and enter the operational mode.

3. Execute the show system license command to view the existing license so that you

can verify (in a subsequent step) that the license is added.

A sample output is as follows:

root@host> show system license
License usage:
                                 Licenses     Licenses    Licenses    Expiry

  Feature name                       used    installed      needed
  Virtual Appliance                     1            1           0    55 
days
  remote-access-ipsec-vpn-client        0            2           0    
permanent

Licenses installed:
  License identifier: XXXXXXXXXX
  License version: 4
  Software Serial Number: XXXXXXXX
  Customer ID: XXXXXXXXXXXXXXXX
  Features:
    Virtual Appliance - Virtual Appliance
      count-down, Original validity: 60 days

4. Execute the request system license add terminal command.

5. Copy the license, paste it into the terminal, and press Ctrl+D.

If the license is added successfully, a confirmation message is displayed as shown

in the following sample output:

root@host> request system license add terminal
[Type ^D at a new line to end input,
enter blank line between each license key]
add license complete (no errors)

6. Execute the show system license command and compare the output with the one

obtained in step 3 to verify that the license is added.

A sample output is as follows:

root@host> show system license
License usage:
                                 Licenses     Licenses    Licenses    Expiry
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  Feature name                       used    installed      needed
  Virtual Appliance                     1            1           0    55 
days
  remote-access-ipsec-vpn-client        0            2           0    
permanent

Licenses installed:
  License identifier: XXXXXXXXXX
  License version: 4
  Software Serial Number: XXXXXXXX
  Customer ID: XXXXXXXXXXXXXXXX
  Features:
    Virtual Appliance - Virtual Appliance
      count-down, Original validity: 60 days

  License identifier: YYYYYYYYYYY
  License version: 4
  Software Serial Number: YYYYYYYYYYYYYY
  Customer ID: YYYYYYYYYYY
  Features:
    appid-sig        - APPID Signature
      date-based, 2016-04-05 00:00:00 UTC - 2017-04-06 00:00:00 UTC
    idp-sig          - IDP Signature
      date-based, 2016-04-05 00:00:00 UTC - 2017-04-06 00:00:00 UTC

7. Exit the Junos OS CLI and log out of vSRX.

Known Issues

This section lists known issues for the Juniper Networks Cloud CPE Solution Release

3.1.4.

• Administration portal fails to load when the Internet connection is slow.

Workaround: Append ?debug=true to the administration portal URL. [CXU-16873]

• On DHCP-enabled internet links, signature download fails during Zero Touch

Provisioning of spoke devices.

Workaround: Install a static route on spoke devices to enable direct download of

signature files. [CXU-16558]

• When you delete a site, the SLA profile associated with the site does not get deleted

even though the profile is not associated with any other site. This problem occurs if

thecorrespondingSD-WANpolicy isnotdeployedafter theassociated rulesaredeleted.

Workaround: To delete an SLA profile when you delete the only site associated with

theprofile, ensure that youdelete the rulesassociatedwith thecorrespondingSD-WAN

policy and deploy the policy before you delete the site associated with the profile.

[CXU-13179]

• ZeroTouchProvisioningof adevice failswhen themanagement-only interface isVLAN

tagged.

Workaround:Useuntaggedmanagement interfaces, oruse theoam-and-data interface

for all control traffic. [CXU-13375]
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• For a site, when DHCP is configured on theWAN interface and the LAN segment, the

device activation fails.

Workaround: None. [CXU-13432]

• On the Site Management page, the information displayed on the Overlay Links tab for

the cloud hub is incorrect.

Workaround: The correct information is displayed in theWAN tab of the cloud hub.

[CXU-13579]

• If you configure a static SD-WAN policy and a link goes down, it might take

approximately three minutes for the gr-0/0/0 interface to be removed from the

MPLS/Internet routing table.

Workaround: None. [CXU-13528]

• If the central infrastructure VM central-infra-vm2 goes down, users might not be able

log in to the CSOGUI for two hours (the configured keystone timeout). This is because

of an issue with the synchronization of the MySQL token.

Workaround: Restart the central infrastructure VM central-infra-vm1. Restarting the

VM resynchronizes the MySQL token. Users will then be able to log in to the CSO GUI.

[CXU-13541]

• For sites with device-initiated connections, by default, all site traffic is source NATted

at the hub. You cannot apply adifferent sourceNAT rule to the hubbecause thedefault

rule overrides any user-configured source NAT rule.

Workaround: None. [CXU-13558]

• If you have a tenant with more than one site and deploy a firewall policy to a single

site, the policy is deployedonly to that site. However, jobs are created to push adummy

firewall policy to other sites, which causes a performance issue on setups with a large

number of devices.

Workaround: None. [CXU-13562]

• OnSRX3xxSeries devices, phonehomeactivationmight fail becauseof a conflictwith

default configuration on the device.

Workaround: Copy the stage-1 configuration manually to the device and then trigger

the phone home activation workflow. [PR 1312703]

• If you deploy a NAT policy with one or more rules and then delete the policy without

first deleting the rules, the configuration on the device is not cleared.

Workaround: To delete a NAT policy, first delete all the rules associatedwith the policy

and deploy the policy. After the deployment is successful, delete the NAT policy by

using the CSO GUI. [CXU-13879]

• Link switching does not occur even though the throughput threshold configured in the

SLA profile is crossed because incorrect interface stats are reported for the GRE

interface.

Workaround: None. [CXU-14127]
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• The device profile srx-deployment-option-1 assigns OAM traffic to the fxp0 interface,

which is not available on the SRX Series Services Gateway.

Workaround: Edit the stage 1 configuration for the CPE device in Customer Portal to

use an interface other than fxp0 for OAM traffic. [CXU-3779]

• The traffic rate value does not change when youmonitor a service on an SRX Series

Services Gateway in Administration Portal.

Workaround: None

[CXU-3822]

• The NFX250 device does not receive communications to block unicast reverse path

forwarding (uRPF) because two interfaces on the NFX250 device communicate

separately with one interface on the regional microservices server.

Workaround: Disable the uRPF check in JDM on all interfaces for each NFX Series

device.

[CXU-3854]

• Performancemetrics for theNFXSeriesdevicearecollected through theHTTP interface.

Workaround: None. [CXU-8710]

• In the detailed view of a site on the Sites page (Sites > Site Management), theOverlay

Links tab displays only GRE links and not GRE over IPsec links.

Workaround: None. [CXU-10170]

• On the NAT Rules page, if you try to search or use the column filters for departments

named Internet or Corporate Network, the search does not work.

Workaround: None. [CXU-10406]

• The Activate Device link is enabled even though activation is in progress.

Workaround: After clicking the Activate Device link, wait for the activation process to

complete; theActivateDevice link is disabled after activation completes. [CXU-10760]

• If oneof theCSO infrastructurenodes (virtualmachines) fails (shutsdownor restarts),

the topology service repeatedly sends out the error message “Failed to consume

message from queue: 'NoneType' object has no attribute 'itervalues'” to the logs.

Workaround: After the infrastructure node fails over to the backup node, wait for ten

minutes before using any workflows. [CXU-11004]

• If a user who belongs to more than one tenant is deleted, the user is deleted from all

tenants.

Workaround: None. [CXU-11201]

• On the Site-Name page (Sites > Site-Name), when you click the Device link (in the

Connectivity &Devicesbox on theOverview tab), you are navigated to theDevices page

(Resources > Devices) where all available devices are displayed instead of only the

device that you selected.

Workaround: None. [CXU-11339]
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• If you modify a site group that is not used in any policy, a GUI notification incorrectly

indicates that policies need to be deployed.

Workaround: Deploy the indicated policies on the device. However, because there are

no changes to be deployed, the configuration is not deployed. [CXU-11395]

• If an infrastructure node (virtualmachine) goes down, the backup node takes over the

tasks handled by the primary node. However, after the node that was down recovers,

it does not join the cluster and is stuck in slave mode.

Workaround: Ensure that both nodes are up before you perform the following tasks:

1. Log in to the infrastructure node as root.

2. Open a shell prompt and access the redis CLI by executing the redis-cli -hnode-IP-p

6379 -c command, where node-IP is the IP address of the infrastructure node that

went down.

3. At the redis CLI prompt, execute the CLUSTER FAILOVER command.

4. Execute the INFO command.

5. In the output, under replication, ensure that the node is displayed asMaster.

6. Exit the redis CLI by executing theQUIT command.

7. Log out of the infrastructure node.

[CXU-11711]

• If you create a LAN segment with the name LAN0, LAN1, or LAN2, the deployment of

the LAN segment fails.

Workaround: Do not use the names LAN0, LAN1, or LAN2 when you create a LAN

segment. [CXU-11743]

• In the device template, if the ZTP_ENABLED and ACTIVATION_CODE_ENABLED flags

are set to true, you cannot proceed with device activation.

Workaround: Set the ZTP_ENABLED flag to true and theACTIVATION_CODE_ENABLED

flag to false before proceeding with device activation. [CXU-11794]

• When you upgrade the gateway router (GWR) by using the CSOGUI, after the upgrade

completes and the gateway router reboots, the gateway router configuration reverts

to the base configuration and loses the IPsec configuration added during Zero Touch

Provisioning (ZTP).

Workaround: Before you upgrade the gateway router by using the CSO GUI, ensure

that you do the following:
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1. Log in to the Juniper Device Manager (JDM) CLI of the NFX Series device.

2. Execute the virsh list command to obtain the name of the gateway router

(GWR_NAME).

3. Execute the request virtual-network-functionsGWR_NAME restart command,where

GWR_NAME is the name of the gateway router obtained in the preceding step.

4. Wait a fewminutes for the gateway router to come back up.

5. Log out of the JDM CLI.

6. Proceed with the upgrade of the gateway router by using the CSO GUI.

[CXU-11823]

• On rare occasions, the Logspout microservice causes the docker daemon to hog the

CPU on themicroservices virtual machine.

Workaround: Restart the Logspout microservice by doing the following:

1. Log in to the central microservices virtual machine as root.

2. At the shell prompt, run the kubectl get pod command to find out the name of the

Logspout pod.

3. Restart the pod by executing the kubectl delete pod pod-name command, where

pod-name is the name of the Logspout pod.

[CXU-11863]

• If you trigger adeviceactivationon theActivateDevicepage, the statusof theactivation

is displayed based on the progress of the activation steps completed. However, the

deviceactivationprocess takesbetween20and30minutesand if you clickOK to close

the Activate Device page, you cannot go back to the Activate Device page to find out

the status.

Workaround:

1. Wait for 20 to 30minutes after you trigger the activation.

2. On the Sites page, hover over the device icon to see the status:

• If the device status is PROVISIONED, it means that the activationwas successful.

• If thedevice status isEXPECTEDorPROVISION_FAILED, then thedeviceactivation

has failed.

Contact your service provider for further assistance.
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[CXU-11878]

• When a tunnel goes down, the event generated displays different information for the

NFX Series and SRX Series devices:

• When the GRE over IPsec tunnel goes down:

• The event generated for the vSRX device (running on the NFX Series device) has

the description ['Tunnel-id ID is inactive'].

• The event generated for the SRXSeries device has the descriptionGREover IPSEC

is Down.

• When the GRE-only tunnel goes down:

• The event generated for the vSRX device (running on the NFX Series device) has

the description tunnel-oam-down.

• The event generated for the SRX device has the description GRE tunnel down.

Workaround: None. [CXU-11895]

• If you try to delete one or more LAN segments, the confirmation dialog box does not

display the list of LAN segments selected for deletion. However, when you clickOK to

confirm the deletion, the LAN segments are deleted successfully.

Workaround: None. [CXU-11896]

• If the role of an existing user is changed fromMSPOperator toMSPAdministrator and

thatuser tries to switch the tenantbyusing thescopeswitcher in thebanner, the tenant

switching fails.

Workaround:Delete theexistinguser andaddanMSPuserwith theMSPAdministrator

role. The new user will be able to perform the tenant switch. [CXU-11898]

• In Cloud CPE Solution Release 3.1.4, editing a site is not supported. When you try to

edit a site, the message "unable to retrieve the router info" is displayed.

Workaround: Delete the site and add the site again with the modified settings.

[CXU-11912]

• If you edit an existing LAN segment that was previously added during site creation, the

Department field is changed to Default.

Workaround: When you edit a LAN segment, ensure that you select the correct

department before saving your changes. [CXU-11914]

• If you apply an APBR policy on a vSRX device or an SRX Series device, in some cases,

the APBR rule is not active on the device.

Workaround:

1. Log in to the vSRX or SRX Series device in configuration mode.

2. Deactivate the APBR policy by executing the delete apply-groups

srx-gwr-apbr-policy-config command.
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3. Commit the configuration by executing the commit command.

4. Activate the APBR policy by executing the set apply-groups

srx-gwr-apbr-policy-config command.

5. Commit the configuration by executing the commit command.

6. Log out of the device.

[CXU-11920]

• On theMonitor > Overview page:

• The number of hub devices is reported as zero even though a cloud hub exists.

Workaround: The expanded view displays the correct data.

• When you collapse and expand themap view, the number of links reported is

incorrect.

Workaround: Refresh the page to display the correct data.

[CXU-11931]

• For GRE-over-IPsec overlays, in some cases, the event-options configuration fails to

re-enable the gr-0/0/0 interface. As a result, the traffic between the spoke and hub

overlay stops flowing even though the overlay is up.

Workaround: Do the following:

1. Findoutwhich linksareaffectedbychecking thestatusof the real-timeperformance

monitoring (RPM) probe in the UI:

a. On the Site-Name page (Site > Site Management > Site-Name), select theWAN

tab.

b. On the link between the spoke and the hub, expand theWAN links by clicking

the number of WAN links displayed.

c. For eachWAN link, select the link and check the packet loss value displayed on

the right side.

The links for which the packet loss is 100% indicates that the links are down.

2. Find out which gr-0/0/0 interfaces are down on the spoke device:

a. Log in to the spoke device as root.

b. Execute the show interfaces gr-0/0/0.* terse command.

An example of the command and output follows:

user@host> show interfaces gr-0/0/0.* terse
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  Interface Admin Link Proto Local Remote
gr-0/0/0.1 up up inet 192.0.2.1/31
                                   mpls
gr-0/0/0.2 down up inet 192.0.2.2/31
                                   mpls
gr-0/0/0.3 up up inet 192.0.2.3/31
                                   mpls
gr-0/0/0.4 up up inet 192.0.2.4/31
                                   mpls
gr-0/0/0.5 down up inet 192.0.2.5/31
                                   mpls
gr-0/0/0.6 up up inet 192.0.2.6/31
                                   mpls

3. For each disabled interface on the spoke, execute the show configuration | display

set |match "disable" |match "gr-interface-name unit unit-number" command to find

out whether any disabled statements are present in the configuration, where

gr-interface-name is the name of the interface and unit-number is the unit number

that was obtained in Step 2.

An example of the command and output follows:

user@host>show configuration | display set | match "disable" | match "gr-0/0/0
unit 5"
set groups NFX-5-SPOKE_CPE1_WAN_2_GRE_IPSEC_0 interfaces gr-0/0/0 unit 5 
disable

4. Find out whether there is a problem by doing the following:

a. Execute the show interfaces st0* terse operational command to find out the

status of the IPsec tunnels and the IP addresses:

An example of the command and output follows:

user@host> show interfaces st0* terse
Interface Admin Link Proto Local Remote
st0 up up
st0.1 up down inet 192.0.2.7/31
st0.2 up up inet 192.0.2.8/31  # [IP address match]
st0.3 up up inet 192.0.2.9/31

b. Execute the show interfaces gr-down-interface-name command, where

gr-down-interface-name is the name of the interface that was down (obtained

in Step 2).

NOTE: Youmust execute this command for all the interfaces that
were down.

An example of the command and output follows:

user@host> show interfaces gr-0/0/0.5
  Logical interface gr-0/0/0.5 (Index 139) (SNMP ifIndex 579)
    Flags: Down
Down Point-To-Point SNMP-Traps 0x4000
IP-Header 192.0.2.10/31:192.0.2.8/31:47:df:64:0000000000000000  # [IP 
address match]
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Encapsulation: GRE-NULL
    Gre keepalives configured: Off, Gre keepalives adjacency state: down
    Input packets : 0
    Output packets: 0
    Security: Zone: trust
    Allowed host-inbound traffic : bootp bfd bgp dns dvmrp igmp ldp msdp
 nhrp
    ospf ospf3 pgm pim rip ripng router-discovery rsvp sap vrrp dhcp finger
 ftp
    tftp ident-reset http https ike netconf ping reverse-telnet reverse-ssh

    rlogin rpm rsh snmp snmp-trap ssh telnet traceroute xnm-clear-text 
xnm-ssl
    lsping ntp sip dhcpv6 r2cp webapi-clear-text webapi-ssl tcp-encap
    Protocol inet, MTU: 9168
      Flags: Sendbcast-pkt-to-re
      Addresses, Flags: Dest-route-down Is-Preferred Is-Primary
        Destination: 192.0.2.11/31, Local: 192.0.2.5/31
    Protocol mpls, MTU: 9156, Maximum labels: 3

c. For each IP address obtained in Step a, search the output from Step b for a

match. (In the sampleoutputs, the IPaddressof the st0.2 interface (192.0.2.8/31)

matches the IP address in the IP-Header parameter.)

d. If the st0 interface corresponding to the matched IP address is up and the

corresponding gr-0/0/0 interface is down, then there is a problemwith the

configuration.

5. Modify the configuration on the spoke as follows:

a. Log in to the spoke device as root.

b. Delete thedisabledstatements found inStep3byexecuting thedeletecommand.

An example is provided below:

user@host# delete groups NFX-5-SPOKE_CPE1_WAN_2_GRE_IPSEC_0 interfaces
gr-0/0/0 unit 5 disable

c. Commit the configuration by executing the commit command.

6. Repeat Step 2 through Step 5 for the hub device.

7. Verify that the links are up by following the procedure in Step 1.

[CXU-11996]

• If an SLA profile is defined with only the throughput metric specified, in some cases,

the SLA profile is assigned to a link that is down.

Workaround: In addition to the throughputmetric, ensure that you specify at least one

more metric (for example, packet loss or latency) for the SLA profile. [CXU-11997]
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• During the CSO installation, if you specify that CSO is behind NAT, the deployment

fails.

Workaround: [CXU-12120]

• If you create a site groupandaddahub site that references that site group, the creation

of the hub site fails.

Workaround: Add the hub site without using a site group. [CXU-13753]

• If you delete an existing LAN segment, the configuration related to the LAN segment

is not deleted from the cloud hub. An attempt to redeploy the same configuration can

cause problems. A sample LAN segment configuration is shown below:

set groups srx-hub-static-Clouldhub_DefaultVPN-1.4.20.14 routing-options static route
192.0.2.0/24 next-table Default-Clouldhub_DefaultVPN-Clouldhub.inet.0

Workaround: To redeploy the same configuration, first delete the LAN segment

configuration from the cloud hub by using the Junos OS CLI, and then redeploy the

configuration. A sample delete command is shown below:

delete groups srx-hub-static-Clouldhub_DefaultVPN-1.4.20.14 routing-options static
route192.0.2.0/24

[CXU-13812]

• In some cases, when the activation of a spoke device fails, the UI logs do not display

the relevant information.

Workaround: Access the Kibana logs to view the relevant information. [CXU-13941]

• If you try to activatemultiple spoke devices, which share a common hub device, at the

same time, then in some cases, the activation fails.

Workaround: Retry the activation on the spoke devices for which the activation fails.

[CXU-14066]

• After you restart the physical server that hosts the VRR VM, the VRR VM fails to come

back online.

Workaround: Do the following:

1. Destroy the corrupted VRR by executing the virsh destroy vrr command from the

KVM console.

2. Delete the image file (/var/lib/libvirt/images/vrr.img) of the corrupted VRR from

the physical server.

3. Copy the VRR image file (vrr.img) packaged with your CSO installation from the

server or VM on which you installed CSO to the /var/lib/libvirt/images/directory on

the physical server.

4. Start the VRR by executing the virsh start vrr command from the KVM console.
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5. Load the base configuration of the VRR andmodify the IP address of the VRR and

the regional microservices VM. A sample configuration is shown below.

set system root-authentication encrypted-password "$ABC123"
set system services ssh
set system services telnet
set system services netconf ssh
set system syslog user * any emergency
set system syslog file messages any notice
set system syslog file messages authorization info
set system syslog file interactive-commands interactive-commands any
set interfaces em0 unit 0 family inet address 192.0.2.6/24
set interfaces em0 unit 0 family mpls
set routing-options rib inet.3 static route 0.0.0.0/0 discard
set routing-options static route 0.0.0.0/0 next-hop 192.0.2.1
set groups vrr-base-config system host-name vrr-192.0.2.6
set groups vrr-base-config system services ssh
set groups vrr-base-config system services telnet
set groups vrr-base-config system syslog user * any emergency
set groups vrr-base-config system syslog file messages any notice
set groups vrr-base-config system syslog file messages authorization info
set groups vrr-base-config system syslog file interactive-commands 
interactive-commands any
set groups vrr-base-config routing-options autonomous-system 64512
set groups vrr-base-config protocols bgp hold-time 65535
set groups vrr-base-config protocols bgp group ibgp type internal
set groups vrr-base-config protocols bgp group ibgp local-address 192.0.2.6
set groups vrr-base-config protocols bgp group ibgp family inet-vpn unicast
set groups vrr-base-config protocols bgp group ibgp cluster 192.0.2.6
set apply-groups vrr-base-config

6. Create a dummy tenant by using the CSO GUI.

CSO pushes the configuration to the new VRR including the previously configured

tenants and sites, and the network is restored.

[CXU-14922]

• If you configure a site with Internet breakout, the CSO GUI displays a core attachment

point on the Site-Name page. If you try to start a service on the site, an error message

is displayed.

Workaround: None. [CXU-14924]

• If you configure Cloud CPE Solution Release 3.1.4 to use an external keystone, tenants

created in the external keystone (without using the CSO GUI) are visible in the scope

switcher in Administration Portal.

Workaround:Beforeusinganexternal keystone forCSO, ensure that it doesnot contain

any data. [CXU-14931]

• In some scenarios, the configuration database is locked, which results in a failure in

pushing the configuration to the device through CSO. This issue is caused by the

event-options configuration.

Workaround: Log in to the spoke device, and use the Junos OS CLI to remove the

event-options configuration in the spoke by executing the following commands:
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set groups VF-SPOKE1_CPE1_WAN_0_GRE_IPSEC_0 event-options policy
VF-SPOKE1_CPE1_WAN_0_GRE_IPSEC_0_down then change-configuration commands “set
groups VF-SPOKE1_CPE1_WAN_0_GRE_IPSEC_0 interfaces gr-0/0/0.1 disable”
set groups VF-SPOKE1_CPE1_WAN_0_GRE_IPSEC_0 event-options policy
VF-SPOKE1_CPE1_WAN_0_GRE_IPSEC_0_up then change-configuration commands “delete
groups VF-SPOKE1_CPE1_WAN_0_GRE_IPSEC_0 interfaces gr-0/0/0.1 disable”
set groups VF-SPOKE1_CPE1_WAN_1_GRE_IPSEC_0 event-options policy
VF-SPOKE1_CPE1_WAN_1_GRE_IPSEC_0_down then change-configuration commands “set
groups VF-SPOKE1_CPE1_WAN_1_GRE_IPSEC_0 interfaces gr-0/0/0.2 disable”
set groups VF-SPOKE1_CPE1_WAN_1_GRE_IPSEC_0 event-options policy
VF-SPOKE1_CPE1_WAN_1_GRE_IPSEC_0_up then change-configuration commands “delete
groups VF-SPOKE1_CPE1_WAN_1_GRE_IPSEC_0 interfaces gr-0/0/0.2 disable”

[CXU-15025]

• If you create VNF instances in the Contrail cloud by using Heat Version 2.0 APIs, a

timeout error occurs after 120 instances are created.

Workaround: If you want to createmore than 120 instances (up to amaximum of 500

instances), use the Heat Version 1.0 APIs instead. [CXU-15033]

• If you deploy a firewall policy with departments (to which LAN segments are linked)

and, after the policy is deployed successfully, delete a LAN segment that is the last

LAN segment for the department (referenced in the policy) and redeploy the firewall

policy, thenadeploymenterroroccurs. If youmodify the firewall policy intent to remove

the department and then deploy the policy, all the firewall rules are deleted from the

device.

Workaround:CreateaLANsegment that is associatedwith thedepartment referenced

in the firewall policy and deploy the LAN segment. After the deployment is successful,

redeploy the firewall policy; after the deployment is successful, the firewall rules are

pushed to the device. [CXU-15138]

• If you add a tenant but do not add any sites to the tenant and then delete the tenant,

error messages are displayed in the Administration Portal GUI. However, the tenant is

deleted successfully.

Workaround: None [CXU-15253]

• If you activate an NFX Series device from the CSO GUI, the device status does not

change from Expected to Activate for approximately 20minutes.

Workaround: None [CXU-15282]

• In anHA setup, after a centralmicroservices VM fails over, the Tenant, Site, andService

Manager (TSSM) API server is sluggish in responding to requests.

Workaround:Wait for two to threeminutesand theTSSMAPI server respondsnormally.

[CXU-15283]

• In an HA setup, if the central load-balancer VM (as the Virtual Router Redundancy

Protocol [VRRP]master) goes down, the switchover takes place in less than aminute

and the services run properly with the newVRRPmaster. However, no jobs are created

for approximately 10minutes.

Workaround: None. [CXU-15388]
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• In an HA setup, with three load-balancer VMs, if the master load balancer goes down,

one of the remaining load-balancer VMs is switched over as themaster. However, after

the original load-balancer VM comes up, it is switched over as the master again.

Workaround: None. [CXU-15441]

• In an HA setup, the time configured for the Contrail Analytics Node (CAN) VMsmight

not be synchronized with the time configured for the other VMs in the setup. This can

cause issues in the throughput graphs.

Workaround:

1. Log in to can-vm1 as the root user.

2. Modify the /etc/ntp.conf file to point to the desired NTP server.

3. Restart the NTP process.

After the NTP process restarts successfully, can-vm2 and can-vm3 automatically

re-synchronize their times with can-vm1. [CXU-15681]

• If you try to create a tenant and the tenant creation fails, retrying the creation of the

same tenant fails and the following error message is displayed: The resource specified

already exists.

Workaround: None. [CXU-15824]

• If the central server (hosting the csp-central-msvm3, csp-central-infravm3, and

csp-central-lbvm3 VMs) goes down, jobs are displayed twice or thrice.

Workaround:None.However, this issuedoesnotoccurafter the jobservices re-establish

the connection to the RabbitMQ server. [CXU-15844]

• If you provision an SRX300CPE device by using ZTP, deploy a firewall policy, and then

perform the steps to configure and deploy an SD-WAN policy, the SD-WAN policy

deployment fails even though the policy is pushed to the device.

Workaround: None. [CXU-15918]

• If you create an SD-WANpolicy applicable to all sites and deploy the policy on a spoke

device, the policy is deployed successfully. When you provision a new spoke device by

using ZTP, the deployment of the SD-WAN policy on the new device is triggered

automatically. However, the SD-WAN policy deployment fails because of an error in

the central microservices VM.

Workaround: None. [CXU-15949]

• In anHAsetup, if oneof the infrastructuremicroservicesVMsgoesdownandyou trigger

report generation, reports are not generated.

Workaround: Ensure that theVM thatwasdowncomesback upand then trigger report

generation. [CXU-16222]

• After creating a new spoke site, when you configure and activate the site, site

provisioning sometimes fails.
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Workaround: Retry the failed job. [CXU-16349]

• In an AWS HAProxy setup, after the HAProxy master goes down, the backup HA takes

over as themaster and theCSOGUI is reachablewithin twominutes. However, in some

cases, workflows triggered after the switchover do not progress up to 30minutes.

Workaround: None [CXU-16828]

• In an AWS HAProxy setup, when themaster HAProxy node goes down, the backup

HAProxy node takes over as the master and services requests. However, when the

HAProxynode thatwasdowncomesbackup, it regains themastership, causinganother

mastership switch.

Workaround: None. [CXU-16829]

• If you upload a large image file (size greater than 500MB) in an AWS setup hosted in

the Ireland region, the image upload operation times out.

Workaround:

1. If you are uploading an image not packaged with the CSO installation, upload the

image to Amazon S3 storage; otherwise proceed to the next step.

2. Execute the following curl command to upload the file:

curl -v -F "imagefile=@media-vsrx-vmdisk-15.1X49-D80.4.qcow2" -H

"x-auth-token:123abcxy123abcxy123abcxy123abcxy" -F

"cname=vsrx-vmdisk-15.1.qcow2"-F"device_family=juniper-srx" -F"vendor=juniper"

-F "major_version=15" -F "minor_version=1" -F build_num="X53-D123.2" -F

"supported_platform=SRX" -F "image_type=VNF_IMAGE" -k

https://regional-mvsm-IP/ims-central/upload_image_file

where regional-mvsm-IP is the IP address of the regional microservices VM.

NOTE: Although you can execute this command on any VM that can
reach the regional microservices VM, we recommend that you execute
the command from the central microservices VM.

[CXU-16833]

• When a redirect server is used for ZTP, the PHS bootstrap completemessage is not

sent to the CSO regional server, because of which ZTP fails.

Workaround: None. [PR 1315524]

Resolved Issues

The following issues are resolved in Juniper Networks Cloud CPE Solution Release 3.1.4.

• Because of consecutive VRRP state notifications, switchover after an availability zone

failover may not work as expected. [CXU-17889]

• CSO installation fails because cluster ports were not accessible. [CXU-17662]
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• CSO deployment encounters errors because of Kubernetes API server access issues.

[CXU-17626]

• Elastic Search disk cleanup uses static values, instead of relative values that are

dependent on the size of the disk, to trigger a disk cleanup. This delays disk cleanup

for disks with smaller storage capacity and causes the Elastic Search operations to

stop. [CXU-17275]

• Jingest shows inconsistent statistics for security events. [CXU-17271]

• Application SLA performance information shown by security monitoring is inaccurate

and inconsistent. [CXU-17191]

Documentation Updates

This section lists the errata and changes in the Cloud CPE Solution Release 3.1.4

documentation:

• On the Connectivity Requirements tab of the Add On-Premise Site page (Sites > Site

Management > Add >On-Premise Site ), the help for the Type field indicates that you

can select the type ofWAN link. However, this field only displays the link type of the

WAN link (MPLS or Internet), which is specified in the device profile, and cannot be

modified.

• Configuring devices from the POPs landing page—FromCloud CPE Solution Release

3.1 onward, you can configure devices from the POPs page as follows:

1. Select Resources > POPs > Pop-Name.

The Pop-Name page appears.

2. Click the Routers tab.

3. Select the device that you want to configure and click the Configure Device button.

The Stage 2 Config page appears. This page is dynamically rendered based on

stage-2 configuration specified in the device profile.

4. Enter the configuration data on the page.

5. Click Save to save the configuration.

Aconfirmationmessage isdisplayedand thedeployment status changes topending

deployment.

6. Click Deploy to save and deploy the configuration.
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A confirmation message is displayed indicating that the job is created and

subsequently that the job was successful. You can click Deploy History to view the

job logs.

7. Click Cancel to go back to the Pop-Name page.

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can

improve the documentation. You can provide feedback by using either of the following

methods:

• Online feedback rating system—On any page of the Juniper Networks TechLibrary site

athttp://www.juniper.net/techpubs/index.html, simply click the stars to rate thecontent,

and use the pop-up form to provide us with information about your experience.

Alternately, you can use the online feedback form at

http://www.juniper.net/techpubs/feedback/.

• E-mail—Sendyourcommentsto techpubs-comments@juniper.net. Includethedocument

or topic name, URL or page number, and software version (if applicable).

Requesting Technical Support

Technical product support is available through the JuniperNetworksTechnicalAssistance

Center (JTAC). If you are a customer with an active J-Care or Partner Support Service

support contract, or are covered under warranty, and need post-sales technical support,

you can access our tools and resources online or open a case with JTAC.

• JTAC policies—For a complete understanding of our JTAC procedures and policies,

review the JTAC User Guide located at

http://www.juniper.net/us/en/local/pdf/resource-guides/7100059-en.pdf.

• Product warranties—For product warranty information, visit

http://www.juniper.net/support/warranty/.

• JTAC hours of operation—The JTAC centers have resources available 24 hours a day,

7 days a week, 365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online

self-service portal called the Customer Support Center (CSC) that provides youwith the

following features:

• Find CSC offerings: http://www.juniper.net/customers/support/

• Search for known bugs: https://prsearch.juniper.net/

• Find product documentation: http://www.juniper.net/documentation/

• Find solutions and answer questions using our Knowledge Base: http://kb.juniper.net/
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• Download the latest versions of software and review release notes:

http://www.juniper.net/customers/csc/software/

• Search technical bulletins for relevant hardware and software notifications:

http://kb.juniper.net/InfoCenter/

• Join and participate in the Juniper Networks Community Forum:

http://www.juniper.net/company/communities/

• Open a case online in the CSC Case Management tool: http://www.juniper.net/cm/

Toverify serviceentitlementbyproduct serial number, useourSerialNumberEntitlement

(SNE) Tool: https://entitlementsearch.juniper.net/entitlementsearch/

Opening a Casewith JTAC

You can open a case with JTAC on theWeb or by telephone.

• Use the Case Management tool in the CSC at http://www.juniper.net/cm/.

• Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).

For international or direct-dial options in countries without toll-free numbers, see

http://www.juniper.net/support/requesting-support.html.
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