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Network:

Mgmt - 192.168.0.0/24

Datal - 192.168.1.0/24

Server:

Ansible :192.168.0.2

Contrail Controller :192.168.0.3/192.168.1.3
OpenStack Controller : 192.168.0.9/192.168.1.9
OpenStack NodeO1 :192.168.0.41/192.168.1.41
OpenStack Node02 :192.168.0.42 / 192.168.1.42

K8S Master :192.168.0.8 / 192.168.1.8
K8S Node01 :192.168.0.31/192.168.1.31
K8S Node02 :192.168.0.32 / 192.168.1.32

StepO0: OS Install

i 8 BEMDHY—/N\[Z Cent0S A4 A k—JL L. IPAddress %% . SELINUX Permissive,
Yum Update &3,

AFIETIXEIZT S

Stepl: Ansible Install
Ansible Server IZCTLUL T #EHE

yum -y install epel-release

yum -y install git sshpass

yum -y remove PyYAML python-requests

yum -y install python-pip

pip install ansible==2.7.10

pip install PyYAML requests

git clone -b R2003 http://github.com/Juniper/contrail-ansible-deployer
cd contrail-ansible-deployer

Step2: Ansible Z{FH L TA VX b—ILT B —/\DEFHRE
UTD 774V ERE

contrail-ansible-deployer/config/instances.yaml

global_configuration:
CONTAINER_REGISTRY: docker.io/opencontrailnightly
provider_config:
bms:
ssh_pwd: xxxx
ssh_user: root
ntpserver: xxxx
domainsuffix: local
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instances:
contraill:
provider: bms
ip: 192.168.0.3
roles:
config_database:
config:
control:
analytics_database:
analytics:
analytics_alarm:
analytics_snmp:
webui:
os-ctl:
provider: bms
ip: 192.168.0.9
roles:
openstack:
os-cmpl:
provider: bms
ip: 192.168.0.41
roles:
openstack_compute:
vrouter:
CONTROL_NODES: 192.168.1.3
PHYSICAL_INTERFACE: ethl
VROUTER_GATEWAY: 192.168.1.254
0s-cmp2:
provider: bms
ip: 192.168.0.42
roles:
openstack_compute:
vrouter:
CONTROL_NODES: 192.168.1.3
PHYSICAL_INTERFACE: ethl
VROUTER_GATEWAY: 192.168.1.254
k8s-master:
provider: bms
ip: 192.168.0.8
roles:
k8s_master:
kubemanager:
k8s-worker1:
provider: bms
ip: 192.168.0.31
roles:
k8s_node:

<-"instances" TIX EDH—/NIZED role TE|
YUHETENA VA M—ILTEIMNEERET
5

<- "contrail1"(& contrail controller FA

<- os-ctl & openstack controller

<- 0s-cmp1l [& openstack compute Fo
compute DNEHE H A BB IEABREEMZ
aE—

<- "CONTROL_NODES"[Z I contrail controller
@ data plane {8 IP Z 57 (xmpp ).
"PHYSICAL_INTERFACE" (&

openstack compute node 0 data plane 8l
interface £ #57%E

<- k8s-master [& kubernetes master A

<- k8s-workerl [& kubernetes worker .
worker DNEHE HSEEIIARZLEEHRTZE O
E—
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vrouter:
CONTROL_NODES: 192.168.1.3
PHYSICAL_INTERFACE: ethl
VROUTER_GATEWAY: 192.168.1.254
k8s-worker2:
provider: bms
ip: 192.168.0.32
roles:
k8s_node:
vrouter:
CONTROL_NODES: 192.168.1.3
PHYSICAL_INTERFACE: ethl
VROUTER_GATEWAY: 192.168.1.254

contrail_configuration:
CLOUD_ORCHESTRATOR: openstack
CONTRAIL_VERSION: "2003-latest"
CONTRAIL_CONTAINER_TAG: "2003-latest"
RABBITMQ_NODE_PORT: 5673
ENCAP_PRIORITY: VXLAN,MPLSoUDP,MPLSoGRE
AUTH_MODE: keystone
KEYSTONE_AUTH_URL: http://192.168.0.9:35357/v3

KEYSTONE_AUTH_HOST: 192.168.0.9
KEYSTONE_AUTH_URL_VERSION: /v3
KEYSTONE_AUTH_ADMIN_TENANT: admin
KEYSTONE_AUTH_ADMIN_USER: admin
KEYSTONE_AUTH_ADMIN_PASSWORD: xxxx
KEYSTONE_AUTH_PROJECT_DOMAIN_NAME:
default
KEYSTONE_AUTH_USER_DOMAIN_NAME: default
CONTROLLER_NODES: 192.168.0.3
CONTROL_NODES: 192.168.1.3
OPENSTACK_VERSION: queens
kolla_config:
customize:
nova.conf: |
[libvirt]
virt_type=gemu
cpu_mode=none
kolla_globals:
contrail_api_interface_address: 192.168.0.3
enable_haproxy: "no"
kolla_passwords:
keystone_admin_password: xxxx

<- contrail_configuration & contrail controller
DEREo

"CLOUD_ORCHESTRATOR"[X openstack,
kubernetes ZIEERIEETHY . KA VR k
—I)LTIEEAEZA VR =L B,
keystone FB&E & 9 4% 1= openstack Z 15
T OWENDHD

<- openstack controller @ mgmt ip &€

<- contrail controller M mgmt ip
<- contrail controller @ data ip

<- contrail controller M mgmt ip

Step3: Ansible Z{#FH L T Contrail. OpenStack, K8 DA > X k—IJL
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cd contrail-ansible-deployer

#ansible-playbook -i inventory/ playbooks/provision_instances.yml

ansible-playbook -i inventory/ -e
orchestrator=openstack playbooks/configure_instances.yml

ansible-playbook -i inventory/ playbooks/install_openstack.yml

ansible-playbook -i inventory/ -e
orchestrator=openstack playbooks/install_k8s.yml

ansible-playbook -i inventory/ -e
orchestrator=openstack playbooks/install_contrail.yml

K8S Worker @ coredns pod A% Running [Z 7% & %5 LVt s

<-%& server @ os install HAAAIRET=
NEEITITE

<- k52 instances.yml [Z323k L

1= % Server DEKERTE & Xl
ER)

<- openstack install

<- kubernetes install

<- contrail install

Pod network [Z deploy 415 cordns pod |& worker @ /etc/resolv.conf [Z forward SN BHEREIZ/E

2TV,

Default 7= & pod network I& underlay IZ¥E#E TE R ULV=. LITDERTE & Xk

10.47.255.253 [E vRouter D IPAM Service IP

kubectl edit configmap -n kube-system coredns
- proxy . /etc/resolv.conf
+ forward . 10.47.255.253

kubectl edit deployment -n kube-system coredns
-> delete livenessProbe, readinessProbe
-> LT ZHIBR
livenessProbe:
failureThreshold: 5
httpGet:
path: /health
port: 8080
scheme: HTTP
initialDelaySeconds: 60
periodSeconds: 10
successThreshold: 1
timeoutSeconds: 5

Step4: Login
OpenStack GUI :
http://192.168.0.9

TungstenFabric GUI :
http://192.168.0.3:8143
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K8S GUI :
http://192.168.0.8:8443
Hlogin [CWAZE T token |E k8s master 0D /root/k8s_dashboard_token.txt [CERIFE SN TLVD

OpenStack CLI :

Openstack controller [Z ssh &1 . "docker exec -it kolla_toolbox bash"[Z T pod |2t
"source /var/lib/kolla/config_files/admin-openrc.sh"|ZTRIE I 7 A ILZFHEHAL Z & T
openstack A< > KAVE{TA[RE
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