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Contrail Command
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manage private, public cloud, Virtual Netwqulng . .
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Lookup flow table using
S5-tuple hash (src, dest
IPs, src, dest ports,
protocol)

Create new flow
entry in HOLD state
and send packet to

agent via pktO

Is there a
flow table
entry?

for flow using VRF

Agent determines action

routing table and ACLs
and updates flow table

Drop the packet and
increment flow action
drop counter

Flow action?

FORWARD/NAT

Do route lookup in VRF
of interface and get
NH with encap/label

DMAC = vRouter MAC?

Lookup DMAC in VRF
of interface and get
NH with encap/label

FAIL

PASS

Add encap and send out
on physical interface

BI5 VM2 52— TT—I DV 5vRouter/ ZEIE 9 &/ VDO w s
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INTIMRBA AT —RENLTVMMDEEEINSE, T+T—F L TRESNFET, 74T —4F
(X, AR TI—ADGFEET BAVRFOIO—F—T LI/ ybD52 7 )L(Tara)L EIETEREDIPTR
LR, EETEREDTCPR—rEIXUDPR—RMIZ—HTEZIUMAHEINESI I ERWIFIvILE
T N TO—DHRID/NNTr IR THAIEE. TUNIIEHFEEET . 747 —F [Ipkt0f 2 2—T—RX%E I
LT IRE I =Dz MIE ELET . T—V U MEL VRFL—T 4G T—T L ETHERavrO—)LY)
AMZIEDWTIA—DT7 723V EREL. TOHBRTIA—T—JILEBHLET . 7 avICE.
DROP., FORWARD., NATO®HYET , /N Y DERESNDIHE . ILiEEF (XS EMACT RL AN E B DMAC
TFRLRATHAIMEINEHERLET , (X BENVMD Y TRYRVZH B EZITVMDBT T4 ILET —k
DA\ YREFEELTWDBEICHRELET . TOEE. WEDRIAMRYTEIPI+T—T 45T
—JILTREIN, F53THEIMESIEIMACTRL AN LYY 7y IZERENET,

(" VRouter receives packet B
on physical interface and
looks at outer header )

vV

Is packet
MPLSoUDP or
MPLSOGRE?

Is packet
VXLAN?

Look up label in
MPLS table and get
NH (VM interface)

lookup of inner header MAC and

Use VNI to identify VRF for

find NH (VM interface)

v

Does NH

\'4

have policy
we flag?

Send packet to host using
vhost0 interface

Lookup flow table using 5-
tuple hash (src/dest IPs,
src/dest ports, protocol)

Create new flow in HOLD
state and send packet to
agent via pkt0

A4

Agent determines action
for flow using VRF
routing table and ACLs
and updates flow table

Y

Is there a
flow table
entry?

DROP

Flow action?

FORWARD/NAT

FAIL
RPF Check

Write MAC header (if
necessary), and forward
on VM interface

F6-YPFEZ T —I 05 vRouter/ZEIE F B/ VT cDO D

Drop the packet and
increment flow action
drop counter

16
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Contrail NetworkingD {184

INTYRDPIBRYRT—IMBE|FET D& vRouter R IZ/ T YD R—rEN TS HT LI ER
DTWENEIWEHRLET . TOITHRWMEE . N\ YMNMEIRAN R —TFT AT VR T LIZEESNET,
MPLS over UDP$ K UIMPLS over GREDIE S . SANILIZVMA U A—T 1 —REEIEZ R LET A, VXLAN
TlE. REANYT —DIEFEMACT FL REVXLANSR Y T —D 3B F(VNDIZK > THA SN HVRFTIRER T
BLENRHYET . AF—TxAADE IS B L, vRouterlE, 13—/ RIZRYS—DSTMEBTFES
NTOWENEEFTFRTOTAOrIILETRTOTCP/UDPR—INEFRI SN TSI EERLET), <IN
T YNERRIETEFE T, TR UNDIBE . 52T NIET70—T—TJIILADTO—%RETH=HIZFERIN.
EENTYMIDWTHBASNTWSAEDERILADYINMEREINET,

RCHITRVFADRETS B/ yhoO—

RORIE ARET DRI DIRET NN YN EELEEICHRETI—EDT I IVE
RLTWET, B RX. MADRE<SUNEEIL, AV bFa—5M A DvRouter|ZL2(MAC)B LU
L3IP)IL—hEEELTIREB YD VB DEIEEATREICLI=CETT,

Virtual Machine vRouter A Contrail vRouter A Virtual Machine
IP=VM1 1P=S1 Controller I1P=52 1P=VM1
VRF RT=Red VRF RT=Red
1. DNS cache miss
DN S resolution :‘ No enfry for VM2
forvM2
3 DNSrequest
Address for VM17 | 3 DNSreq N
Address for VM17?
5. DNS response ‘4 DNS response
T ip=pvmt P=IP-yM1 ]
Send first 6. ARP cache miss
packet to VM2 :|N0 entry for IP-VaE2
7. ARP request

8. ARP lockup for IP=IP-VM2

»
=IPVM1, C=VM1,

TargeMAC=?, TageliP=IP-VM2

9 ARP reply

1P-VM1, AC=VM1,
TargeMAC-MAC-VM2, TageliP=iP-VM2

10. TCPtimeout

Retry
packet to VM2 11. Bhemet frame
» 12 MPLSoUDP packet —|
T MAC=MAC-VM1, DeSIMAC=MAC-V Bhernet
" SrciP=IP-VM1, beslP:lP—VMZ, i SreiP=iP-S51, DestiP=iP-52 > B frame Nl
' Encap MPLSOUDP, Lbi=yyy CMAC=MAC-VM1, DeSIMAC-MAC-VM2)
fSrEMAC=-MACVM1, DesIMAC-MAC VM2, __] SrciP=1P-VM1, DesiiP=IP-VM2, .

B7- R BB DIRIE TN/ N EEET E— X

1. VMUEVM2IZ/A T yhERIET D ENH LT, RIIIPTRLADHE DDNSF vyl a%i&
RLETH., CNERPDN\T I THDI=H. TUNIIEHYEE A,

2. VM1, 18—z —RADFEEEFCDHCPIL B TR E SN -DNSH—/\ 7KL X[ DNSE
KEEELFET,
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3.

o

9.

vRouterlZDNSZE 3R % ,S5v L. Contrail Networkingad> FA—5 TETEIN TLVADNSH—/\[Z
BRELET,

OV rA—5AODNSH—/N\ I VM2DIPPRLATRELET .

vRouterl&, DNSIGZEZVMI[TEELFE T,

VM1 [EA—H Ry TL—LEBRT DHENH D=0 . VM2OMACTRLANKETY B D
ARPFX ¥y 1% FIvILETH, BYDN\T YR THD=H. TURIIEHYFEEA,
VM1IZARPERZEELET .

vRouterlFARPERZr VT L. TN B B DERiE R TIP-VM2OMACT FL RZEREL. VM2D 1=
[TEELF-L2/L3)L—+CREMERDITET,

vRouterl&. VM2MDMACT KL RZEHFDARPIGEEZVMIITEFELET,

10. VM1D R YT —ORAZY I TTCPAA LTI FEELET,
1. VMID YLD =D RZ9DE I\ I DEEZERITL. COEZARPF YV 2 ADVM2DMACT

FLRZRHEL, /=R IL—LZHBERLTGEETEFT,

12.vRouterlIVM2DMACT FL RAZRE L. hTEILIEIL—,ERDITE T, vRouter(X S EID

NS —FRBEL ERD/NIMES2ITEELET,

13.S2MvRouterX/ Ny hEHTEILIEERFRL . MPLSSARJLERZEL T, TDA—H RybTIL—LEE

BETARBAEI—TIAREHANLET . 1 —FRINIL—LIFA U Z—TARITEESN, VM2
[CE>TRESNFET,
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H—ERXFI—

BREZ3Y IRV REBETI VD /4 ryhon—

BB HYITRIMDIBEITNNTINEEIETEBED— U RIERICLTT M., VMIE T I4)ILM—RHT
ADMACTRLREFH DA—HRIYNIL—LT/INTYrEEIEL. TDIPTRL XL, vRouterMVM1D T —hk
B IR L/-DHCPIEE CIRILEN 2D TT . VMINS —r Iz AIP7RL ADARPEREFE1TT H &,
vRouter($HM B DMACTRLRATIEELET . VMIBZDH —F I TAMACTRFLREFERAL TI—Y Ryt 7
L—LZEET SE. vRouter(ETL—LRAD /NN YLD EIPTRLAZEALTCVRFRNDERET—T L%
BRFL., SEEVMBRITEINTONBHRAMADHT IV RILENLTWSIIL—LERDITET,

Y—ERXRFz—UF, FYRT—IR)—([Z&2T 22D ARYRT—IB DS T49 DDLU EDRYRD
— Y —ERURBER YT —IBBE(NF) ELFEIENFE ) E BB T IDENHIZENEESNTLNDIES
[ZHeRENE T, LYy —oH—E X[&. Contrail NetworkingCH—E R ELTHERIESh B RETIVIZE
HIh, RY—I[ZEFENFET, Contrail Networkingld. OpenStackIRiz &vCenterIRIEDH A TH—E X F
I—2F Y R—FFET 220 RETIUED Y —ERFI— O EERBIZRLETS,

= Contrail Network Pol
[ Orchestrator [ I Controller Red <> Green, ports any, service VNF
AN,
/ L \
VA BN
J 4
v
antroller |r?stalls routes to Red VRF
direct traffic through VNF VM1: NH=51, Lbl=a
VM2: NH=interface VNF-L
Green VRF
Red VRF VM1: NH=interface VNF-R Green VRF
VM1: NH=interface VM1 VM2: NH=S1, Lbl=d VM1: NH=S1, Lbl=c
VM2: NH=S2, Lbl=b VM2: NH=interface VM2
MPLS Table
MPLS Table Lbl b: NH=interface VNF-L MPLS Table
Lbl a: NH=interface VM1 Lbl c: NH=interface VNF-R Lbl d: NH=interface VM2
Sl 52 58

i

BI8AF BN/ —I L, F—ERFT—HDVNFEN. TRS I 05X 1L IR FT,
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H—ERXFI—

VMAH—E RA 2V RAV RA(VNF)IZH A ESI12aV FO—5TEREN TV T, Y—E AR RV LT —IKR 1
—IZEENTNSIEE. AV FA—JIEUNFEN LTS D09 ZERE T HOINFOI E 1B L UTH 110 2—7
TAADVRFIZIL—bEF AV A= ILLET , HTILIEIL—RHVNF vRouter[Z&k>TaAVFA—SIZREHN
bE. IL—FERedH KU Green VRFZHEF Dt D vRouterIZEEfiah . IRIZFER LL T, RedB KU Greent vk
D—OMERNDES T4V I E Y —ERA(VRIV AT BAIEDIL—FDEYMIBYET, INILILeft 1B
KU TRightllE. VNFO T —RBEICT VT4 IZEBIEFICEDWTAUA—T A REHEA T 5=DIZFERE
NFET, UNFIZIE, BIFETHM U A—TA RIZEDVWT/\ YR EEY LB R ENDETT,

Contrail Networking CEREINTLVBAESIZ, Y—ERF—2IL—ME. HhHYDOTLT B=HIZZZT
[EZRLTWEWTT A, RAIZEICTHAEHRLEVRFIZA VA M—ILENET,

ERBY—EXRFI—UDIFIFELUTORIIRL. TN TN DB ELGEHRAZRITRLET,

Basic Service Chain Scaled Services
FW
w DPI DPI
(\% {/\ N
E=EHQA =] =L}
L] l% $ Ny N N N N
Policy - Red <> Green, service FW, DP Load-balance across service instances
Policy-Based Steering Active-Standby
FW-1 DPI
E | Q Fw-2 DPI2
FW-2 Q
Ng N N N\ L LT i ore N Ny
Policy - Red <> Green, port 80, 8080, service FW-1, DPI Route policy to select primary path
Red <> Green, port any, service FW-2 Health check determines when to fail over

[&]9:Contrail Networking CI&E#wd /=TT F
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H—ERXFI—

EXWGEY—ERFI—>

A D /AR ILTIE, Red Ry b T —2EGreenty b —IRB DR YT —OR) O —F#RELTH—E XFWE
DPIZ&MHAET, BT —ERXRFI—UIMERSNTWVET , s lE, OpenStackE f=[dvCenter TLL
BIZ#2E SN, Contrail NetworkingTTRed$HB KU Green Ry T —I DAV A—D A REFE DD —E XA X
RURELTERESNIZARBIL O TT , RUS—DRBESN. 22OR YT —VIZERAIND L, RedRHE
T UFEEIEGreenfREBT L UM EHiEN =T R TDVvRouterDIL—FANEEEIN, H—ERXFz—U8HT
22D YNT—IRD S T4 IR ESNET, 12EX K R —FEFE T BRI, Red Ry T—IA
DEVRFIZIE, RETLUNEITEINTUVSRAMD R ARy T L, A FvRouter|Z&>THEES N, TV
FA—JIZ& > TEFEINIZINILERFD. GreentybT—IAD B RBIIADIL—bHHBYET , IL—
MME. FWH—EXA XAV ZAD A AVRFD R YRRV TE FW leftf o A—Tx—RIZIFEESIN=SNILE
B OLSICERINET  EFWA U A— T —REHDVRFIZIE. DPID EAVBA—T1—REETIARTD
EOEEDIL—EBNEEN, HEDPIA L FA—TT—REFDVRFIZIE, BTSN TVSRRLDRIR MRy T
ETLDIRNNLVEF DT RTOHDIBAEDIL—INEFENET . FARDIIT4vIDIL—T142 T LRI
WEBEINFET,

RF—IVTFIrF—EZX

BE—DREBTIIICH—ERFI—U DS T4 BEREZNEB T X v/ O TN ENEEIX 2BB D/
RIVITRT ESIZ. ALEATDEBDRETL U EH—ERICEHHIENTEET,

hhfTbnde, FST voIEmiED Y —ERXAFI—2 DA NAB—T1—R T4 A CECMPZE{E
LTA—RN\ZoovTEn, Fz—rDLAVREITEAO—RN\TU U TEINET,

HLWH—E XA XA R [Z. Contrail Networking CILE(ZIGLU TEMTEE T, £f-. ECMP/\w2 a7 )L
JUXLIETEE. I—TIFDENEBINDEIFEAED YAV EMMOBRRICEEHLE T A, Contrail
Networking TTlX. BXfF D 70—D R ILvRouter TO /Ny MLEBOD Y D e 1Y 3> TiRBATIN T
WB7a—T—TJILHSRESIND=O ., CNIEFHLWLWIO—IZRHLTOAFEELET , cOEH (X, 70—
ADTARTONTYNERTTIVENHIRAT—R IS —ERICFRARTY , Z5L%EWNE, 7A—HT
AvyEh, Aa—HryiarvhroyTInEd,

20—QFEARDES TN, 70—DTERLHY—ERAVREAVRAEBBTHLS(2, 7A—FT—
TNIZET—EDBABEINFET,

https://datatracker.ietf.org/doc/draft—ietf-bess—service—chaining/ DA 23— YRS T ZIIE RT—
I —ERFHBA-RT—ILT oSN —ERXRFI—U QMM HINTULET,
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TIIr—avR—ZADEFa) T4

RYS—R—XDRATTIVYT
BRDBEATDIST4vIERLEDY—ERFI—VICETRENHDGELHYET, L, FybT—5
F=E X)) TR —IZEHDEHEEHDHT EIZLD T, Contrail Networking CEIRTEET, KD
BilTIE. R—r80&L8080D~Z T4y L T7AT 0 A—IL(FW-1)EDPID M AZRIBT HDLENHYET A
DT RXTDNS T4V I ET7AT 04— ILFW-2)E BB T 51211 T. FW-1&IFELGHBRICE-TNNSHE
BEMELAHYET,

FOTFATRED (Y —ERFI—

—BOLFUFTIE, FSTv TR HEOY—ERF T EBBT S ENLENET A, ZOFT
— TR SIS AL, FSTr99%/ I T YT ISV BR DRELBYFET . Thid, REUA
(Y —ERF LA HEYFENE BB S I RBES N TV B ENBYET.

TIT4T /AR INA#E R E . Contrail Networking®2 DD ATV T TERENET . I, IL—FRYS—
. BEINDTITATFI—o DAV LRIZHLTIYBNA—HILTYI7L U REFIBELT. &Y
—ERFI—UDAVTLRISERSNET , RIZ. U—ERAVRAV AN EERBETHIMNEID ., =
FFz—DRFAEIDIEEICENZETEDINEINETANTEBANRFIVINKEFI—UICTRAYFEINE
T ALRFIVINERTHE BETITATHEY—ERFI—ADI—IHEBYESN, FST70991&
RN BBLETS,

WRDI7AT 74— ILR) L —IZIE BRDIPFTRLRAE:[E Y TRy MEEICEDUL—ILBNEENT
WET, HoIREDT—EEF2—IZENT, ThiF, T7MT7 04— ILIL—ILDERIZDENYET,
HIE, EREFICIEEEARMT, FST I a—T4V T RICITEBENREETT,
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TIVT—2avR—ZADtFa1) T4

L, H—N—F=EXVMDIPFRLAMN, 7TV r—ay  FIUr—av B & B, £IEEFD
DB EEAEIZBEEL TULVEWL =TT, =&AL LTORI0IZTRT L3I, 20D T —2 -2 3—DH Y.
HESIUVARBREBIBE7IVS—2avaTIO4TRIA—TS5AXIZDWVWTEATHET,

us EMEA

—> Apache — J2EE —» Oracle
Development

— Apache — J2EE —» Oracle

from 0.0.0.0/0 to 10.1.1.1/32 allow port 80
from 10.1.1.1/32 to 10.1.2.1/32 allow port 8080
from 10.1.2.1/32 to 10.1.3.1/32 allow port 1521, 1630

from 0.0.0.0/0 to 10.2.1.1/32 allow port 80
from 10.2.1.1/32 to 10.2.2.1/32 allow port 8080
from 10.2.2.1/32 to 10.2.3.1/32 allow port 1521, 1630

—> Apache — J2EE —» Oracle
Production

—> Apache — J2EE —» Oracle

from 0.0.0.0/0 to 10.3.1.1/32 allow port 80
from 10.3.1.1/32 to 10.3.2.1/32 allow port 8080
from 10.3.2.1/32 to 10.3.3.1/32 allow port 1521, 1630

from 0.0.0.0/0 to 10.4.1.1/32 allow port 80
from 10.4.1.1/32 to 10.4.2.1/32 allow port 8080
from 10.4.2.1/32 to 10.4.3.1/32 allow port 1521, 1630

E10- 7T r—=3 0 X8 O DEH DA RIS RIZ (L, D T7+4 T I4—ILIL—IL O ETT,

DI A—TSAXTIE. TTIVT—2a3>vDEAVREIVAD LAY —IE. ACAVRAEARDROLA
NY—LDHBERI—DIENERTT  CNICIE, RISRT XS 7TV Tr—2a AV REAV R EIZE
AMOR)—DNBETYT, BBENS TV a—T10 7T 556, EBEIIPTRLRET TV r—aA
VARV ADBEREIRELTWSRENHY . HILLWA U REIVZANTTASEIND =V, LW I7A4 T
A—IIL—ILERBTIDENHYET,

Contrail Networkinga> rA—5(%, AT I, 2T —%, vRouters, VM, XU A A—T— R
RARgeR 2T IR DWW TEF ) T4 R —ZHHR—rFET 2T X AT OO ETILNT, 2T M
BENn=A Tz IMIEENDI TR TOATOIMITANT —rENFET, 2T L BRIEELAHYE

F, Contrail Networking T4 ARJE 2 —33> D —EEL T, LD D AT ZHREEINTVET . 2542

AT DO—RBHLEREEUTORITRLET:
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TIIr—avR—ZADEFa) T4

2% — A& RO75 8 A& 1
TI)r— | TVRA—HY—FXF DD Y —ERIZESTT7 | LAMPRAY% HadoopZ S5 A4,
av DERENBY—EREHSR—FTBE=HIZ. SFE | NTPH—/\DEERE.
FHREATDIIRNIITAVAREIVZAD Y h%EEIT | Openstack/Contrail Networking?
FTHREBID VDT IWN—TEHELET  E—FRE | SRE
YIS TEEY,

s =2 BICHREZ =TT H. 7TV —2av X2y IRD Apache WebH—/\—_ Oracle T —
BLCAAT DY IR ITTAVRZZAD Y, D AR—RH—/\—_ Hadoop AL —
EOHBAVARBADEEL, BIEBRZVIDINTF 7 /—K. OpenStack—E X
— W RBEH(ZH-TARY—) ) TEET, Tr—

;3 —EDREITUDENERLET . BE. RFY BFE. TAL, Bl
DRDITRTORETIVICERSNET,

Ak 2BV DIBRERLET . BEIIT—2tE2—0 | XEERE. AOVKFY  R/AF-2
FETY,

HARA L WHEIZIECTHLWT EERTEE T, AVRBUR%
IRN)L BHROSNIILEFERALT, RAVIREIUVREYY | BBET IR, BH#ER—2)L. do-
BOT—270—% M <HIEHTEES, client-access

FKITIRT £IZ, Contrail Networking TIREEEN D2V AT ITMA T, MAERILEITGCLTHBEDARS
LATZBEERTE, T—470—2LYMMN AR T S-OICERTELINLIMTETNHYES,

T r—23 R —IZIE, TCPEZIZUDPR— MBS DY THA AT EEY—ERT IL—TFIZED
L= EFENFT . BV, EXUTAEBE I 7TV —2av RAYDIZT7 T ) r—30 34T D
RTHEEN)E T, RIZFTIVr—2av DY IR Iz 7aAVR—R RS EIZTier B4 T DRTEENY HTET,
NETOREIZIRLET,

24
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tier=web

ﬁ— Apache Java EE Oracle

application=FinancePortal

1. Identify application components

tier=app tier=db

2. ldentify instance types (tiers)
3. Identify traffic between tiers
4. Create policy

5. Create application policy set

Service Group
Name: Web-Port
Ports: TCP:BQ (HTTP)

Service Group

Name: J2EE-Port

Service Group
Name: SQL-Net
Ports: TCP: 1521, TCP:1630

gy
Vi
“

pass SQL-Net

Policy: Portal-3-Tier
pass Web-Port - network=UserNet > tier=web
pass J2EE-Port - tier=web > tier=app ...yl application: FinancePortal
- tier=app > tier=db

Application Policy Set: Portal-3-Tier-Set

policy: Portal-3-Tier

BI11: 771 r—232 00K o—[t, 8O EH—EXTIL—F(ZE DN TIET,

ZDBITIX, 7T — 3 (ZFinancePortal ELNS AT Wi T4 BEREIZ[Eweb., app. do&ELNS5E T AT
BNTWET , H—ERTIL—TIE. 7TV —2a R399 LUK LA NY—RBD STy 70—(xL
THERENTVET , RIZ, EFXa)T4BEEB X RELGINST4v970—DHEHFATHIL—ILEED
Portal-3-Tier&ME(EN BT T r— a3 R —#EBLET, TDE&. 7TV r—2avRUS—HREET
J1)r—33> % FinancePortal ICBEt (o, 7T r—a iR —Portal-3-TierDN & ENE T, =
DERAT,. 7IVr—30 X290 % L. Contrail Networkinga FO—S DR FBVMIZAT #ERHTEE
T, hizkY, avkA—5k, 7TVT—2a R o—BREEERT 51=HIZ&VvRouter| ZEETINE
BHDIL—IEETEL. ThoRZENFNDVRouter(TEESNET . KFYIRIITIAVR—RUMDAV R
BUOZADMDDIHE . BvRouterD IL—T AT T—TILIERD KSITHEYET:

KRRk | VRF =2 ek R—kr L=k

St Fybk-r9x7 | 0.0.0.0/0 10.1.1.3/32 80 VM-web NH=S2, LbI=10(D
10.1.1.3/32 | 10.1.2.3/32 8080 AB—T(R
10.1.1.3/32 | 0.0.0.0/0 TFE A B—RYMII—T a5

LEY

S2 FyhT T 10.1.1.3/32 | 10.1.2.3/32 8080 VM-app NH=S3.
10.1.2.3/32 | 10.1.3.3/32 1521,1630 | LbI=12NH=S1. LblI=5M 1>
10.1.2.3/32 | 10.1.1.3/32 1521,1630 | #—2J14R

S3 Net-db 10.1.2.3/32 | 10.1.3.3/32 1521,1630 | VM-db NH=S2. Lbl=12®
10.1.3.3/32 | 10.1.2.3/32 1521,1630 | /24 —Jx4/ R
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FIRD—=HLBRBIIUICIE. ZDOBEBORARMATITONET  ERICIE. ToT1TrBEBORERIE.
BE. TNFEEMTIEHYFERA RITTRT I IL—HNE, 7TVr—a R —THRESNES
VICOHSTTa90FBRLETH, ZSTIEK ZTR—ZAD)L—)LIE. vRouter B ERATE DR VLT —5
FRULAR—=ZDI7AT 04— ILIL—ILIZEBENTLVET,

TIVr—2av RBy I MEEITERENE LTFORI2(1SRT L3I REVIDBIDTT
OADMERSN=EEDBFER THELFELELD,

application=FinancePortal

Development

—> tier=web tier=app tier=db

Test —» tier=web tier=app tier=db

Traffic should not be allowed
between deployments

Policy: Portal-3-Tier

pass Web-Port - network=UserNet > tier=web Application Policy Set: Portal-3-Tier
pass J2EE-Port - tier=web > tier=app .__,| application: FinancePortal

pass SQL-Net - tier=app > tier=db policy: Portal

B127e DAY >—TlE, TTALXNEHDFZTrv 0 70— SN FET,
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FTDRYD—IZIE A DORADLA YOS RHDBRADLA VIS T4y BRNENKSITT HED (A
EHYERA, COEFHZEFETBICE. RRIVIDZIAVR—RUMNMIT IO 2T &2 FIFL. 7TV
r—2avR)o—IC—BEHEEBMLT, T 7R/ 29 B—HBLESEICOA NS T h B ERZ RN
BESINLFET, BFHINFAR)—ZFTORI3ITRLET

application=FinancePortal

deployment=development

Development —» tier=web —» tier=app —» tier=db
deployment=test
Test — tier=web —» tier=app —» tier=db

Policy: Portal-3-Tier
pass Web-Port - network=UserNet > tier=web Application Policy Set: Portal-3-Tier
pass J2EE-Port - tier=web > tier=app, match deployment | ™ application: FinancePortal

pass SQL-Net -tier=app > tier=db, match deployment policy - Portal-3-Tier

v

B13:X 50 O E N B S 71 &M T IO AN ST EEMLFET

NT, 574y 70—F ALREYIRADIAVR—RUMNETOH I T4 I RNDENDI BB
BHICERLET .

©2019Juniper Networks,Inc.

27



TIVT—2avR—ZADtFa1) T4

SEIFLHRAT DRI EEATHE. XA TAR) O —2BE—DRIS—HNDEBDT 4403025
BATEFET EAIE. UTORIATIEK, B—DR)—THAMIEDNWTELRDRAEZYIRDRST49Y
EETAUMETEETA . SAICRTDT—ER—XEBDHEFILAFEETT,

us EMEA
application=FinancePortal :
site=US site=EMEA
deployment=development “
Development | 4o—ep —» tier=app — tier=db —> tier=web —» tier=app —» tier=db

deployment=test
Test e

—> tier=web —» tier=app —> tier=web —» tier=app

Policy: Portal

pass Web-Port - network=UserNet > tier=web Application Policy Set
pass J2EE-Port - tier=web > tier=app, match deployment && site | ".._,| application: FinancePortal
pass SQL-Net -tier=app > tier=db, match site policy: Portal

E14:520F#EL TYAIADFS 210 OFFIRLEFT D, V) —XHAFEHATLFET

HAETTOMDRLHEERRNICERDRZVINTITOMINTNSHE . LTORI5ITRT L3I,
AVRBVRZBDARZLETEEBL. AV REAV AT D—BEHEFEAL TR ELGHIREERTESE
-a_o

application=FinancePortal
instance=Alpha
——» tier=web — tier=app —> tier=db
Production
instance=Beta

—» tier=web — tier=app —» tier=db

Policy: Portal

pass Web-Port - network=UserNet > tier=web Application Policy Set
pass J2EE-Port - tier=web > tier=app, match instance | ~~~_,| application: FinancePortal
pass SQL-Net -tier=app > tier=db, match instance policy: Portal

FEHRELZTEEFLI-R 2D I XN E

Contrail Networking®D 7 T —a R —igeld. ERB IR AEERIL—LT—O%ZRMETHE
BIEFIZ, RS —DBRINABERIEEHEDEBERREICLET,
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vRouter®D BHA T av

vRouter[Z[E, SEXFLF A EFENPT L IRETI2EROERA T avnHByYES:

o I—RILED2—IL-CHETIAI DT TIAAAVME—FTT,

e DPDK-E5E7VtSL—av(dintelS4TS5)EFEALTREShET,
e SR-IOV-{RHETIUMNSNICADEET I ERZIRELET,

e AY—FNIC-vRouter747 —4 (3705 S5 LTRELANICTRE SN TLVE

T DA T arER16I1TRLET,

Kernel Module

DPDK vRouter

KVM User Space KVM User Space
VM1 VM2 M
v Agent o Agent [
|
Kernel Kernel
li li
SR-10V SmartNIC vRouter
KVM User Space KVM User Space
VM1 VM2 VM1 VM2
".“.,"" Agent - - :;‘:;‘ Agent F
1
Kernel Kernel
NIC — NIC —
r li

BE16:vRouter/BRFA 7> 3>

EA T av DRHMEFRELTICHRBALET,
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vRouter®D BHA T av

H—RILEDa1—)LvRouter

SHOTIHIVEDTTOAFTavIE, vRouter 7+ T —H HKVMA—R L TEITEINDED 1 —ILICE

BINDBESIZTE-6DEHD T, Linux iptables1—T 4T F=1&0pen vSwitchErEHEFEDE AIZ{KX

BEDTY , A—RILTEITT HE. T+ T—RIEIKVMD R YT —I R BV HIEBBRT HES(ZHRVET—IF
STYIICEETIERATE, 747 =43 A 1——ERTTOLRELTETLEBEISERTESRET

FRIEICMLEIEAIENTEET , EESNTWSHRBELELDOFIZIE. ROLOLHYFET:

o TCPEH AUFT—iavAzA—K
o S—UREATO—F
o TIJLFFxa—virtio/\N Ty LR FIFH

A—RILED 21— L7 TO—FIZ&LY . FIFEZE (X Contrail NetworkingZ{FE AL T, EA& L4 HH—/VENIC/
—F 7 ~DERFEEER/DRIZHZ G LRV T —IRBIEEFRETEE T, 2L, HR—rSh TLY
BDIEFEDH—RILIN—230 DKVMD A T, 35 #l[E Contrail NetworkingD & /N\—23> D) —R/—F
[CEEEHINTVET,

DPDK vRouter

ATV DOT—E-TL—BE T YMDPDK)E, KVMRYRT—9 - R29HF N ST 2, a—HF— AR
—RATEATINTWDST7 TS —LaVBNICICEET VA TESKSIZT554T35)—ERS4/13—D

YT, A—H—fEE TEITSN . DPDKEYHR—r 9 5/\—23 DvRouter 7+ T —F & FERATEE
9, DPDK vRouterld. REFEDVMEFERT H2H—RILED 12— I)LEEBEL T AT YR RIL—T v EEE
EL. S ARVMTEDPDKMNE TS TNVBIGEE X, /1N TA—I U REELICM LI BEHTENTEET,

DPDK vRouter(. 7\ ha G 218 D\ N E BB FHICCPUaT B B TAHEIT K> THEREL
T, hoa7 X S RANMOETIZIXFERTELRULEFTEL BIZ1005DCPUFERETEITSINS
=&, —EDRBETIIRRBIZHDAIREENHYET,

SR-I0V(Single Root-Input/Output Virtualization)

SR-IOVIZ. BEZF (ZIEvRouter BIADERA T ar TIIBHYFE AL, FEBEOZRKIEAEET, (DPDKD
KO YEEBERADATNEFELLLEWMEEIZ, — 8 DT T 7r—a> TvRouterEEBITERTEE
T, SRIIOVEFERT &, NA/3—/I\AHF—HCPUIZH L TITSDERARIZ. NICD/N—KD T )—R%
BHDIVSATUMATHRETEET . CNIZKY . REII VA 2—T—ZAMBNICIZER T VA TED
=8, T—BINRIENAIN—=INAF =Y T —=IRBZY G INAINAL, INTA—I 2V AMME ELET , SR-
IOVIZ, VMAEBER YD —H LRBER YT —IRBIDT — b DA #EEERITL TWBESITRIDIELH
YFEF A, SR-IOVTIEvRouterD /A /INZAHMES =80, 42 F—T A XL Contrail Networking{R vk —
JIZB8MET . K2R —IORIO—BLURVET—IH—ERIZSMLEE A,
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vRouter®D B4 T3>

AY—FNIC vRouter

TOa5S5TTILE—EOFH LLNICHFI AR EEIZEHZYDDHYFET , Contrail Networking vRouter 747 —4
BEEEIX. CNODFLLNICIZEETEF T, NITKY  AFIT—EBORE THREMGZ/NSE/ N ry b4 X
DIZEIZ, INTA—IDRICKEGH A IzoSINFET,

B, BRE I Y —/A\—Dx86CPUMBL IRIEFFLICATO—REN B8, LY EZLDVMAIZOT7EEKT
=FET,
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avka—3v4/9aY—EX

Contrail Networking(5.0LAME)DEFH LUV N—232 Tl Dockerar T FHIZE (Y —ER7—x%T
JFMERSNTONET , ¥/ AY—ERIE UTORITIZTRT KSIZ, [RyRIZT IL—FkSh,
FNBEERIRENZTIL—TIkEnFEzT,

User access to user User access to APIs
interface through external VIP
3

[Load Balancer (ha-proxy or user-specified)]

Communication between pods is load-

m l balanced by the source microservice

)

re"=" o7 ferrssas IO o i i i i N Y T N, Y
I Command [ TAnalytics { AnalyticsDb )i 1 ~ Config ' I "Config Db ‘I i ~ Control { “VRouter

Alarm Gen :

! i ' 1 ! | 1
! | - 1 ! 1 1
Z I 1 ) 1 | | 1
: : {Anz\lgltlcs ]l :[Cassandra]l 1| Config API]I :[Cassandra]l | :l
I 1 1 1 I 1
1 | | | 1 XMPP 1
[ l I 1 1 | ! 1
: MySQL : [Collector ]: : Zookeeper]: : Schema ]: :[Zookeeper]: :I :
\o—————. 1 I
! 1 1 ! I ! 1
1
[Topology ]: :[ Kafka ]: ' svC Mon ]: |[RabbitMQ :: . opko !
1! 1 Vo= P ! | ! v 1
I ) I I
[ SNMP ]: |[ Nodemgr]: : Device Mgr] 1 : | :
iY== )y ! ) — )
I
I
I
L

_______ : Compute Nodes

Query

Y
Controller Nodes

Redis

Nodemgr

prp———

e e e e -

Analytics Nodes

[&17:Contrail Networking V420 —EXF7—FTFoF+

T—XTOFvIIERAIEETT ., DFY. £ Contrail NetworkingB—JLERYRIE. HFEDTTAA A RDL
DI)IVAEBITDEHREZHR—ET B0, B —/IN\N—TERITINBIERDA ORIV REFERAL
TEAMIZRT—)2 T TEET,

H—/3—FE D Contrail Networkingh—E ZDL AT M &, TTAAY—LIZK > THRAMONDEET7A
JNZE-THITEEZINFET . CDT7AILIX, Ansible(PlaybookZ{# F)E f=[dHelm(Fr—rEFER)DLVT b
TY . TRTOY—ERDNRUEER IV TEITSND DV TIVGEA— LAV IV ER. ERORE<T Y
FRERTAIINYG—N—ZEC B AMEDHIEEST . PlaybookB LUFr—rDBIZERTEET,

FIAA4Y—ILEFDFERAZEDFEMIZDULNTIX., Contrail NetworkingDRKF 1A R—UHFSHEL
TLIEELY,
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Contrail NetworkingZ {3 Fi L f=OpenStack

OpenStackld, R OV TFT—DEELA—TVY—AF—S AN — 30V RTALTY,
Contrail Networkingld. OpenStackMNeutronr Yk —F 2 JH—E ADREFIREL . Z<DEMHE
BELIRHLET .

OpenStackTl&, FIRED T IL—T X TOSzIMIZEY B TONES , COTADTIRTIE, VMPORY
D=9 EDY—RIETSAR—LTHY D TODHRDFAFBIZIIRTESNFLAGFICERIC
B TWEWLRY), VPNEERT L. FAISNZEE~NDIIL— DA AV E 21—~/ —F EDvRouter®
VRFIZEEfE M., VRouterDNEITT ATOF Y —ERIZEKDTISYTAV T RELELLNV =D, RyrD
—IBTOTO I NEEBEDEENAL—NMIREYET,

H3&KYRID/NA—23 Tl RybT—oH—E X[ENeutronT, AV E 21—, I—2 2 MMdNova(OpenStack
:lyto:l._}\-&_t“X)-G_d_o

Contrail NetworkinglZ. M5 A 0penStackIBIB (T A/ INTILVBIEEIZ. VMEDockera 7+ —FE
D—LLURIERYNT—DF BB TEET,

LI T DORE18IZRT &£3IZ. OpenStack® Contrail NetworkingF 5% € > 1& . Neutronfy k7 —F 24 APIA
5Contrail Networkinga> FA—S5 TE TSN B Contrail Networking APIERH LADTYE T EIZEL

E
= (@ wea

WEB Ul

(Horizon) ] ‘ || APPLICATIONS /CUSTOMORCHESTRATION SYSTEMS

@ RESTAPI'S RESTAPI'S RESTAPI'S
[ OPENSTACK API SERVERS u ]
P2 [=]
—_—
o o = o i
NETWORK SVC
(Neutron)
COMPUTE IDENTITY IMAGE
SERVICE SERVICE SERVICE
(Nova) (Keystone) (Glance)
v
[ X5 (CONFIG & OPERATION) API SERVER ] @
) L CONTRAIL
ST CONFIG & OPERATION
CONTROLLER (CONFIG, CONTROL & . DATABASE
8 OPENSTACK RESOURCE DATABASE < ANALYTICS NODES) N

& 18:Contrail Networkingl£OpenStack Neutron APIDX—/N—1 v, FFELZLFET,
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Contrail NetworkingZ {3 Fi L f=OpenStack

Contrail Networkingld. R T —2EH T RwkT—4 _ BEUNOpenStack Ry T —IHRY S —EtF 11T
TIN—TDEEEYR—ILET . CNHD I T1T(1E0penStackFE Tz (& Contrail Networking®D LV F 15>
TERTE. ERII2DDV AT LB TRIEASNET , 512, Contrail NetworkingdOpenStack LBaaS
v2APIZHR—KrLZET , 1=12L. Contrail Networking/&OpenStack&kYHLEEL R YN T —IHERED X —/ 3\ —
YR RET B8 ZLDOR YT —I#EE (L Contrail Networking APIE LU GUIZ L TOAEATEE
T CNITIE MBIL—E~NDEREFENCTEODIIL— I FRDEVE T, Y—ERXFz—2 BGP/L—
FRUS—DEERTE. BEUVT TV —avR)o—REENET,

[PV —230R—=ZAD X2 TR — 1103 THBESATWAKSIZ, 7V r—avtFa
1) T +%. OpenStack/H3Contrail NetworkingZ{E A3 B15 &SI HR—FENFE T, Contrail Networking
BT&. TAVIIR RYRT =D RRM VM, FEA U E—TAALR L TEATE, 20D EAIND
BHYICEENDIT R TOIVTA4TAITHEASNET,

=52, Contrail Networkingld. OpenStack HeatT> L —h& AL THIEH TES R YLD —00—F2 5
EtEFX T4 D=HD—ED))—REHR—FLTULVET,
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Contrail NetworkingZ {31 F L 7=Kubernetes Container

AT FHEERTLE BVMBNHMBDTLET AROSEEITTARETIUEITELY ., ALARAROSTE
TFLEDS, TOEREFBEWNCD ML CEMFSEAENTEET  BF., AV TFHFTEITIN TS T TS
—2aviE BRI UOTEITSIATWSRILT IV r—arv KUBIESMNICERICEEIL, /N T4+—T R
ARELET , ChE T 2L E—ONFVTAVTFEERT S EITEKELAHLHERDIDTY,
Dockerld, AV TFTEARL—T AV T VD RTLDN—V IV B TRETEALSIZT RV IR T LAV —
THY. Kubernetes|Z&k > Tshimb A ¥ —ELTHEASN, —N\— LD T DIEREBELZEELE
ER

A service is the entry point Namespace - B
(VIP)forasetof podsrunning — /77 T e T e
the same set of containers

Service
A pod is a set of containers running
on the same server with the same IP —
address but different listening ports \,
> POD3 / i
The number of pods in a service is ( Replication R
managed by a replication controller ————* Controller T » POD 2 i
4 pOD1 F
A namespace is a collection of pods - - p >
and services (like OpenStack tenant) — C-1 C-2 C-N N
- v _
Containers

E19:Kubernetes/tT 7 F &R IREH—ERICHERELFET

FDOE19IZTRT K5I, KubernetesEaATF DT IL—TEEEL, —#IZLOH DHEEEEZEITL ., Podé
FENET . RYFRDATF—IXREC Y —/N\— L TETEIN. IPPRLRAZHEELEFT, ACRYFDEE
EBETELGIY—N—TEMIE. Y—EXRFEBRL. Y—ERETORVYNT—I 5 T0v0%H—E
ARDEHEEDRYRIZHAITEILELRHYFET,
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Contrail NetworkingZ {31 F L 7=Kubernetes Container

T 74 L DKubernetesty b T —F U RE TIE BFEDRYRDZFRIE, EERIRYRTRATATD
Kubernetes APIZERLT7 TV —Lav BIRICE>TEREINED . ERATAT T TV r—23> D15
B(F, EEAH—/ —TLinux iptables|ZEREEN - FBIPFRLREFRALTO—F/NS2 205 T0XY
[CEOTEBEINET, 7TV —2av DREAPEIERAT4T TT . Thld. KubernetesFZEEITELVT
REINENBREDI—FDR—THS=. A—RN\SoI T TOX O MEREIND=H T,

KubernetesIRIEDIZER YT —VIEEBMIZTZVNT, EORYFHMDRYREBIETEET, HHR
— LAR—ZADRYKR(OpenStackDTAD IR ERBRM SR D FR—LAR—ZADRYR~DEE(F, it
FRYRDBEEEZDIPTRLANBHMDGEE EHIFOoNFERA COETILIE BE—DREICET
BNAIN=RT—)LDT—AEUA—TITBEUTT M., ZLOIVFARIIETT—2 23— HEEFS
NTWBHY—ERTONAGT D BEDTIN—TDLST490FBE WV REET 2D ENHAHEEICITEL
TWFEHA,

Contrail NetworkingfR B vk —2 (%, KubernetesIRIZIZ#i & L T. OpenStack& RN A ETIES
FHVIFTFURRYNT—OMBEE IR TEE T,

KubernetesZ{# FA L 1=Contrail Networking® Z DEXEZLL T DE20(ZRLET,
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Contrail NetworkingZ {31 F L 7=Kubernetes Container

Contrail Networking creates virtual ‘% Kubernetes
networks and policies when pods Master
are created in Kubernetes

kube-network-manager

‘sxy  Contrail """"""""""
«* Controller '

Kubelet and Contrail
agent communicate via
CNI when pods are
created on a server

Containers in a pod connect to a = % g 5 i
VRF with an IP in the pod network 7 IP-P1LQ: 85 IP-SVC1 IP-P2 Q99 IP-SVC1
\

and each containers listens on a
different port

___________________________________________________________

The vRouter uses ECMP load  / L B
balancing to selectapodina /|
destination service /

___________________________________________

Containers in each pod
connect to a second
VRF for the service IP

Service-2

ZJ20:Contrail Networking TIE#z S /=KubernetesiKR

Kubernetes—4 AkL— 320 KU Dockera T 7% {# FH L 7=Contrail Networking®D 7 —F T F v (X,
OpenStack$B KUKVM/QEMUIZILTEY . AIRAKLinux OSTvRouterDNZE TN RER VT —VER1ET—
TIVEHDOVRFBNEFEFNTOET . RYFRD TR TOIAVTFH—(E BE—DIPT7RLR(ETIEIP-1. IP-2)
EHORYNT—HORAyIERFLETM, BHBDTCPEIZUDPIR—FTYYRVL, HERYRT—DREYY
DA —T 1A XldvRouterMVRFIZIEHE SN F T, kubenetwork—manager&EFEIX N B AL E . Kubernetes
APIZFERL TR T —IBED Ayt—I% 1w XL, Contrail Networking APIIZEELE T,
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Contrail NetworkingZ {31 F L 7=Kubernetes Container

H—N\—LEIZRYRDBER SN D E. FILWA U A—T A REIELLWRFIZHER T 51282, 2T F vk
—94 23— 1x4 R(CNDZFFrLTA—AhJlkubelet&évRouter T— U RRID@ENTTHONET , —E
ARDOERIFIZIE ARERYET—IORD—EDIPFRLRE, H—ERXADT R TORYFTRILFEIP
TFRUAMEIYHETONES , H—EXTFRLRIE MDY —ERDRYE, FEZNEITA T o —
DB —ERIZMNS T4V IEEETI-OITFERINET , RYRMSH—ERIPICAS 74y I hEES
ndé, ZORYRIZERE SN -vRouter &, SEEY—ERZHERTHE L DRIRDA U 2—T A X(ZfE
RENDY—ERIPZRELAAD IIL—bEFEALTECMPA—R/NASY LU #RITLET , KubernetesV S
RAADHNEM DY —E RIPIZAS T4y hEEESN S L. BT 581 E Contrail Networkinga rA—ZEET
T ENTNBT —, I/ IIL—RZKH>TEITEINFET , Kubernetes7 5 X ZTContrail Networking{ix 28
FYRT—ODERAINTNSIGE . KubernetesTAFL DO—KN\SUL VT IIREHBYFEE A,

Kubernetes TH—E RER YR HMER FE - IFBIFREIN B L. kube—network-manager 7 Atz X [£Kubernetes
APITX LT B4R &R EL .. Contrail Networking APIZ{# FiL TKubernetes 7 A ZIZERE SN TLVS -
YRT—DE—RIZH->TRYR I =R —ZFHALET,

SESERA T AVERDRICEEDET,

RykI—% Ry —HR) S — 2
T—F
Kubernetes Any-to-any, Tk BftEL EnarTrH a7+
default PH—ERLBIETEET,
A HIZERE D KubernetesZ RIZMBXTODIIMITYTE | R—LRAR—ZARNDAVTF—I(F
ol i nEv BWIBIETEFT
Contrail Networking™
H—E X8 LERYRIIHBDRERYRT—IIZHY. RYRRDBIEXEZTI N, Y

H—ERIPFRLADHDHRYRDIERH DS —ERIP7RLADHNHRYRD
THORRATEBLSIZEXAYTAR)—H NERMNST I AREETT,
BWHRINET,

VT RICRYFARDILTF—ROEAER, RYRFRATHLTH, A>T+ —FH
DL THICHITSN-RBEDHLER
[ZBYFET  FED Y —EXIH
TEREDRYEDAEFRICT
EFEJ.

Contrail Networkingld. OpenStack& R L A% T. Kubernetes 7 —ILRIZZL DB AER YT —F 2 1
BEFIRELET:
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Contrail NetworkingZ {31 F L 7=Kubernetes Container

e IPPFLREH

e DHCP

e DNS

o BTHHEK

o RYNIT—HUFTRLRAZEHA1FEIPE KUN:1SNAT)
o TFOHRFIERK

o FI)T—1aoR—ADtFXa)T4
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Contrail Networkingd &K U'VMware vCenter

Mt 3> T, Contrail vRouterMESXiTRARMIA U AR—ILEN  RETL U DRBRYNT—HEH—
EXRFRMTH1—XT—XIZDWTERBALZET , Contrail Networkingld, (REY L UM TRERVET—2
IR T EMBRAYF DERICBFERTEET . CNITDULTIE, [Contrail Networking] DI 777y H &
B TEHBAINTULET,

VMware vCenterl&, (REBIL TSV TA—LELTELFERSINTWET M, BEHEZHTRIMNIHERET
DUBD YT —D%FFETL, vCenterV TR ADNEDIBEEFERT HIZIE. RYNT—I5 — b0z (%
FHTEBTEILEIHYET , Contrail Networking(k . BEFFDvCenterIRIBE(ZT IO L T, LLRIIZ AR
SNF=FT ATV —IBETRIETEE I A, FIAFE A vCenter GUIE KUAPIZERL TRBYY
VEERBIVEETAHICHEICH =T —070— (R EFINET, &5(2, vRealize Orchestrator
£ K U'VRealize Automation T Contrail Networking®D Y7 R—rMEEIN TLVS=® ., RERYET—H10
YT —OR) O —DEREE . Contrail Networking® — BRI ARV %E . ChbMDY—)LIZEEIR TLY
57—070—IZEHHIENTEET,

VMware vCenterZ{# F§ L 1=Contrail Networking®D 7 —XTI7F¥Z L TOXE21[Z;RLET .
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Contrail Networkingd &K U'VMware vCenter

VRO and vRA allow users to create
¢ workflows that span multiple management
tools including Contrail Networking

VMware vRealize

‘ ‘) Orchestrator,

Automation

VMware

A plugin for vCenter allows Contrail Networking Contrail vCenter
to detect VM creation events and then Controller

implement network and security policies in the
VRouter associated with the new VM XM PP Remote Console

VM containing vRouter agent, vCenter manager, and kernel forwarder

Virtual machine

VMware ESXi hypervisor
/ {—Server

Inter-VM traffic is carried in
encapsulation tunnels between
VRouters running on different
ESXi instances

Trunked port group
Port group with specific VLAN

Externally connected port group

BI21vRouter(FvCenterFBEIEDIRIE V> TEITESHAET,

ARy, —H RS —I[&. Contrail Networking CIEIZE{ERLT B H . vVRO/VRAT—H 70—
Contrail NetworkingZ A& {FERALTIERLLE T,

vCenter, GUI, F1=1dvRO/VRAZFEHL TIRE T U A EF SN B L. Contrail Networking®vCenter 754
AVIZH ST BAVE—ThvCenter Ay Z—U N RITRIRENET , L RETS UONMERESN ST —
/\TvRouterz 1 a9 571=8 M Contrail NetworkingD kJH—TF , FEVMDEZA L Z—T A R E A 32—
IARADFEETBDRERYNT—IIZRIET B R— T =TI EHShET . R—rF IL—TI2IE.
vCenter®VLAN override |47 3> % {# AL TContrail Networkinga> rA—35(Z k> TR E SN I=VLAN
MNEER FONTEY . R—rTIL—TDFRTDHOVLANIZ, SV OR—RT IL—T %L TvRouter| TIX(ES
NFET, Contrail Networkinga> FA—Sl& A A2—TTA ADVLANE ., FDH TRV rEETRER VLD
—YJDVRFEDETIYYE VT LET , VLANZ Y [FHIBR SN, VRFIZHE T BHIL—RILy I 79T 1, vRouter(Z
BITHEHMGE/ \yr—CNEBOD Y DEIZEEH SN TVASLIITEITEINET,

Contrail Networking with vCenterZ{$ F 3 A& . Contrail NetworkinghZ DR X1 AR TRIB L= LS(Z1E
HIDTARTORYNT—IH—ERB LUV X1 T H—ERIZFIRAEBEBLNT IV LATEET, THIZ(E.
AR A OO1T A T—a>  DHCPTAFS  DNS, DHCPIEE N HY . RYRT—VTZyT 1Y
T BEEY—EXF—2 RFEFBEORT—IL MBI T—HEDT— LU R E EFEAE
WMENET,
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R RARENF=Kubernetes&OpenStackE =&

AIDEI A Tl AV TFHFNETEINDKYMARRARD, AISMDAETERIZTOE D3 =53 T
HIEFRRELTLVELT, KHYIZ, OpenStackEf=ldvCenter&ERAL TaVTFH—MNEFTINLHVME
JAE 3= % L. Contrail Networking TOpenStackE f=[&vCenter|Z &> TSN =VMEKubernetes
[C&Eo TR ENF=a T FH—RIDERERVN I =V BB T HILEBTEFET . CNETDOR22I1TRLE
ER

Orchestrator, Contrail Networking
and Kubernetes Master run in
physical servers (or VMs)

i
I
1

Compute Cluster

Q
- Of
VM|l VM VM 23 )
= : Kubelet and CNI run in VM

! = A
Kubernetes i o Sl .
&3 Mastar :> | () ) a8 ) ql—vRouter agent runs in user space
T — | X A 1

C il --| . .
itk ——— CNI uses SNAT and link local service
! to connect to vRouter agent

—;—VM with Kubelet is in a virtual network

VMs can be on same

: Pod interfaces connect
network as containers

to VRFs in vRouter

F22-FZ X E—REEFL TVMTEITEN TLVBKubernetesiw R

Orchestrator(OpenStackZE f=[&vCenter), Kubernetes Master, & XU Contrail Networkingld, —&EDH—/\
—F=IXAVMTETEINTULVET , Orchestratorld. Contrail Networking CaAVE A—T AV T VSR AEEE
FTBHEIIERESIN TS =, HHY—/\vRouterD’HYET  RIETL U ERELTYTL T, Kubelet&
Contrail Networking FHDCNIT S5 41 U ERTTAEIIZERETEE T, ChoDRET 1L, Kubernetes
< AA—MContrail Networkingl k> TEEBINAIRYN T —IFFRALCAVTFHFEFETTEALIIHYE
9, R Contrail Networking™A—4 AL —4A EKubernetes DA D R VT —OZFEELTLVST=86. VM
M. 377 [E. VMEOUTFRETY—LLRBERYND)—F O A A[RETY .

RAREINT-EZTE TlE. Contrail NetworkinglFHIIBED KSIZCECLARNILD R BEEERRLET , T-. EHD
Kubernetes¥ AA—HVH7EL . KubeletZZETL TS EHDVMAEILRRA N TEITINDAREMELHY FE
T NIZKY . RILFTF > MKubernetesEH—E R EL TR TEE T,
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NDA—HF =BTV IIPFRLREZNLT—EDIREIL VT IR TEIHELNHYET,
Contrail Networkingld. CNEFZEIRT SO D A EFIRBELFET:

e BGP®IGHT—kI A ~DVPNIES
e vRouterMiX{EITNAT
o THhFF~DVRouter®A—AHILT—boxTA

NBIFENENELGHI—RT7T—ATH HY. ENENNERT A RORYET—
DERFEIZ éiéihﬂ‘iﬁﬁﬂﬁb\&Ui?o

SER R YR T —OADERR AR DONTIE. XROIETHBALET,

BGPX &7 —ko A

NEEHREER T D1 DDA EK. NTYVIIPTRLADEFEZERAL TIRER YT —IFERRL., *uk
D—0%7 —b A IIL—RIHERTHETT . —h DA IL—F—hJuniper MXP ) —X )L—E3—D15
B, T/I\A ATOKELContrail Networking[ZE>TBEENMIZITIZEMTEET , CNETDE23ITRL

i-d_o

‘a2~ Contrail
«I> Controller

Ne'{conf/ BGP . . .
VM interface is assigned a floating IP address and H VREsdarpublic prefixesiofeachpublic
is connected into a VRF for the public network network are created on gateway router by
H Contrail Networking (or manually)

VRFs have matching
route targets to enable
route exchange

S1 e
B :_ Mg, Gre
VRF A

FIP-1: NAT to IP-VM1, NH=Local i/f 7
0.0.0.0/0: NAT to FIP-1, NH=GW, MPLSoGRE, Lbl=aaa 3

VRFs contain a default route
with next table set to inet.0

Public prefixes are advertised
out into Internet

Tenant A< o
Gateway

S2 [ kvM VRFA

FIP-1: NH=S1, MPLSoGRE, Lbl=bbb
FIP-2: NH=52, MPLSoGRE, Lbl=ccc
0.0.0.0/0: next table=inet.0

inet.0

Net-FIP-A: FBF VRF A

VRF A
FIP-1: NAT to IP-VM2, NH=Local i/f
0.0.0.0/0: NAT to FIP-1, NH=GW, MPLSoGRE, Lbl=aaa

Tenant B VMs

Tenant C VMs

E23-70—T 1> TIPFTRLREEFEL-BGPE T T E(EFL -9V EBF T — I DIERE
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277UvOEB DO
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NETCONF

To external SNMP

networks

] Fabric interconnection

'Fabric 1 ‘ ‘ "Fabric 2
Gateway =
Spine - T == function (PNF)
;\\//‘ : ‘ . =u—|—|-—|
== ——e= ———= =——= B

[EJ24:Contrail Networking TDI7 1) w0 & HE D &5 /5

T77VVIIE EBEDRENELGDIRENT —h oA, RANNAD =D EETT D, ERSN-EEDY
IW—TTY o RINA VT INA ZADT— b T HREE R —FL TULVBIBAE(QFX100002 ) — XXMy F 12 E),
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EEOEMIZDOLTIX, LT DI Lifecycle Management 18 & U Virtual Networking for Bare Metal Servers |
#SHBLTLIEELY, E5(Z. Contrail NetworkingldVMware vCenter&Efi & L. vCenterCE SN T=7R— K5
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Foie .
x> Contrail
O Management interface &\t) Controller

Physical connection with logical NETCONF
interface configured on each end, and SNMP
with EBGP peering for underlay

*——e

O Loopback for overlay networking
Gateway

AS 65001 AS 65002

IBGP mesh for overlay routes

Leaf

AS 65021 AS 65022 AS 65023 AS 65024

RJ25: 7% — L 1 I DEBGPEF — /I N— L A #II T L — > JHDIBGPX w1 F 5 Z /= 20— N—IXDIPT 7T 1w
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overlay_security_group

overlay_lag
overlay_multi_homing
overlay_networking
overlay_evpn_typed
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in Red virtual network

When a server sends packets on the wire,

Contrail interface routes are learned by each switch’s
Networking control plane. Routes to learned destinations are
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Virtual networks to be connected
are configured in a logical router
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Leaf switch {L1) B - Server {52)

Server {S1)

Hypervisor “
VM with interface in Red VRF |
Red VRF in vRouter

VMs on compute nodes

VXLAN tunnel between vRouter and
physical switch passes through spine

Physical servers

EI30:[F 7 T—ORIDH—/ NEVMBEIDFS T2

VM1ES20RBID ST, —ADEIDVRouter CIRIHL . £3—ADRIDY) —T R vF THRIHT S
VXLANFY RIILTIRESNE T,

©2019Juniper Networks,Inc.

59



RT AN —INDSATH AL ERBERBRYNT—H

ZDEI AV T, VXLANZ BB T B=DIZEVPNEZEITLTWARAMYFIZYEH — /A EHish ., Y
—I\DBIETHIVLELNHDAVMEIZIERLZLVNIZDIGEE LGreen)ZFHFDVTEPIZEKZINTWSIGE D E)
EIZDWVTERBALE Y,

K31E. D EGRIEBIL—3—DIRBEHFDVRFELTRESINE FE. BEUVERIL—TA25 Ty
CUTNMERISNBABEDIL— DX AEERLTNET,

Virtwal networks to be connected
are configured i a logical rowter

Contrail
Networking
N — \(S\) 12/13 host routes to VM1

{5) 1.3 routes to prefixes
Green and Red via I Confiquse -, BGP
VXIAN to spine < special VRF . . {G,R)Type>5 route to prefixes Green
Confiqure MBS, ;. \ and Red via VXLAN to each spine
VRS .

: e pine switches
XMPP ——
: --------- {(G) 12/13 route to IRB
: ——R Y

""BGP {G) 12/13 routes to server S2

: VRF contains IRBs for . wadvertised after first traffic

Green and Red networks, ‘\ _

plus loopback interface /_ Leaf switch {12)

o \ " —— Switch control plane

{R) 12/13 host soutes T
to VM1

..............

Special VXLAN VNIis used for ‘ Host OS Server connected to Red VTEP
bl traffic to vRouters for all VNs S Server [S2)
connected in a logical router I l 0S running on physical server

Server connects to switch on

Server [S1) —/

Hypervisor

VM with interface in Red VRF VLAN or access interface

that isin EVPN VRF [VTEP)

F31- BB IS T—ORDHF—/ NEVMETIDFZT.10

Spedal VRF for VXLAN routing

RINAARAyFIE. FHTL—2ELTEVPNZ{EHL. Contrail Controller D FE/—FDIP7RL R%EE
TELTHERTALIITHEESNTLIET , Contrail NetworkingTTGreenfy I —O N ERESN L. BIEE
FRIRT—DERINA D RAYFITHLERT DEIITHEELET . SNITKY. Contrail Networkingld &R /34
DARAAYFITVRFILV—T AT AV RI REELET . HRVRFIZIZ2DDIRBAEENTEHY ., T b(ERed
E LU Greent b T =D —b DA TRL RXAERedHE LU GreenH TR Y M TERESINTWVET , RIEIRE
ADIW—TFT AT FVRFD AL V=T 4T T—TIIZHY  BIEFST T4 I (EHRIBIL—E—Z &> THES
SNTNDITRTORBERYET—VITFERINS5FAIGVNIZEHAL TVXLANZE AT HLIICEESNE
T, MEBIL—F—CEICBEBHREVNIC DB A [EBlue) MERESNET , Red VMEZETTL TLYSVRouter
TlE. ZD4AIIEVNIZEHAL TEMDVRFAMER S, Red VRFIZT 74 ILNIL—FBRA U R —ILENFE
T, CITKY, Greenh Y T—D5ETD RS T4V I DWFAITEVRFIZEFE SN . RICR/INALV XL YF DVRF
[TEESN., ZRRITFEEIZTFVIZHEVET,

ITYDIN—T42 G Ty MNMERESNSE, SHEBIL—F—(XEET BIRBELIUVTEPEEL (Y —T
TNARIZEBESNET,

©2019Juniper Networks,Inc.

60



VMware vCenter DI E Ry kT —VHRK

Contrail Networking')J'J—X1910LLF& Tl&. VMware vCenter&Contrail NetworkingZ 7 7w BB DM S
N R—rEhTULWVET, COEIZLY. Contrail Networkingld. VMA U A—DJ A ANEFEINTLVS
Distributed Port Groups(DPG)IZEAF SN B HEMERE T DL IRV FEZRETEET . ClL COHE
E0E=HIZTFaq4En Tl 5vCenter, Contrail vCenter Fabric Manager(CVFM)AND TS5 A& {FERLT
ERENFES, COTSTAVEF AREILVDERAANUMER/HIBR/ZER)ZEEHRL. HLLDPGRD A
UE—TTA REFDRE T UHESXiIRA M TEREE SN =& FIZ, Contrail NetworkingAxt i 9™ SR8 HR—
I IL—TF(VPG)ZEER T B5&5ICLET , VPGIL. DPGTHRESNIZVLAN TR ES ., VXLANRAE RV R
—9%ZFEALT. ELDPGRIZH ST R TOVMEEHELET . COFIEIL. VMware vCenters R L EESXi
RAMIIEFESKEELF A,

CVFMTHAU DHIE

32(%. Contrail Networkingd> bA—)L/—RIZA 2V AR—LENTLNBCVFMT ST A& RLTLVET,
CVFMT S5 A4 1&., vCenterIRIBENZEEZRH L. FLULVER % Contrail Device ManagerlZ7Fy 2 LFET,
[Z. Contrail Device Managerld&. CNEDHREEZQFXV) —XRAYFIHEEDT7IT )y HEEIZT v al
EX I

vCenter

G

Contrail ' :
v C et e | - e o Uy
Fabric :
Manager L L L LR LR Z R L B LR L L L L L e Ly A S L L e AL L LR DL L DR

I ; : ESXi Hosts

Config
API

E

! Device : . T SRR EEPRERIIPPIPRtY PRI ISP I
B Manager R

: 503 . blue-dpg

. 208 .

et green-dpg

[X]32:Contrail vCenter Fabric Manager 7 >0 1>

J—DRAYFERINA AL YF(QFX) =X)L, ESXiRAMREDIRE T VIZEHE SN TS, VLAN
. ZNBHDAFXI ) —X R A YFDDPGTEHRESNFET, CVFMT S5 A&, vCenter TRYMT—HZE R
ARV EINSE, VLAND R EZX BB EMS LVEIBRLET,

g300657

©2019Juniper Networks,Inc.

61



