E#H A : 2019/12/1

AF|EX MAAS/IUIU ZF{EFR L. Contrail(1912). OpenStack(Queens). Kubernetes 4 > X b—JL
IT5FIEELG D,
¥ Contrail Insight [E&FEN LY

=T Version D Install [EARFIEEZSEIZLUTESET I
https://www.juniper.net/documentation/en_US/contrail20/information-products/pathway-
pages/contrail-install-and-upgrade-guide.html

MAAS [ZT 1 D KVM #EH(Pod ##E) L. VirtualMachine @ Deploy %3}
JUJU IZT MAAS T Deploy &Mt 1= VirtualMachine [Z OS Install & U Contrail Controller, OpenStack
Controller/Compute, K8 Master/Worker @ Install %=}

A F|IE TI& Nested OpenStack, K8S ¥R1% & 1ER 9 5 (K8S on OpenStack TIX#ALLY),

Contrail Version #IZ Supported SW Version [FE£LE>TW51=6H. UTOBEYA VR F—ILT HBLEND
%

https://www.juniper.net/documentation/en_US/release-
independent/contrail/topics/reference/contrail-supported-platforms.pdf

IRIBELR

Network:

mgmt - 192.168.0.0/24
datal—192.168.1.0/24

KVM: 192.168.0.1 / 192.168.1.1

VM:

MAAS Controller/JUJU Core(Client) : 192.168.0.2 / 192.168.1.2
JUJU Controller : dhcp

Contrail Controller : dhcp

OpenStack Controller : dhcp

OpenStack Computel : dhcp

K8S Master : dhcp

K8S Workerl : dhcp

$:Contrail Controller, OpenStack Controller/Compute, K85 Master/Worker [& MAAS/JUIU [Z & Y
Deploy SN -OFRIEHRIE

Stepl: KVM ZEHIEE (&
M LIS T ubuntu" user TEXT 51 DET 5

Stepl.1 KVM @ Install & % Nested Mode %11t

sudo apt install gemu-kvm libvirt-clients libvirt-daemon-system
bridge-utils virt-manager
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sudo echo 'options kvm intel nested=1' >> /etc/modprobe.d/gemu-system-
x86.conf
sudo cat /sys/module/kvm intel/parameters/nested

Step1.2 Management/Data Net {ERk
net-maas.xml

<network>
<name>maas</name>
<forward mode='route'/>
<bridge name=‘br-mng-y' stp=‘off' delay='0' />
<ip address=192.168.0.1"' netmask='255.255.255.0">
</ip>
</network>

HMAAS [E”maas” & LY B RID libvirt net & pxe boot AIZHERT 571=8. LRIEEART

sudo virsh net-create net-maas.xml

Step1.3 Management & Data & % (+7= LME & (XIBAI T Data F Net Z4ER(ER A EIXRR)

net-datal.xml

<network>
<name>datal</name>
<forward mode='route'/>
<bridge name=‘br-datal' stp=‘off' delay='0' />
<ip address=192.168.1.1"' netmask='255.255.255.0">
</ip>
</network>

sudo virsh net-create net-datal.xml

Stepl.4 UFW &7
/etc/default/ufw

DEFAULT_INPUT_POLICY="ACCEPT"
DEFAULT_FORWARD_POLICY="ACCEPT"

/etc/ufw/sysctl.conf
net.ipv4.ip_forward=1

Step2: MAAS Controller / JUJU Core A OS Install

sudo gemu-img create -f qcow2 /home/images/maas.qcow2 80G

sudo virt-install --name maas --disk path=/home/images/maas.qcow2,format=qcow?2 --vcpus 1 --
ram=4096 --network bridge=br-mng-y,model=virtio --network bridge=br-datal,model=virtio --location
/home/ubuntu/ubuntu-18.04.2-server-amd64.iso --virt-type kvm --cpu host --os-variant ubuntu18.04 --
serial pty --console pty,target_type=virtio --graphics vnc,listen=0.0.0.0 --noautoconsole
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Ubuntu 18.04 4 VR k—IJL

Step3: MAAS Controller Install

sudo timedatectl set-timezone Asia/Tokyo
sudo apt-get update

sudo apt-get upgrade

sudo reboot

sudo apt-get install ntp

sudo systemctl disable ufw

sudo systemctl stop ufw

sudo apt-get install software-properties-common
sudo add-apt-repository ppa:maas/stable -y
sudo apt update

sudo apt install maas -y

Step3.1 MAAS & admin user DYERK

sudo maas createadmin --username=admin --email=admin@I|ocalhost.local

Step3.2 KVM EIE A maas user M ssh key DYERL & KVM ~D Import

sudo chsh -s /bin/bash maas
sudo su - maas

ssh-keygen -f ~/.ssh/id\_rsa-N"
logout

"sudo cat “maas/.ssh/id\_rsa.pub" TZR & 415 maas user ) Publickey & MAAS M5 D EEBX R T
& % KVM Host 0 /home/ubuntu/.ssh/authorized_keys 2380

KVM IZTLULTZER L. Password 2 L T list N RIRTEDHZ L aHER
sudo -H -u maas bash -c 'virsh -c gemu+ssh://ubuntu@192.168.0.1/system list --all'

Step3.3 YEZ A ubuntu user @ ssh key YERL

ssh-keygen
cat .ssh/id_rsa.pub

Step3.4 MAAS GUI Login
MAAS GUI(http://192.168.0.2:5240/MAAS)IZ 7 VA L., LTD & SIZERE
PCLI Login [X"maas login admin http://192.168.0.2:5240/MAAS"

Error! Filename not specified.
Error! Filename not specified.
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"Update selection"% % ') w4 L. #R L 7= 0SImage % Download L. "Continue"%%2 ') v %

Error! Filename not specified.

Step3.3 TYERK L 7= id_rsa.pub % Upload/Import L. "Go to dashboard"% % ') v &

Step3.5 Subnet {ERK

“Subnet” Tab @ VLAN [ZT mgmt,datal interface @ DHCP A& 1k

#7138 space “spacel”,“space2” Z4ER L. spacel [Z mgmt, space2 |Z datal ZEXE
Error! Filename not specified.

Step3.6 Pod 1ERK

“Pod” Tab [CTLLTF MEXTE THF Pod T 1ERK

Pod Type = virsh

Virsh address = gemu+ssh://ubuntu@192.168.0.1/system

Error! Filename not specified.
MAAS Tl& Pod THEZE L 7= KVM IZ VM % Deploy 3~ % (ki)

Step3.7 JUJU Controller F# VM {ERK
Pods->TakeAction->Compose |Z T JUJU Controller H®D VM Z1ERK
EEATIZ machine ZE> TH K BLEIZZ LAY, hostname MT VA LIZHDT=HH A THERK

Error! Filename not specified.

XLLTFIE cL TOERAE

maas admin pod compose 1 hostname=juju-controller cores=1 memory=4096 storage=40

PXE Boot M5ET L. Status /A% Ready (2754 1E OK
Error! Filename not specified.

Step4 JUJU Core DA Y R F— LR UERTE
MAAS Controller / JUJU Core @ VM IZTLLTF Z2EHE

Step4.1 JUJU Core Install

sudo add-apt-repository ppa:juju/stable
sudo apt-get install juju

Step4.2 JUIU TEIEY 5 Cloud ZEX7E
JUJU TIX Cloud(aws, gcp, maas, etc) 157 L. & Application % deploy RI&E
LEIE MAAS ZFIFA L TS =8, maas FAD cloud ZF1ERK

juju add-cloud

Select cloud type: maas
Enter a name for your maas cloud: cloud1
Enter the API endpoint url: http://192.168.0.2:5240/MAAS
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juju add-credential cloud1

Enter credential name: cloud1-creds
Enter maas-oauth: “MAAS GUI 5 Admin->MAAS Keys & 3 ER"

Step4.2 JUJU Controller(BootStrap) x4 > X k—JL

juju bootstrap --bootstrap-series=bionic cloudl juju-controller
juju controller-config features="[multi-cloud]”

LEEIZ& Y MAAS T#{ig L 1= juju-controller VM [Z Ubuntu bionic(18.04) & JUJU Controller A3 >
Ab=LEND

JUJU Controller @ status f&:2

default juju-controller cloudl/default 2.7.0 unsupported 14:55:46+09:00

Step4.3 JUJU GUI Access
LI FIZT GUI access Ak & FER

GUI 2.15.0 for model "admin/default" is enabled at:
https://192.168.0.164:17070/gui/u/admin/default
Your login credential is:
username: admin
password: ca2ddc4fe5b3e837884f4f28d16f77b4

Step5 JUJU Z{# A L. OpenStack, K8S, Contrail Z4 >~ X k—JL

Step5.1 Contrail 4 X b—ILY B 7= D Charm % Download
MAAS Controller / JUJU Core ) VM IZTEL T £

git clone https://github.com/tungstenfabric/tf-charms

Step5.2 Multi NIC 2%

SingleNIC TRIREELMEE (XA Step (& Skip

MAAS 2.6.1 [& Multi Space(Multi Interface)® Machine 5 04 TE4 L) Bug B3 Y. juju bundle
R @D Multi space HAFIFH T E 740N

¥MultiNIC @ Machine 27 7B 4§ 3IZIEUT X

maas admin pod compose #&[Z MAAS GUI A\ 5 Inteface Z B/

Z D% . KVM Host [ZT Virsh edit T Inteface Z 3B/

juju add-machine --constraints spaces=spacel,space2 % EI}f

Step5.3 & VM & MAAS H\ 5 Deploy
MAAS D VM £ (35 V& LD T, EHIIZ Machine ZAHET %
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MVM Z NS VA LT OK DIFE., A Step (& SKIP

maas admin pod compose 1 hostname=os-ctl cores=2 memory=8192 storage=40
maas admin tags create name=os-ctl
maas admin tag update-nodes os-ctl add=[compose BFD system id]

maas admin pod compose 1 hostname=0s-cmpl cores=6 memory=16384 storage=200
maas admin tags create name=o0s-cmp1
maas admin tag update-nodes os-cmp1 add=[compose BFD system id]

maas admin pod compose 1 hostname=contraill cores=4 memory=16384 storage=200
maas admin tags create name=contraill
maas admin tag update-nodes contraill add=[compose FF® system id]

maas admin pod compose 1 hostname=k8s-master cores=2 memory=8192 storage=40
maas admin tags create name=k8s-master
maas admin tag update-nodes k8s-master add=[compose FF® system id]

maas admin pod compose 1 hostname=k8s-workerl cores=2 memory=8192 storage=40
maas admin tags create name=k8s-workerl
maas admin tag update-nodes k8s-worker1 add=[compose B system id]

F1=. MultiNIC DIHFE
Step5.4 0D Charm Bundle @ contrail-controller & FTIZ xmpp @{EFA D control-network % IP 8§39
LWNENH D=6, maas T machine FRERIZCIPZFF v oI LTHK

Step5.4 OpenStack, K8S, Contrail 4 > X k—JL 3 % JUIU Charm Bundle % %3E
MAAS Controller / JUJU Core D VM [ZTUTD 7 7 4 L EERL

os-k8s-contrail-bungle.yaml

machines:
#openstack controller
"1":
series: bionic
constraints: cores=2 mem=8G root-disk=40G
#constraints: cores=2 mem=8G root-disk=40G tags=os-ctl <- step5.3 E i bF
#openstack compute
"2":
series: bionic
constraints: cores=6 mem=16G root-disk=200G

#constraints: cores=6 mem=16G root-disk=200G tags=o0s-cmp1 <- step5.2 EEbF
#constraints: cores=6 mem=16G root-disk=200G spaces=spacel,space2 tags=0s-«- step5.2,5.3 Eifh
cmpl i
# contrail controller
"3":
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series: bionic
constraints: cores=4 mem=16G root-disk=200

#constraints: cores=4 mem=16G root-disk=200G tags=contraill <- step5.2 EEHF
#constraints: cores=4 mem=16G root-disk=200G spaces=spacel,space2 <- step5.2,5.3 i
tags=contraill i
# k8s master
"4":

series: bionic
constraints: cores=2 mem=8G root-disk=40G

#constraints: cores=2 mem=8G root-disk=40G tags=k8s-master <- step5.2 E Nk
#constraints: cores=2 mem=8G root-disk=40G spaces=spacel,space2 tags=k8s- |__ step5.2,5.3 £
master B
# k8s worker
"5":

series: bionic

constraints: cores=2 mem=8G root-disk=40G

#constraints: cores=2 mem=8G root-disk=40G tags=k8s-workerl

#constraints: cores=2 mem=8G root-disk=40G spaces=spacel,space2 tags=k8s-
workerl

<- step5.2 E %
<- step5.2,5.3 i
=3

#common
series: bionic
services:
ntp:

charm: cs:ntp

num_units: 0

options:

source: 210.173.160.27

#openstack
mysql:
series: bionic
charm: cs:percona-cluster
options:
dataset-size: 15%
max-connections: 10000
root-password: contrail123
sst-password: contrail123
num_units: 1
to: [ "Ixd:1" ]
rabbitmqg-server:
series: bionic
charm: cs:rabbitmqg-server
num_units: 1
to: [ "Ixd:1" ]
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heat:
series: bionic
charm: cs:heat
num_units: 1
to: [ "Ixd:1" ]
keystone:
series: bionic
expose: true
charm: cs:keystone
options:
admin-password: contrail123
admin-role: admin
num_units: 1
to: [ "Ixd:1" ]
nova-cloud-controller:
series: bionic
expose: true
charm: cs:nova-cloud-controller
options:
network-manager: Neutron
num_units: 1
to: [ "Ixd:1" ]
neutron-api:
series: bionic
expose: true
charm: cs:neutron-api
options:
manage-neutron-plugin-legacy-mode: false
num_units: 1
to: [ "Ixd:1" ]
glance:
series: bionic
expose: true
charm: cs:glance
num_units: 1
to: [ "Ixd:1" ]
openstack-dashboard:
series: bionic
expose: true
charm: cs:openstack-dashboard
num_units: 1
to: [ "Ixd:1" ]
nova-compute:
series: bionic
charm: cs:nova-compute
options:
virt-type: gemu
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cpu-mode: host-passthrough
enable-resize: true
enable-live-migration: true
migration-auth-type: ssh
num_units: 1
to: ["2"]
contrail-openstack:
series: bionic
charm: /home/ubuntu/tf-charms/contrail-openstack
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"
num_units: 0
contrail-keystone-auth:
series: bionic
charm: /home/ubuntu/tf-charms/contrail-keystone-auth
num_units: 1
to: ["3"]

#contrail
contrail-agent:

series: bionic

charm: /home/ubuntu/tf-charms/contrail-agent

options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx

physical-interface: "ens5" <- Data(xmpp)FH
vhost-gateway: "192.168.1.1" Interface &
image-tag: "1912.32" GatewaylP

num_units: 0
contrail-analytics:
series: bionic
expose: true
charm: /home/ubuntu/tf-charms/contrail-analytics
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"
num_units: 1
to: ["3"]
contrail-analyticsdb:
series: bionic
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charm: /home/ubuntu/tf-charms/contrail-analyticsdb
num_units: 1
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"
cassandra-minimum-diskgb: "4"
cassandra-jvm-extra-opts: "-Xms1lg -Xmx2g"
to: ["3"]
contrail-controller:
series: bionic
expose: true
charm: /home/ubuntu/tf-charms/contrail-controller
num_units: 1
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"
control-network: "192.168.0.13/24" <- multi nic D5 EE
#  data-network: "192.168.1.13/24" EMNNE
auth-mode: no-auth
cassandra-minimum-diskgb: "4"
cassandra-jvm-extra-opts: "-Xms1lg -Xmx2g"
to: ["3"]

E=3

# contrail-kubernetes
contrail-kubernetes-master:
charm: cs:~juniper-os-software/contrail-kubernetes-master
series: bionic
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"
service_subnets: "10.96.0.0/12"
contrail-kubernetes-node:
charm: cs:~juniper-os-software/contrail-kubernetes-node
series: bionic
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx

Juniper Business Use Only



image-tag: "1912.32"

# kubernetes
easyrsa:
series: "bionic"
charm: cs:~containers/easyrsa
num_units: 1
to:
-
etcd:
series: "bionic"
charm: cs:~containers/etcd
num_units: 1
options:
channel: 3.2/stable
to:
-
kubernetes-master:
series: "bionic"
charm: cs:~containers/kubernetes-master-696
num_units: 1
options:
channel: 1.14/stable
service-cidr: "10.96.0.0/12"
enable-dashboard-addons: false
enable-metrics: false
dns-provider: "none"
docker_runtime: "custom"
docker_runtime_repo: "deb
[arch=amd64] https://download.docker.com/linux/ubuntu bionic stable"
docker_runtime_key_url: "https://download.docker.com/linux/ubuntu/gpg"
docker_runtime_package: "docker-ce"
to:
-
kubernetes-worker:
series: "bionic"
charm: cs:~containers/kubernetes-worker-550
num_units: 1
options:
channel: 1.14/stable
ingress: false
docker_runtime: "custom"
docker_runtime_repo: "deb
[arch=amd64] https://download.docker.com/linux/ubuntu bionic stable"
docker_runtime_key_url: "https://download.docker.com/linux/ubuntu/gpg"
docker_runtime_package: "docker-ce"

Juniper Business Use Only



to:
- II5II

relations:

# openstack

- [ "keystone:shared-db", "mysql:shared-db" ]

- [ "glance:shared-db", "mysql:shared-db" ]

- [ "glance", "keystone" ]

- [ "nova-cloud-controller:shared-db", "mysql:shared-db" ]

- [ "nova-cloud-controller:amqgp", "rabbitmg-server:amqgp" ]
- [ "nova-cloud-controller"”, "keystone" ]

- [ "nova-cloud-controller", "glance" ]
- [ "neutron-api:shared-db", "mysql:shared-db" ]

- [ "neutron-api:amqgp", "rabbitmg-server:amqgp" ]

- [ "neutron-api", "nova-cloud-controller" ]
- [ "neutron-api", "keystone" ]
- [ "nova-compute:amqp", "rabbitmg-server:amqp" ]

- [ "nova-compute", "glance" ]

- [ "nova-compute", "nova-cloud-controller" ]

- [ "nova-compute", "ntp" ]

- [ "openstack-dashboard:identity-service", "keystone" ]
- [ "heat:shared-db", "mysql:shared-db" ]

- [ "heat:amqgp", "rabbitmg-server:amqgp" ]
- [ "heat", "keystone" ]

#contrail

- [ "contrail-analytics", "contrail-analyticsdb" ]
- [ "contrail-controller", "contrail-analytics" ]

- [ "contrail-controller", "contrail-analyticsdb" ]

- [ "contrail-agent", "contrail-controller"]

- [ "contrail-controller", "ntp" ]

#contrail openstack

- [ "contrail-keystone-auth", "keystone" ]

- [ "contrail-controller", "contrail-keystone-auth" ]
- [ "contrail-openstack”, "nova-compute" ]

- [ "contrail-openstack”, "neutron-api" ]

- [ "contrail-openstack", "heat" ]

- [ "contrail-openstack", "contrail-controller" ]

- [ "contrail-agent:juju-info", "nova-compute:juju-info" ]

# kubernetes
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- [ kubernetes-master:kube-api-endpoint, kubernetes-worker:kube-api-
endpoint ]

- [ kubernetes-master:kube-control, kubernetes-worker:kube-control ]
- [ kubernetes-master:certificates, easyrsa:client ]

- [ kubernetes-master:etcd, etcd:db ]

- [ kubernetes-worker:certificates, easyrsa:client ]

- [ etcd:certificates, easyrsa:client ]

- [ kubernetes-master, ntp ]

- [ kubernetes-worker, ntp ]

#contrail kubernetes

- [ contrail-kubernetes-node:cni, kubernetes-master:cni ]

- [ contrail-kubernetes-node:cni, kubernetes-worker:cni |

- [ contrail-kubernetes-master:kube-api-endpoint, kubernetes-master:kube-api-
endpoint ]

- [ contrail-kubernetes-master:contrail-kubernetes-config, contrail-kubernetes-
node:contrail-kubernetes-config ]

- [ contrail-kubernetes-master:contrail-controller, contrail-controller:contrail-
controller ]

- [ contrail-agent:juju-info, kubernetes-worker:juju-info ]

- [ contrail-agent:juju-info, kubernetes-master:juju-info ]

Step5.5 OpenStack, K8S, Contrail 4 > X k—JL

juju add-model contraill

juju switch contraill

juju models

juju deploy ./o0s-k8s-contrail-bundle.yaml
juju status

JUIU TIE% Application/Machine DE & % Model & L TEZERIRE(Model 22 T THIFTIEETE
& &HTHIBRTTEE
L 52 TIZ contraill & L5 model IZ openstack, K8S, contrail %4 X b—JLT %

2T active IZHEHFET 150 [FE
X LLT D & 5 IZ contrail-analytics health check [Z2£EX9 % =8 . bundle deploy #Z contrail FH®D
machine [Z login L. /etc/hosts ZFUUTD LS ICEZMZ HZILEHY

alarm-gen is not ready. Reason: (Redis-UVE:AggregateRedis[None] connection down)

/etc/hosts in contrail-controller

192.168.0.xxx contraill contraill.maas
#127.0.1.1 contraill contraill.maas
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Security Privilege Z{EFTZE 5 & 3 IZHTE

juju config kubernetes-master allow-privileged=true

Nova Compute O cpu-mode % host-passthrough H* 5 host-model [ZZE &

juju config nova-compute cpu-mode=host-model

OpenStack Dashboard m 55 console 7 7 2 X 9§ 5 =8O DEXTE

juju config nova-cloud-controller console-access-protocol=novnc

XIRIRZHIBRT 5B EIFUT

juju destroy-model contraill

Step6.1.GUI 77 £ R

OpenStack http://192.168.0.xx/horizon  admin_domain/admin/contrail123
Contrail https://192.168.0.xx:8143  admin_domain/admin/contrail123

Step6.2 OpenStack Client £ >~ X k—JL
OpenStack Controller (27 % 2 R B[BE7L Server THMNIXE Z THAIEE

sudo apt-get install python-openstackclient

openstackrc

export OS_USERNAME=admin

export OS_PASSWORD=contrail123

export OS_TENANT_NAME=admin

export OS_REGION_NAME=RegionOne

export OS_AUTH_URL=http://192.168.0.xxx:35357/v3
export OS_PROJECT_DOMAIN_NAME=admin_domain
export OS_USER_DOMAIN_NAME=admin_domain
export OS_IDENTITY_API_VERSION=3

source openstackrc

Step7. OpenStack Compute, K8 Worker 1&/0
OpenStack Compute Z#iBINY HI5EILLLT = E

juju add-machine --constraints "mem=16G cores=6 root-disk=100G" --series=bionic
juju add-unit nova-compute --to xxx

K8S Worker Z3EIN9 5158 XL T & E

juju add-machine --constraints "mem=4G cores=2 root-disk=40G" --series=bionic
juju add-unit kubernetes-worker --to xxx
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Contrail Command Install
¥ Contrail Command + juju (& 2003 LA[&

MAAS %5 Contrail Command FH Machine & Compose

Docker Install

sudo su -

apt install apt-transport-https ca-certificates curl software-properties-common

curl -fsSL https://download.docker.com/linux/ubuntu/gpg | sudo apt-key add -
add-apt-repository "deb [arch=amd64] https://download.docker.com/linux/ubuntu bionic stable"
apt update

apt-cache policy docker-ce

apt install docker-ce=18.06.0~ce~3-0~ubuntu

Contrail Image Download M7=, hub.juniper.net |Z login

‘docker login hub.juniper.net --username xxxx --password Xxxx ‘

LT CERATTEEA Tag #H#EEE(4EIE 2002.33 Z#fEA)
curl https: //xxxx:xxxx@hub.juniper.net/v2/contrail/contrail-command/tags/list

Contrail Image Download
‘docker pull hub.juniper.net/contrail/contrail-command-deployer:2002.33 ‘

Appformix ZE (i
mkdir /opt/software

mkdir /opt/software/appformix
mkdir /opt/software/xflow

/opt/software/xflow [ZLL T D Image & R 7#F

appformix-flows-ansible-1.0.7.tar.gz
appformix-flows-1.0.7.tar.gz

/opt/software/appformix [ZLL T M Image & &%

appformix-3.1.11.tar.gz
appformix-dependencies-images-3.1.11.tar.gz
appformix-kubernetes-images-3.1.11.tar.gz
appformix-Ixc-images-3.1.11.tar.gz
appformix-network_device-images-3.1.11.tar.gz
appformix-openstack-images-3.1.11.tar.gz
appformix-platform-images-3.1.11.tar.gz

/opt/software/ppformix [Z License Z{R7F
appformix-internal-BRkubernetes-3.1.sig
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Appformix®, AppformixFlow & Contrail @ Version Compatibility LA T &S8R
https://ssd-git.juniper.net/appformix/AppFormix/wikis/AppFormix-installation-via-Contrail-Command
https://ssd-git.juniper.net/appformix/AppFormix/wikis/AppFormix-Flows

/root/command_servers.yml #{ERk

user_command_volumes:
- [opt/software/appformix:/opt/software/appformix
- [opt/software/xflow:/opt/software/xflow

command_servers:
serverl:

ip: 192.168.0.8
connection: ssh
ssh_user: root
ssh_pass: contrail123
sudo_pass: contrail123
ntpserver: 210.173.160.27

registry_insecure: false

container_registry: hub.juniper.net/contrail
container_tag: 2003.33
container_registry_username: xxxx
container_registry_password: xxxx
config_dir: /etc/contrail

contrail_config:

database:

type: postgres

dialect: postgres

password: contrail123
keystone:

assighment:

data:
users:
admin:
password: contrail123
insecure: true
client:
password: contrail123

Contrail Command Install

docker run -td --net host --privileged -e action=import_cluster -e orchestrator=juju -
e juju_model=contraill -e juju_controller=192.168.0.2 -e juju_controller_user=ubuntu -
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e juju_controller_password=contrail123 -v /root/command_servers.yml:/command_servers.yml --
name contrail-command-deployer hub.juniper.net/contrail/contrail-command-deployer:2003.33

M¢juju_controller [Z[ juju-core(juju client) 38 E

Contrail Command Access
https://192.168.0.2:9091
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