E#H A : 2019/12/1

AFEIX MAAS/JUIU Z{EF L. Contrail(1912). Kubernetes 4 YA b—IL T BFIBE 5,
¥ Contrail Insight [E&FEN LY

MAAS [ZT 1 D KVM #EH(Pod ##E) L. VirtualMachine @ Deploy %3}
JUJU IZT MAAS T Deploy &Mt 1= VirtualMachine [Z OS Install & U Contrail Controller, OpenStack
Controller/Compute, K8S Master/Worker @ Install %=}

=T Version D Install [EARFIEEZSEIZLUTESET S
https://www.juniper.net/documentation/en_US/contrail20/information-products/pathway-
pages/contrail-install-and-upgrade-guide.html

AF|ETIL Nested K8S IRIZ Z ERKL T % (K8S on OpenStack TIL#ALLY),

Contrail Version #IZ Supported SW Version [FE£G> TS5z, UTOBEYA VR F—ILT HBLENDH
%

https://www.juniper.net/documentation/en_US/release-
independent/contrail/topics/reference/contrail-supported-platforms.pdf

IREEHR -
Network:
Mgmt / Data - 192.168.0.0/24

KVM: 192.168.0.1

VM:

MAAS Controller/JUJU Core : 192.168.0.2
JUJU Controller : dhcp

Contrail Controller : dhcp

K8S Master : dhcp

K8S Workerl : dhcp

¥ Contrail Controller, K8S Master/Worker (£ MAAS/JUJU [Z& Y Deploy SN 5 -OFBRIEH/AE

Stepl: KVM EHIEE
M LIS T ubuntu" user TEXT 51 NDET 5

Stepl.1 KVM @ Install & % Nested Mode %11t

sudo apt install gemu-kvm libvirt-clients libvirt-daemon-system
bridge-utils virt-manager

sudo echo 'options kvm intel nested=1' >> /etc/modprobe.d/gemu-system-
x86.conf

sudo cat /sys/module/kvm intel/parameters/nested

Step1.2 Management/Data Net {ERk
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net-maas.xml

<network>
<name>maas</name>
<forward mode='route'/>
<bridge name=‘br-mng-y' stp=‘off' delay='0' />
<ip address=192.168.0.1' netmask='255.255.255.0">
</ip>
</network>

MMAAS [E”maas” & LS B RID libvirt net & pxe boot AIZHERT 571=8. LRIEBARTA

sudo virsh net-create net-maas.xml

Step1.3 Management & Data & % (+7=LME & (XIBNI T Data F Net Z4ER(ER A EIXRIR)

net-datal.xml

<network>
<name>datal</name>
<forward mode='route'/>
<bridge name=‘br-datal' stp=‘off' delay='0' />
<ip address=192.168.1.1"' netmask='255.255.255.0">
</ip>
</network>

sudo virsh net-create net-datal.xml

Stepl.4 UFW &7
/etc/default/ufw

DEFAULT_INPUT_POLICY="ACCEPT"
DEFAULT_FORWARD_POLICY="ACCEPT"

/etc/ufw/sysctl.conf
net.ipv4.ip_forward=1

Step2: MAAS Controller / JUJU Core A OS Install

sudo gemu-img create -f qcow2 /home/images/maas.qcow2 80G

sudo virt-install --name maas --disk path=/home/images/maas.qcow2,format=qcow?2 --vcpus 1 --
ram=4096 --network bridge=br-mng-y,model=virtio --location /home/ubuntu/ubuntu-18.04.2-server-
amd64.iso --virt-type kvm --cpu host --os-variant ubuntu18.04 --serial pty --

console pty,target_type=virtio --graphics vnc,listen=0.0.0.0 --noautoconsole

sudo virt-install --name test --disk path=/home/images/test.qcow2,format=qcow?2 --vcpus 1 --

ram=4096 --network bridge=br-mng-y,model=virtio --virt-type kvm --cpu host --os-variant ubuntu18.04 -
-serial pty --console pty,target_type=virtio --graphics vnc,listen=0.0.0.0 --noautoconsole

Ubuntu 18.04 4 VR k—IJL
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Step3: MAAS Controller Install

sudo timedatectl set-timezone Asia/Tokyo
sudo apt-get update

sudo apt-get upgrade

sudo reboot

sudo apt-get install ntp

sudo systemctl disable ufw

sudo systemctl stop ufw

sudo apt-get install software-properties-common
sudo add-apt-repository ppa:maas/stable -y
sudo apt update

sudo apt install maas -y

Step3.1 MAAS & admin user D YERK

sudo maas createadmin --username=admin --email=admin@localhost.local

Step3.2 KVM EIE A maas user M ssh key DYERL & KVM ~D Import

sudo chsh -s /bin/bash maas
sudo su - maas

ssh-keygen -f ~/.ssh/id\_rsa-N"
logout

"sudo cat “maas/.ssh/id\_rsa.pub" TZR S 415 maas user ) Publickey & MAAS I 5 D EEBX R T
# % KVM Host 0D /home/ubuntu/.ssh/authorized_keys 2380

KVM IZCTLLTFZEM L. Password Z L Tlist W RRTE A Z & &R
sudo -H -u maas bash -c 'virsh -c gemu+ssh://ubuntu@192.168.0.1/system list --all'

Step3.3 YEZ A ubuntu user @ ssh key YERL

ssh-keygen
cat .ssh/id_rsa.pub

Step3.4 MAAS GUI Login
MAAS GUI(http://192.168.0.2:5240/MAAS)IZ 7 2 2 X L. Step3.3 TYERL L 7= id_rsa.pub % Import
PCLI Login [X"maas login admin http://192.168.0.2:5240/MAAS"

Step3.5 Subnet {ERK
“Subnet” Tab @ VLAN |ZT mgmt,datal interface M DHCP A& xh1t
##1 space “spacel”,“space2” Z{ER L. spacel IZ mgmt, space2 IZ datal %%

ks
filt
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Machines Devices Controllers Pods Images DNS AZS Subnets Settings

Subnets

Group by Fabrics [E1

FABRIC VLAN DHCP SUBNET AVAILABLE IPS SPACE
fabric-0 untaggec Enabled ).0/24 (mgmt 40% space
fabric-1 untaggec Enabled 0/24 (data1) 41% space?

Step3.6 Pod YERL
“Pod” Tab ICTLUL FMERTE TH#R Pod ZF1ERL

Pod Type = virsh
Virsh address = qemu+ ssh: [(ubuntu@192 168.0. 1(system
MAAS Machines es Controllers Pods Settings admin Logout
Pods
Add pod
Name pod1 Pod type Virsh (virtual systems)
Zone default Virsh address qgemu+ssh:/fubuntu@192.168.0.1/system &
Resource pool default Virsh password Virsh password (opti | =

(optional)

Cancel
MAAS Tl Pod THEE L 1= KVM [Z VM % Deploy 3 % (k)

Step3.7 JUJU Controller A8 VM {ERX
Pods->TakeAction->Compose |ZT JUJU Controller H®D VM Z1ERK
X ERIIZ machine /> TH K WBEIXA LAY, hostname WS U A LIZHDT-HH A TIERK

Controllers

pod1 Compose

Compose machine

Hostname juju-controller Minimum Cores 1
Domain maas
Zone Minimum Speed (MHz) CPU speed (opt
Pool default maximu
Minimum RAM (MB) 4096
Interfaces
NAME 1P ADDRESS SPACE SUBNET FABRIC VLAN XE
default Created by hypervisor at compose time.

Storage configuration
PACITY (GB) LOCATION AGS BOO

40 images Addata o
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XLLTFIE cL TOERAE

maas admin pod compose 1 hostname=juju-controller cores=1 memory=4096 storage=40

PXE Boot M5ET L. Status /A% Ready (2754 1E OK

Machines Devices Controllers Pods Images DNS AZs

Machines 4 machines avail: Add hardware ~

4 Machines 1 Resource pool

Filters v status:(=Ready) X Q Group by status
FQDN v | MAC POWER STATUS OWNER POOL ZONE FABRIC CORES RAM DISKS STORAGE
Ready

JUJU-controller.r OFf Ready - default default fFabric-0 1 4GB 1 4068
c 0.109 (PXE I yod-cc ¢ yefault j

Step4 JUJU Core DA VA h— LR UEKTE
MAAS Controller / JUJU Core @ VM IZTLLF Z2EHE

Step4.1 JUJU Core Install

sudo add-apt-repository ppa:juju/stable
sudo apt-get install juju

Step4.2 JUIU TEIEY 5 Cloud ZERE
JUJU TIX Cloud(aws, gcp, maas, etc) 157 L. & Application % deploy RI&E
S EIE MAAS ZFIH L TULVS =8, maas D cloud Z1ERL

juju add-cloud

Select cloud type: maas
Enter a name for your maas cloud: cloud1
Enter the APl endpoint url: http://192.168.0.2:5240/MAAS

juju add-credential cloud1

Enter credential name: cloud1-creds
Enter maas-oauth: “MAAS GUI A 5 Admin->MAAS Keys & 3 ER"

Step4.2 JUJU Controller(BootStrap)& A4 >~ X k—JL

juju bootstrap --bootstrap-series=bionic cloudl juju-controller
juju controller-config features="[multi-cloud]”

LEEIZ& Y MAAS T#{ig L 1= juju-controller VM [Z Ubuntu bionic(18.04) & JUJU Controller A3 >
Ab=LEND
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JUJU Controller @ status f&:2

default juju-controller cloudl/default 2.7.0 unsupported 14:55:46+09:00

Step4.3 JUJU GUI Access
LI FIZT GUI access Ak & ER

GUI 2.15.0 for model "admin/default" is enabled at:
https://192.168.0.164:17070/gui/u/admin/default
Your login credential is:
username: admin
password: ca2ddc4fe5b3e837884f4f28d16f77b4

Step5JUIU Z{#ER L. K8S, Contrail 4 X F—JL

Step5.1 Contrail 4 > R b—JL 9 B 1=6 D Charm % Download
MAAS Controller / JUJU Core 0 VM IZTELTF 2 £

git clone https://github.com/tungstenfabric/tf-charms

Step5.2 Multi NIC 2%

SingleNIC TRIREELMEE (XA Step (& Skip

MAAS 2.6.1 [& Multi Space(Multi Interface)® Machine 75 0O A TE4 L) Bug N3 Y. juju bundle
M@ Multi space HAFIFH T E 740N

¥MultiNIC D Machine 7 704 § 3IZIXUT #EHE

maas admin pod compose #&[Z MAAS GUI A\ 5 Inteface Z B/
Z D% . KVM Host [ZT Virsh edit T Inteface Z 3B/
juju add-machine --constraints spaces=spacel,space2 % EI}f

Step5.3 & VM & MAAS A\ 5 Deploy
MAAS D VM £ (35 V& LD T, EHIIZ Machine #RHET %
MVM B NS VA LT OK DIFE. A Step (& SKIP

maas admin pod compose 1 hostname=contraill cores=4 memory=16384 storage=200
maas admin tags create name=contraill
maas admin tag update-nodes contraill add=[compose FF® system id]

maas admin pod compose 1 hostname=k8s-master cores=2 memory=8192 storage=40
maas admin tags create name=k8s-master

maas admin tag update-nodes k8s-master add=[compose FF® system id]

maas admin pod compose 1 hostname=k8s-workerl cores=2 memory=8192 storage=40
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maas admin tags create name=k8s-workerl
maas admin tag update-nodes k8s-worker1 add=[compose B system id]

F1=. MultiNIC DIHFE
Step5.4 0D Charm Bundle @ contrail-controller & FTIZ xmpp B{EFA® control-network % IP 8§39
LWENH D=6, maas T machine FRERIZCIPZFF v oI LTHK

Step5.4 K8S, Contrail 4 > X b—JL 9 % JUJU Charm Bundle % %€
MAAS Controller / JUJU Core D VM IZTULTD 7 7 A4 ILZERK

k8s-contrail-bungle.yaml

machines:
#openstack controller
"t
series: bionic
constraints: cores=2 mem=8G root-disk=40G
#constraints: cores=2 mem=8G root-disk=40G tags=os-ctl <- step5.3 E i ¥
# k8s master
"M
series: bionic
constraints: cores=2 mem=8G root-disk=40G

#constraints: cores=2 mem=8G root-disk=40G tags=k8s-master <- step5.2 E i bF
#constraints: cores=2 mem=8G root-disk=40G spaces=spacel,space2 tags=k8s- |«_ step5.2,5.3 Efh
master B
# k8s worker
"3

series: bionic

constraints: cores=2 mem=8G root-disk=40G

#constraints: cores=2 mem=8G root-disk=40G tags=k8s-worker1 <- step5.2 E i bF

#constraints: cores=2 mem=8G root-disk=40G spaces=spacel,space2 tags=k8s- <- step5.2,5.3 £
workerl 5

#common
series: bionic
services:
ntp:

charm: cs:ntp

num_units: 0

options:

source: 210.173.160.27

t#tcontrail

contrail-agent:
series: bionic

Juniper Business Use Only



charm: /home/ubuntu/tf-charms/contrail-agent
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
physical-interface: "ens5"
vhost-gateway: "192.168.1.1"
image-tag: "1912.32"
num_units: 0
contrail-analytics:
series: bionic
expose: true
charm: /home/ubuntu/tf-charms/contrail-analytics
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"
num_units: 1
to: ["1"]
contrail-analyticsdb:
series: bionic
charm: /home/ubuntu/tf-charms/contrail-analyticsdb
num_units: 1
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"
cassandra-minimum-diskgb: "4"
cassandra-jvm-extra-opts: "-Xms1lg -Xmx2g"
to: ["1"]
contrail-controller:
series: bionic
expose: true
charm: /home/ubuntu/tf-charms/contrail-controller
num_units: 1
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"
control-network: "192.168.0.13/24"

# data-network: "192.168.1.13/24”
auth-mode: no-auth
cassandra-minimum-diskgb: "4"
cassandra-jvm-extra-opts: "-Xms1lg -Xmx2g"

E=3
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to: ["1"]

# contrail-kubernetes
contrail-kubernetes-master:
charm: cs:~juniper-os-software/contrail-kubernetes-master
series: bionic
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"
service_subnets: "10.96.0.0/12"
contrail-kubernetes-node:
charm: cs:~juniper-os-software/contrail-kubernetes-node
series: bionic
options:
docker-registry: hub.juniper.net/contrail
docker-user: xxxx
docker-password: xxxx
image-tag: "1912.32"

# kubernetes
easyrsa:
series: "bionic"
charm: cs:~containers/easyrsa
num_units: 1
to:
- "2"
etcd:
series: "bionic"
charm: cs:~containers/etcd
num_units: 1
options:
channel: 3.2/stable
to:
- "2"
kubernetes-master:
series: "bionic"
charm: cs:~containers/kubernetes-master-696
num_units: 1
options:
channel: 1.14/stable
service-cidr: "10.96.0.0/12"
enable-dashboard-addons: false
enable-metrics: false
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dns-provider: "none"
docker_runtime: "custom"
docker_runtime_repo: "deb
[arch=amd64] https://download.docker.com/linux/ubuntu bionic stable"

docker_runtime_key_url: "https://download.docker.com/linux/ubuntu/gpg"
docker_runtime_package: "docker-ce"

to:

- "2"

kubernetes-worker:

series: "bionic"

charm: cs:~containers/kubernetes-worker-550

num_units: 1

options:
channel: 1.14/stable
ingress: false
docker_runtime: "custom"
docker_runtime_repo: "deb

[arch=amd64] https://download.docker.com/linux/ubuntu bionic stable"

docker_runtime_key_url: "https://download.docker.com/linux/ubuntu/gpg'
docker_runtime_package: "docker-ce"

to:

- "3"

relations:

#contrail

- [ "contrail-analytics", "contrail-analyticsdb" ]
- [ "contrail-controller", "contrail-analytics" ]

- [ "contrail-controller", "contrail-analyticsdb" ]

- [ "contrail-agent", "contrail-controller"]

- [ "contrail-controller", "ntp" ]

# kubernetes

- [ kubernetes-master:kube-api-endpoint, kubernetes-worker:kube-api-
endpoint ]

- [ kubernetes-master:kube-control, kubernetes-worker:kube-control ]
- [ kubernetes-master:certificates, easyrsa:client ]

- [ kubernetes-master:etcd, etcd:db ]

- [ kubernetes-worker:certificates, easyrsa:client ]

- [ etcd:certificates, easyrsa:client ]

- [ kubernetes-master, ntp ]

- [ kubernetes-worker, ntp ]

#contrail kubernetes
- [ contrail-kubernetes-node:cni, kubernetes-master:cni ]
- [ contrail-kubernetes-node:cni, kubernetes-worker:cni |
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- [ contrail-kubernetes-master:kube-api-endpoint, kubernetes-master:kube-api-
endpoint ]

- [ contrail-kubernetes-master:contrail-kubernetes-config, contrail-kubernetes-
node:contrail-kubernetes-config ]

- [ contrail-kubernetes-master:contrail-controller, contrail-controller:contrail-
controller ]

- [ contrail-agent:juju-info, kubernetes-worker:juju-info ]

- [ contrail-agent:juju-info, kubernetes-master:juju-info ]

Step5.5 K8S, Contrail #4 X k—JL

juju add-model contraill

juju switch contraill

juju models

juju deploy ./k8s-contrail-bundle.yaml
juju status

JUJU TIE% Application/Machine DE & % Model & L TEZERIRE(Model 22 T THIFTIEETE
& &HTHIBRTTEE
L 52 TIZ contraill & LY5 model IZ openstack, K8S, contrail %4 X b—JLT %

2T active [CHEAHFET 1.5h [T E

X LLT D & 5 IZ contrail-analytics health check [Z2£E89 % =8 . bundle deploy #Z contrail FH®D
machine [Z login L. /etc/hosts ZLU TN &L S IZEEMRZ Z2LEH Y

alarm-gen is not ready. Reason: (Redis-UVE:AggregateRedis[None] connection down)

/etc/hosts in contrail-controller

192.168.0.xxx contraill contraill.maas
#127.0.1.1 contraill contraill.maas

Security Privilege ZEHTE 5 & 3 IZEE

juju config kubernetes-master allow-privileged=true

XIRIRZHIBRT 5B EIXUT

juju destroy-model contraill

Step6.1.GUI 7V X
Contrail https://192.168.0.xx:8143  admin_domain/admin/contrail123

Step7. OpenStack Compute, K8 Worker 1&/0
K8S Worker Z1BINY I5EELLT =X
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juju add-machine --constraints "mem=4G cores=2 root-disk=40G" --series=bionic
juju add-unit kubernetes-worker --to xxx
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