E#H A : 2020/5/1

AFJEIF Contrail Command A5 Contrail Contrail Controller(2005), Contrail Insight(Appformix).
OpenStack(Queens), K85(1.14)&% A4 Y R b—ILT B FIEE T 5,

=T Version D Install [EARFIEEZSEIZLUTESET S
https://www.juniper.net/documentation/en_US/contrail20/information-products/pathway-
pages/contrail-install-and-upgrade-guide.html

Contrail Version #IZ Supported SW Version [FE£G> TS5z, UTOBEYA VR F—ILT HBLENDH
%

https://www.juniper.net/documentation/en_US/release-
independent/contrail/topics/reference/contrail-supported-platforms.pdf

IRIBRELR

Network:

Mgmt - 192.168.0.0/24
Datal -192.168.1.0/24
Data2 -192.168.2.0/24

Server:

Contrail Command :192.168.0.2

Contrail Controller :192.168.0.3/192.168.1.3
Appformix :192.168.0.6 / 192.168.1.6
Appformix Flow :192.168.0.7 / 192.168.1.7
OpenStack Controller :192.168.0.9/192.168.1.9
OpenStack Computel :192.168.0.41/192.168.1.41
OpenStack Compute2 :192.168.0.42 / 192.168.2.42
K8S Master :192.168.0.8 / 192.168.1.8
K8S Worker1l :192.168.0.31/192.168.1.31
K8S Worker2 :192.168.0.32 / 192.168.2.32

HA #8RL D15 E . Contrail Controller, OpenStack Controller #ZhZh 3 &AE
¥ Contrail Command [T /KA 1]

StepO0: OS Install

LB 10 BEDH—/N[Z CentOS7 A R b—JL L. IPAddress 2% E. SELINUX Permissive,
Yum Update &3,

AFIETIXBIZET 5

Stepl: Contrail Command Install

Docker Install

yum install -y yum-utils device-mapper-persistent-data lvm2

yum-config-manager --add-repo https://download.docker.com/linux/centos/docker-ce.repo
yum install -y docker-ce-18.03.1.ce

systemctl enable docker

systemctl start docker
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Contrail Image Download M7=, hub.juniper.net |Z login
\docker login hub.juniper.net --username xxxx --password Xxxx ‘

LIF CHERATIREL: Tag ZHERR(SEIE 1912.32 Z##A)

curl https://xxxx:xxxx@hub.juniper.net/v2/contrail/contrail-command/tags/list

Contrail Image Download
docker pull hub.juniper.net/contrail/contrail-command-deployer:2005.62 ‘

command_servers.yml| & {ERL

user_command_volumes:
- [opt/software/appformix:/opt/software/appformix
- [opt/software/xflow:/opt/software/xflow

command_servers:
serverl:

ip: 192.168.0.2
connection: ssh
ssh_user: root
ssh_pass: contrail123
sudo_pass: contrail123
ntpserver: 210.173.160.27

registry_insecure: false

container_registry: hub.juniper.net/contrail
container_tag: 2005.62
container_registry_username: xxxx
container_registry_password: xxxx
config_dir: /etc/contrail

contrail_config:

database:

type: postgres

dialect: postgres

password: contrail123
keystone:

assighment:

data:
users:
admin:
password: contrail123
insecure: true
client:
password: contrail123
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Contrail Command Install

docker run -td --net host -v /root/command_servers.yml:/command_servers.yml --privileged --
name contrail_command_deployer hub.juniper.net/contrail/contrail-command-deployer:2005.62

Install iR % LT CTHEER
docker logs -f contrail_command_deployer |

LITFD & SIZ failed B0 THNIL Install 2T

192.168.0.2 :0k=51 changed=29 unreachable=0 failed=0
localhost :0k=4 changed=2 unreachable=0 failed=0

LI D & 51 contrail_psql, contrail_command_deployer /8 Up L TL\3 Z & ZHEER

[root@command ~]# docker ps

CONTAINER ID IMAGE COMMAND CREATED

STATUS PORTS NAMES

a060eab2baec circleci/postgres:10.3-alpine "docker-entrypoint.s..." 2 minutes
ago  Up 2 minutes contrail_psql

beaae205299a hub.juniper.net/contrail/contrail-command-deployer:1912.32 "/entrypoint.sh
/bin..." 4 minutes ago  Up 4 minutes contrail_command_deployer

Step2: Contrail Cluster, OpenStack Install
Z M5 I1E Contrail Command [2GUI 7V AL, WELREREEITD

https://192.168.0.2:9091
Error! Filename not specified.

Step2.1 Credential Z§%
Credentials->Add 2 1) v ¥

Error! Filename not specified.

user/pass = root/contrail123 ) Credential Z{ERX
Error! Filename not specified.

Step2.2 4 VR 1) &k
Servers->Add &2 ') w4

Error! Filename not specified.

Contrail ControllerBMD A N> k1) Z1ERK
BHostname: contrail , Credential: root, eth0: 192.168.0.3 , eth1: 192.168.1.3
Error! Filename not specified.

Error! Filename not specified.

LFERRICUTOA R b B
Hostname: appformix , Credential: root, eth0: 192.168.0.6 , eth1: 192.168.1.6
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Hostname: appformix-flow, Credential: root, eth0: 192.168.0.7 , eth1: 192.168.1.7
Hostname: os-ctl, Credential: root, eth0: 192.168.0.9, eth1: 192.168.1.9
Hostname: os-cmpl, Credential: root, eth0: 192.168.0.41, eth1: 192.168.1.41
Hostname: os-cmp2, Credential: root, eth0: 192.168.0.42, eth1: 192.168.2.42
Hostname: k8s-master, Credential: root, eth0: 192.168.0.8, eth1: 192.168.1.8
Hostname: k8s-worker1, Credential: root, eth0: 192.168.0.31, eth1: 192.168.1.31
Hostname: k8s-worker2, Credential: root, eth0: 192.168.0.32 , eth1: 192.168.2.32

Step2.3 Provisioning Option

Container Registry Username: xxxx

Container Registry Password: xxxx

NTP Server: 210.173.160.27

Contrail Version: 1912.32

CONTROL_NODES: 192.168.1.3 <--- Contrail Controller @ DataPlanelnterface IP
PHYSICAL_INTERFACE: eth1 <--- Contrail Controller @ DataPlanelnterface Name
CONTRAIL_CONTAINER_TAG: 2005.62

Error! Filename not specified.

HA #RL D15 E . CONTROL _NODES [EULTFD & 51T E
192.168.1.3,192.168.1.4,192.168.1.5

Step2.4 Control Node
Contrail Controller Fi Server % Assigned Control nodes ~#%1T
XRole (FBEITHEEN D

Error! Filename not specified.
HA #ERL D15 E . "High availability mode"|ZF = v 4 % L h. Contrail Controller % 3 & 3B

Step2.5 Orchestrator Node
Orchestrator Type: OpenStack
Assigned OpenStack nodes [Z os-ctl 1T

Customize Configuration IZEA T Z 487
nova.conf: |
[libvirt]
virt_type=gemu
cpu_mode=none

Kolla Global ICLA R #355E
enable_haproxy: no
enable_ironic: no
enable_swift: yes
swift_disk_partition_size: 20GB

Error! Filename not specified.
Error! Filename not specified.
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HA BB DIZE . Kolla Global ICLLT%E/0 L. OpenStack Controller 3 & %
assigned openstack node [Z38/0

kolla_internal_vip_address : 192.168.0.98

enable_haproxy: yes

%% OpenStack Controller T HAProxy D& L. L\ b 1 & T VIP(192.168.0.98)h Mt 5 & B
X Contrail HH AR VIP AMEREIN S

Step2.6 Compute Node

VRouter &4 > X b—JLY 58 —/\% Assigned Compute Node [ZF&1T

¥4 ElE os-cmpl, os-cmp2 [Z vRouter 4 A F—ILF %

Default vRouter Gateway [& vRouter @ Default Gateway(xmpp $%#%F M DataPlane i)
Error! Filename not specified.

Step2.7 Service Node
Service Node (IERLABLVDTISVIDEE

Error! Filename not specified.

Step2.8 Appformix Node
Role D7 H A VIXLUTD&EY

Appformix Controller : appformix_platform_node
Error! Filename not specified.

Step2.9 Appformix Flow Node

Option1: Telemetry Interface [Z Out of Band(mgmt)Z{#EH3 515&
Virtual IP Address [ZR{ERD 1P Z157E

Error! Filename not specified.

Option2: Telemetry Interface [Z In Band(DataNet) £ A9 5156

Management Virtual IP Address [(XR{ER®D IP Zi57E

Virtual IP Address [ZR{ERD 1P Z157E

VLANID: Etelemetry FRIZ Interface &% 17 515 & & VLAN 0 T 0K, Data Interface & U THNIE
VLAN %387

Error! Filename not specified.
Error! Filename not specified.

Step2.10 Provisioning
Provisioning &% ') v % L. Install BA1R

Error! Filename not specified.

Contrail Command IZSSH#E#E L. LI TOAT Y FIZTA VR F—ILIKRDEESR

docker exec contrail_command tail -f /var/log/contrail/deploy.log

Error! Filename not specified.
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Successfully [IZHNIEA VA F—ILET

Step3: Login

OpenStack GUI :

http://192.168.0.9 admin/contrail123
XHA DIZE. VIPIZT VX

TungstenFabric GUI :
http://192.168.0.3:8143 admin/contrail123
XHA DiZE. VIPIZT7 VR

Contrail Command GUI:
https://192.168.0.2:9091 admin/contrail123

Contrail Insight GUI:
http://192.168.0.6:9000 admin/contrail123

OpenStack CLI :
Openstack controller |Z ssh ##t#&. LLTIZT kolla_toolbox Container [Z Login
docker exec -it kolla_toolbox bash

LTFIZCTEE I 74 ILEHRHAHIAL Z & T openstack A< > KAEITHEE

source /var/lib/kolla/config_files/admin-openrc.sh

Step4. K8S Install
Contrail Command IZC T T Z2E1T

docker exec -it ansible-player_xxxxx bash

/var/tmp/contrail_cluster/xxxxxx/instances.yml
LIF & B3
k8s-master:
ssh_user: root
ssh_pwd: contrail123
provider: bms
ip: 192.168.0.8
roles:
k8s_master:
kubemanager:
appformix_bare_host:
k8s-worker1:
ssh_user: root
ssh_pwd: contrail123
provider: bms
ip: 192.168.0.31
roles:
k8s_node:
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appformix_bare_host:
vrouter:
CONTROL_NODES: 192.168.1.3
PHYSICAL_INTERFACE: ethl
VROUTER_GATEWAY: 192.168.1.254
k8s-worker2:
ssh_user: root
ssh_pwd: contrail123
provider: bms
ip: 192.168.0.32
roles:
k8s_node:
appformix_bare_host:
vrouter:
CONTROL_NODES: 192.168.1.3
PHYSICAL_INTERFACE: ethl
VROUTER_GATEWAY: 192.168.2.254

cd /root/contrail-ansible-deployer
ansible-playbook playbooks/configure_instances.yml -i inventory/ -
e config_file=/var/tmp/contrail_cluster/xxxx/instances.yml -e orchestrator=openstack

ansible-playbook playbooks/install_k8s.yml -i inventory/ -e orchestrator=openstack -
e config_file=/var/tmp/contrail_cluster/xxxx/instances.yml|

ansible-playbook playbooks/install_contrail.yml -i inventory/ -e orchestrator=openstack -
e config_file=/var/tmp/contrail_cluster/xxxx/instances.yml

K8S Worker @ coredns pod A% Running [Z 7% &5 75 LVt s

Pod network [Z deploy 415 cordns pod |& worker @ /etc/resolv.conf [Z forward SN B EREIZ/E
2TW%,

Default 7= & pod network I& underlay IZ¥E#E TE ULV =8, LI TDERTE &£k

10.47.255.253 [X vRouter @ IPAM Service IP

kubectl edit configmap -n kube-system coredns
- forward . /etc/resolv.conf
+ forward . 10.47.255.253

kubectl edit deployment -n kube-system coredns
-> delete livenessProbe, readinessProbe Section

Step4. Insights Re-Install for K8S
[K8S Master]

/root/k8s_conf.yaml|
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apiVersion: vl
kind: ServiceAccount
metadata:

name: appformix

kubectl create -f k8s_conf.yaml

kubectl describe serviceaccount appformix

kubectl create clusterrolebinding appformix-binding --clusterrole=cluster-admin --
serviceaccount=default:appformix

kubectl auth can-i get nodes --as=system:serviceaccount:default:appformix --all-namespaces

S kubectl cluster-info | grep 'Kubernetes master
Kubernetes master is running at https://192.168.0.8:6443

S kubectl describe serviceaccount appformix

Name: appformix
Namespace: default
Labels: <none>

Annotations: <none>

Image pull secrets: <none>

Mountable secrets: appformix-token-2kcgw
Tokens: appformix-token-2kcgw
Events: <none>

S kubectl describe secret appformix-token-2kcgw

Name: appformix-token-2kcgw

Namespace: default

Labels:  <none>

Annotations: kubernetes.io/service-account.name: appformix
kubernetes.io/service-account.uid: 0cOdc70e-a07b-11ea-ade7-5254001eb6d0

Type: kubernetes.io/service-account-token

Data

ca.crt: 1025 bytes

namespace: 7 bytes

token: eyJhbGciOiJSUzI1NilsImtpZCl6li)9.eylpc3MiOiJrdW]lcm51dGVzL3NIcnZpY2VhY2NvdW50liwia3
ViZXJuZXRlcy5pby9zZXJ2aWNIYWNjb3VudCOuYW1lc3BhY2UiOilkZWZhdWxO0liwia3ViZXJuZXRIcy5pby9zZ
XJ2aWNIYWNjb3VudC9zZWNyzZXQubmFtZSI6lmFwcGZvem1peC10b2tlbi00ZnlyNClsImt1lYmVybmVOZXM
uaW8vc2VydmljZWFjY291bnQvc2VydmljzS1hY2NvdW50Lm5hbWUiOiJhcHBmb3JtaXgiLClrdWJlcm5IdGV
zLmIvL3NIcnZpY2VhY2NvdW50L3NIcnZpY2UtYWNjb3VudC51aWQiOiJhYjFiZjc2MilhMThjLTEXZWEtOW

M5ZCO01MjUOMDAXZWI2ZDAiLCIzdWIiOiJzeXNOZWO06c2VydmljZWFjY291bnQ6ZGVmYXVsdDphcHBmb3)J
taXgifQ.jrP6AtjuUt)9iz1MOVcuQY8EOPxUzpy6ss5memCyGASCM44DxrTF)_R7_Eqd4uWxdWvPBV9zgloz05
cPMKCSVEy0zxpnu7voqP3R_VHCtKD7tQNodfuOoAmtuDYO9 nBbH73tSisio6FPOZVhfz5dx5IK5hvIELcmu
Ac18vKN7W3gdeVkh7GCLVADIXCSP2Aughm7xPRuGtiofG2ASAAQWzNeNNzoFR3014NtGjm1irrQUAQO_n
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bQ9IsmCfEOKIJ1YU76WubzHBcRy72sB_sRvt2HcEplwP9UgTFfCCMPDNhO6Sz_7ip4tMi3d7Dvi3I0OGLFGNQq
qsKtAxIEQypdX37QQ

[OpenStack Dashboard]

"appformix" Project {E Rk

"appformix' Project"|Z appformix" User Z{ERK
"appformix" User [Z admin Role Z 741 >

[Contrail Command]

/opt/software/appformix/inventory/group_vars/all

LIF %3650

kubernetes_platform_enabled: True

kubernetes_cluster_url: https://192.168.0.8:6443

kubernetes_auth_token: eyJhbGciOiJSUzI1NilsImtpZCl61i)9.ey)pc3MiOiJrdWJlcm5IdGVzL3NIcnZpY2VhY2
NvdW50liwia3ViZXJuZXRIcy5pby9zZXJ2aWNIYWNjb3VudC9uYW1lc3BhY2UiOilkZWZhdWxO0liwia3VizZXJu
ZXRlcy5pby9zZXJ2aWNIYWNjb3VudC9zZWNyZXQubmFtZSI6lImFwcGZvem1peC10b2tIbi00ZnlyNClsimtlY
mVybmV0ZXMuaW8vc2VydmljZWFjY291bnQvc2VydmljzS1hY2NvdW50Lm5hbWUiOiJhcHBmb3JtaXgiLC
JrdWJIcm51ldGVzLmIvL3NIcnZpY2VhY2NvdW50L3NIcnZpY2UtYWNjb3VudC51aWQiOiJhYjFiZjc2MilhMTh
jLTEXZWEtOWMS5ZC01MjUOMDAXZWI2ZDAiLCJzdWIiOiJzeXNOZWO06c2VydmljZWFjY291bnQ6ZGVmYXVs
dDphcHBmb3JtaXgifQ.jrP6AtjuUt)9iz1MOVcuQY8EOPxUzpy6ss5memCyGASCM44DxrTF)_R7_Eq4uWxd
WvPBV9zgloz05cPMKCSVEy0zxpnu7vogP3R_VHCtKD7tQNodfuOoAmtuDYO9_nBbH73tSisio6FPOZVhfz5
dx5IK5hvIELcmuAc18vKN7W3g4eVkh7GCLVADIxCSP2Aughm7xPRuGtiofG2ASAAQWzNeNNzoFR3014Nt
Gjm1irr9UAO_nbQ9IsmCfEOKII1YU76WubzHBcRy72sB_sRvt2HcEplwP9UgTFfCCMPDNh6Sz_7ip4tMi3d7
Dvi3I0GLFGNQqgqsKtAxIEQypdX37QQ

/opt/software/appformix/inventory/hosts

LIF %3650

[bare_host]

192.168.0.8 ansible_user=root ansible_ssh_pass=contrail123
192.168.0.31 ansible_user=root ansible_ssh_pass=contrail123
192.168.0.32 ansible_user=root ansible_ssh_pass=contrail123

ssh-keygen -t rsa

ssh-copy-id -i ~/.ssh/id_rsa.pub root@192.168.0.3
ssh-copy-id -i ~/.ssh/id_rsa.pub root@192.168.0.7
ssh-copy-id -i ~/.ssh/id_rsa.pub root@192.168.0.8
ssh-copy-id -i ~/.ssh/id_rsa.pub root@192.168.0.31
ssh-copy-id -i ~/.ssh/id_rsa.pub root@192.168.0.32
ssh-copy-id -i ~/.ssh/id_rsa.pub root@192.168.0.6
ssh-copy-id -i ~/.ssh/id_rsa.pub root@192.168.0.9
ssh-copy-id -i ~/.ssh/id_rsa.pub root@192.168.0.41
ssh-copy-id -i ~/.ssh/id_rsa.pub root@192.168.0.42

pip install ansible==2.7.11
pip install PyYAML requests
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cd /opt/software/appformix/
ansible-playbook -i inventory/ --skip-tags=install_docker contrail-insights-
ansible/appformix_openstack_on_kubernetes.yml

Step5. Insights Login

http://192.168.0.6:9000

Openstack : admin / contrail123

Kubernetes: "K8S-Master N /root/k8s_dashboard_token.txt"

Appformix : "Insights M /opt/appformix/etc/appformix_token.rst @ Tokenld”
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