
Junos
®
OS 12.3 Release Notes

Release 12.3R3
23 August 2013
Revision 4

These release notes accompany Release 12.3R3 of the Junos operating system (Junos

OS). Theydescribe device documentation and knownproblemswith the software. Junos

OS runs on all Juniper Networks ACXSeries Universal Access Routers, EX Series Ethernet

Switches, M Series, MX Series, and T Series routing platforms, and PTX Series Packet

Transport Routers.

For the latest, most complete information about outstanding and resolved issues with

the JunosOSsoftware, see the JuniperNetworksonlinesoftwaredefect searchapplication

at http://prsearch.juniper.net.

You can also find these release notes on the Juniper Networks Junos OS Documentation

Web page, which is located at http://www.juniper.net/techpubs/software/junos/.
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Junos OS Release Notes for ACX Series Routers

• New Features in Junos OS Release 12.3 for ACX Series Routers on page 6

• Changes in Default Behavior and Syntax in Junos OS Release 12.3 for ACX Series

Routers on page 14

• Errata and Changes in Documentation for Junos OS Release 12.3 for ACX Series

Routers on page 14

• Known Limitations in Junos OS Release 12.3 for ACX Series Routers on page 16

• Outstanding Issues in Junos OS Release 12.3 for ACX Series Routers on page 18

• Resolved Issues in Junos OS Release 12.3 for ACX Series Routers on page 19

• Upgrade and Downgrade Instructions for Junos OS Release 12.3 for ACX Series

Routers on page 20

New Features in Junos OS Release 12.3 for ACX Series Routers

Powered by Junos OS, the ACX Series Universal Access Routers provide superior

management for rapid provisioning to the access network. They are designed to support

residential, mobile, and business access. The ACX Series routers include the ACX1000,

the ACX1100, the ACX2000, the ACX2200, and the ACX4000 routers.

The following are key features of the ACX Series routers:

• High performance up to 10 Gigabit Ethernet capable

• Seamless MPLS traffic engineering for optimal paths and per-customer quality of

service in the access layer

• Built-in Precision Timing Protocol (PTP) and Synchronized Ethernet (SyncE) to

eliminate dropped calls and data retransmissions

• Environmentally hardened with 65W Power over Ethernet (PoE)

The following features have been added to Junos OS Release 12.3 for the ACX Series

Universal Access Routers. Following the description is the title of themanual ormanuals

to consult for further information:

• Hardware on page 7

• Interfaces and Chassis on page 7

• Firewall Filters on page 8

• Layer 2 and Layer 3 Protocols on page 9

• Routing Protocols on page 9

• Time Division Multiplexing (TDM) on page 11

• Timing and Synchronization on page 12
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Hardware

• NewACX4000Universal AccessRouter—Starting in Release 12.3, JunosOS supports
the ACX4000 router. This router enables a wide range of business and residential

applications and services, including microwave cell site aggregation, MSOmobile

backhaul service cell site deployment, and service provider or operator cell site

deployment.

The ACX4000 supports use of either four RJ-45 ports or four Gigabit Ethernet SFP

transceivers. The ACX4000 also contains an additional two PoE ports, two Gigabit

Ethernet SFPs, and two 10-Gigabit Ethernet SFP+ transceivers. The router has two

dedicated slots for MICs. For a list of the supported MICs, see the ACX4000 Universal

Access Router MIC Guide.

[ACX4000 Hardware Guide]

Interfaces and Chassis

• NewChannelized OC3/STM1 (Multi-Rate) Circuit EmulationMICwith SFP
(ACX-MIC-4COC3-1COC12CE) on ACX Series Universal Access Routers—Starting
with Junos OS Release 12.3, a newMIC, Channelized OC3/STM1 (Multi-Rate) Circuit

Emulation MIC with SFP (ACX-MIC-4COC3-1COC12CE), is supported on ACX Series

Universal Access Routers.

• Support for 6xGEMIC on ACX4000Universal Access Router—The ACX4000 now
supports6xGEMICs.The6xGEMIC features six tri-speed(10/100/1000Gbps)Ethernet

ports. Each port can be configured to operate in either RJ45 or SFPmode.

• JunosOSsupportforchassismanagement(ACX4000)—ThefollowingCLIoperational
mode commands are supported on the ACX4000:

Show commands:

• show chassis alarms

• show chassis craft-interface

• show chassis environment

• show chassis environment pem

• show chassis fan

• show chassis firmware

• show chassis fpc pic-status

• show chassis hardware (clei-models | detail | extensive | models)

• show chassis mac-addresses

• show chassis pic fpc-slot fpc-slot pic-slot pic slot

• show chassis routing-engine
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Restart command:

• restart chassis-control (gracefully | immediately | soft)

Request commands:

• request chassis feb restart slot slot-number

• request chassis micmic-slotmic-slot fpc-slot fpc-slot (offline | online)

• request chassis pic offline fpc-slot fpc-slot pic-slot pic-slot

[See theACXSeriesUniversalAccessRouterConfigurationGuideand theSystemBasics:

Chassis-Level Features Configuration Guide.]

• User-defined alarms—On an ACX Series router, the alarm contact port (labeled

ALARM) provides four user-defined input ports and two user-defined output ports.

Whenever a system condition occurs—such as a rise in temperature, and depending

on the configuration, the input or output port is activated. The following configuration

is supported for user-defined alarms:

[edit chassis alarm relay]
input {
port port-number {
mode (close | open);
trigger (ignore | red | yellow;

}
}
output {
port port-number {
input-relay input-relay {
port port-number;

}
mode (close | open);
temperature;

}
}

To view the alarm relay information, issue the show chassis craft-interface command

from the Junos OS command-line interface.

[See theACXSeriesUniversalAccessRouterConfigurationGuideand theSystemBasics:

Chassis-Level Features Configuration Guide. For a detailed description of the alarm

contact port, see the relevant hardware guide for your router.]

Firewall Filters

• Filter-based forwarding for routing instances—For IPv4 traffic only, you can use
stateless firewall filters in routing instances to control how packets travel in a network.

This is called filter-based forwarding.

You can define a firewall filtering term that directs matching packets to a specified

routing instance. This typeof filtering canbeconfigured to route specific typesof traffic

through a firewall or other security device before the traffic continues on its path. To

configure a stateless firewall filter to direct traffic to a routing instance, configure a

termwith the routing-instance routing-instance-name terminating action at the [edit
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firewall family inet filter filter-name term term-name then] hierarchy level to specify the

routing instance to which matching packets will be forwarded. To configure the filter

to direct traffic to the master routing instance, use the routing-instance default

statement at the [edit firewall family inet filter filter-name term term-name then]

hierarchy level.

[ACX Series Universal Access Router Configuration Guide]

• Forwarding table filters for routing instances—Forwarding table filter is amechanism
by which all the packets forwarded by a certain forwarding table are subjected to

filtering and if a packet matches the filter condition, the configured action is applied

on the packet. You can use the forwarding table filter mechanism to apply a filter on

all interfaces associated with a single routing instance with a simple configuration.

You can apply a forwarding table filter to a routing instance of type forwarding and

also to the default routing instance inet.0. To configure a forwarding table filter, include

the filter filter-name statement at the [edit firewall family inet] hierarchy level.

[ACX Series Universal Access Router Configuration Guide]

Layer 2 and Layer 3 Protocols

• IPv6 Support—IPv6 builds upon the functionality of IPv4, providing improvements to
addressing, configuration andmaintenance, and security. The following IPv6 features

are supported on ACX Series routers:

• Dual stacking (IPv4 and IPv6)

• Dynamic routes distribution through IS-IS and OSPF for IPv6

• Internet Control Message Protocol (ICMP) v6

• IPv6 forwarding

• IPv6 over MPLS (6PE)

• IPv6 path maximum transmission unit (MTU) discovery

• Neighbor discovery

• Static routes for IPv6

[See the ACX Series Universal Access Router Configuration Guide and the Junos OS

Routing Protocols Configuration Guide.]

Routing Protocols

• Support for Layer 3 VPNs for IPv4 and IPv6 address families—You can configure
Layer 3 virtual private network (VPN) routing instances on ACX Series routers at the

[edit routing-instances routing-instance-nameprotocols]hierarchy level for unicast IPv4,

multicast IPv4, unicast IPv6, andmulticast IPv6address families. If youdonotexplicitly

specify the address family in an IPv4 or an IPv6 environment, the router is configured

to exchange unicast IPv4 or unicast IPv6 addresses by default. You can also configure

the router to exchange unicast IPv4 and unicast IPv6 routes in a specified VPN routing

and forwarding (VRF) routing instance. If you specify the multicast IPv4 or multicast

IPv6 address family in the configuration, you can use BGP to exchange routing
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information about how packets reach amulticast source, instead of a unicast

destination, for transmission to endpoints.

Only the forwarding and virtual router routing instances support unicast IPv6 and

multicast IPv6 address families. Unicast IPv6 andmulticast IPv6 address families are

not supported for VRF routing instances.

A VRF routing instance is a BGP and MPLS VPN environment in which BGP is used to

exchange IP VPN routes and discover the remote site, and VPN traffic traverses an

MPLS tunnel in an IP and MPLS backbone. You can enable an ACX Series router to

function as a provider edge (PE) router by configuring VRF routing instances.

You can configure the following types of Layer 3 routing instances:

• Forwarding—Use this routing instance type for filter-based forwarding applications.

• Virtual router—A virtual router routing instance is similar to a VRF instance type, but

is used for non-VPN-related applications.

• VRF—Use the VRF routing instance type for Layer 3 VPN implementations. This

routing instance type has a VPN routing table as well as a corresponding VPN

forwarding table. For this instance type, there is a one-to-onemapping between an

interface and a routing instance. Each VRF routing instance corresponds with a

forwarding table. Routes on an interface go into the corresponding forwarding table.

This routing instance type isused to implementBGPorMPLSVPNs in serviceprovider

networks or in big enterprise topologies.

[ACX Series Universal Access Router Configuration Guide]

• Support forMultiprotocol BGP—Multiprotocol BGP (MP-BGP) is an extension to BGP
that enables BGP to carry routing information for multiple network layers and address

families. MP-BGP can carry the unicast routes used for multicast routing separately

from the routes used for unicast IP forwarding.

You can configure MP-BGP on ACX Series routers for IPv4 and IPv6 address families

in the following ways:

• ToenableMP-BGPtocarrynetwork layer reachability information (NLRI) for address

families other than unicast IPv4, include the family inet statement at the [edit

protocols bgp] or the [edit routing-instances routing-instance-name protocols bgp]

hierarchy level.

• To enableMP-BGP to carry NLRI for the IPv6 address family, include the family inet6

statement at the [edit protocols bgp] or the [edit routing-instances

routing-instance-name protocols bgp] hierarchy level.

• To enable MP-BGP to carry Layer 3 virtual private network (VPN) NLRI for the IPv4

address family, include the family inet-vpn statement at the [edit protocols bgp] or

the [edit routing-instances routing-instance-name protocols bgp] hierarchy level.

• To enable MP-BGP to carry Layer 3 VPN NLRI for the IPv6 address family, include

the family inet6-vpn statement at the [edit protocols bgp] or the [edit

routing-instances routing-instance-name protocols bgp] hierarchy level.

• To enable MP-BGP to carry multicast VPN NLRI for the IPv4 address family and to

enable VPN signaling, include the family inet-mvpn statement at the [edit protocols
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bgp] or the [edit routing-instances routing-instance-name protocols bgp] hierarchy

level.

• To enable MP-BGP to carry multicast VPN NLRI for the IPv6 address family and to

enableVPNsignaling, include the family inet6-mvpn statement at the [editprotocols

bgp] or the [edit routing-instances routing-instance-name protocols bgp] hierarchy

level.

[ACX Series Universal Access Router Configuration Guide]

Time DivisionMultiplexing (TDM)

• TDMCESoPSN (ACX1000 and ACX2000 routers)—Structure-Aware Time Division
Multiplexed(TDM)CircuitEmulationServiceoverPacketSwitchedNetwork (CESoPSN)

is a method of encapsulating TDM signals into CESoPSN packets, and in the reverse

direction, decapsulating CESoPSN packets back into TDM signals—also, referred to

as Interworking Function (IWF). The following CESoPSN features are supported:

• Channelization up to the ds0 level—The following numbers ofNxDS0 pseudowires
are supported for 16 T1 and E1 built-in ports and 8 T1 and E1 built-in ports.

16 T1 and E1 built-in ports support the following number of pseudowires:

• Each T1 port can have up to 24NxDS0 pseudowires, which add up to a total of up

to 384 NxDS0 pseudowires.

• Each E1 port can have up to 31 NxDS0 pseudowires, which add up to a total of up

to 496 NxDS0 pseudowires.

8 T1 and E1 built-in ports support the following number of pseudowires:

• Each T1 port can have up to 24NxDS0 pseudowires, which add up to a total of up

to 192 NxDS0 pseudowires.

• Each E1 port can have up to 31 NxDS0 pseudowires, which add up to a total of up

to 248 NxDS0 pseudowires.

• Protocol support—All protocols that support Structure Agnostic TDM over Packet

(SAToP) support CESoPSN NxDS0 interfaces.

• Packet latency—The time required to create packets (from 1000 through 8000

microseconds).

• CESoPSN encapsulation—The following statements are supported at the [edit
interfaces interface-name] hierarchy level:

• ct1-x/y/z partition partition-number timeslots timeslots interface-type ds

• ds-x/y/z:n encapsulation cesopsn

• CESoPSN options—The following statements are supported at the [edit interfaces
interface-name cesopsn-options] hierarchy level

• excessive-packet-loss-rate (sample-periodmilliseconds)

• idle-pattern pattern

• jitter-buffer-latencymilliseconds
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• jitter-buffer-packets packets

• packetization-latencymicroseconds

• Interfacesshowcommands—Theshowinterfaces interface-nameextensivecommand

is supported for t1, e1, and at interfaces.

• CESoPSN pseudowires—CESoPSN pseudowires are configured on the logical
interface, not on the physical interface. So the unit logical-unit-number statement

mustbe included in the configurationat the [edit interfaces interface-name] hierarchy

level.Whenyou include theunit logical-unit-number statement, Circuit CrossConnect

(CCC) for the logical interface is created automatically.

[See the ACX Series Universal Access Router Configuration Guide.]

Timing and Synchronization

• IEEE 1588v2 boundary clock—The boundary clock has multiple network connections
andcanactasasource (master)ordestination (backup) for synchronizationmessages.

The boundary clock intercepts and processes all Precision Time Protocol (PTP)

messagesandpasses all other traffic. Thebestmaster clock algorithm(BMCA) is used

by the boundary clock to select the best clock from configured acceptable masters.

OnACXSeries routers, you can configure aport as aboundary backupor as aboundary

master. To configure a boundary clock, include the boundary statement at the [edit

protocols ptp clock-mode] hierarchy level.

[See the ACX Series Universal Access Router Configuration Guide.]

• PTPmaster boundary clock—On an ACX Series router, the Precision Time Protocol
(PTP)master clock sends unicast packets over UDP to the clients (ordinary and

boundary) so they can establish their relative time offset from this master clock. To

configure a master clock, include themaster statement and options at the [edit

protocols ptp] hierarchy level. On an ACX Series router, you can configure up to 512

remote clock clients. The following configuration is supported for themaster boundary

clock:

[edit protocols ptpmaster]
announce-interval announce-interval-value;
interface interface-name {
unicast-mode {
clock-client ip-address local-ip-address local-ip-address {
manual;

}
}
transport ipv4;

}
max-announce-intervalmax-announce-interval;
max-delay-response-intervalmax-delay-response-interval;
max-sync-intervalmax-sync-interval;
min-announce-intervalmin-announce-interval;
min-delay-response-intervalmin-delay-response-interval;
min-sync-intervalmin-sync-interval;
sync-interval sync-interval;
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NOTE: Youmust include the boundary statement at the [edit protocols ptp

clock-mode] hierarchy level andat least one slavewith the slave statement

at the [edit protocols ptp] hierarchy level for the remotemaster

configuration to work

[See the ACX Series Universal Access Router Configuration Guide.]

• Clock clients—Aclock client is the remotePTPhost, which receives time from thePTP

master and is in a slave relationship to themaster. Themaximumnumberof configured

clock clients is 512. The clock client is included in the configuration of themaster clock.

Three different types of downstream clients are supported. You can configure any

combination of these three types of clients for a givenmaster.

• Automatic client—For an automatic client, you do not need to configure the exact

IP address of the host. Instead, configure a subnetmask for the automatic client and

any host belonging to that subnet can join the master clock through a unicast

negotiation—which is a method by which the announce, synchronization, and delay

response packet rates are negotiated between themaster and the slave before a

Precision Time Protocol (PTP) session is established. To configure an automatic

client, include the clock-client ip-address local-ip-address local-ip-address statement

at the [edit protocols ptpmaster interface interface-name unicast-mode] hierarchy

level. Include the subnet mask of the remote PTP host in the clock-client ip-address

statement and the boundary master clock IP address in the local-ip-address

local-ip-address statement.

• Manual client—When you configure amanual client, the client immediately receives

announce and synchronization packets. To configure a manual client, include the

manual statement at the [edit protocols ptpmaster interface interface-name

unicast-mode clock-client ip-address local-ip-address local-ip-address] hierarchy

level.

• Secure client—For a secure client, youmust configure a full and exact IP address,

after which it joins the master clock through unicast negotiation. To configure a

secure client, include the clock-client ip-address statementwith the exact IP address

of the PTP host at the [edit protocols ptpmaster interface interface-name

unicast-mode] hierarchy level.

NOTE: You can configure themaximum number of clients (512 ) in the
following combination:

• Automatic clients 256.

• Manual and secure clients 256—Any combination ofmanual and secure
clients is allowed as long as the combined total amounts to 256.

[See the ACX Series Universal Access Router Configuration Guide.]
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Changes in Default Behavior and Syntax in Junos OS Release 12.3 for ACX Series Routers

• Interfaces and Chassis on page 14

• Junos OS XML API and Scripting on page 14

Interfaces and Chassis

• Connectivity Fault Management MEPs on Layer 2 Circuits and Layer 2 VPNs --On
interfaces configured on ACX Series routers, you no longer need to configure the

no-control-word statement at either the [edit protocols l2circuit neighbor neighbor-id

interface interface-name]or the [edit routing-instances routing-instance-nameprotocols

l2vpn] hierarchy level for Layer 2 circuits and Layer 2 VPNs over which you are running

CFMmaintenance endpoints (MEPs). This configuration is not needed because ACX

Series routers support the control word for CFMMEPs. The control word is enabled by

default.

[ACX Series Universal Access Router Configuration Guide]

Junos OS XML API and Scripting

• IPv6 address text representation is stored internally and displayed in command
output using lowercase—Starting with Junos OS Release 11.1R1, IPv6 addresses are
stored internally and displayed in the command output using lowercase. Scripts that

match on an uppercase text representation of IPv6 addresses should be adjusted to

either match on lowercase or perform case-insensitve matches.

• <get-configuration> RPCwith inherit="inherit" attribute returns correct time
attributes for committed configuration—In Junos OS Release 12.3R1, when you
configured some interfaces using the interface-range configuration statement, if you

later requested the committed configuration using the <get-configuration> RPCwith

the inherit="inherit" and database="committed" attributes, the device returned

junos:changed-localtime and junos:changed-seconds in the RPC reply instead of

junos:commit-localtime and junos:commit-seconds. This issue is fixed in Junos OS

Release 12.3R2 and later releases so that the device returns the expected attributes in

the RPC reply.

Errata and Changes in Documentation for Junos OS Release 12.3 for ACX Series Routers

Errata

• Firewall Filters on page 14

• Routing Protocols on page 16

Firewall Filters

• Support for multifield classifiers is incorrectly omitted from the ACX documentation.

Multifield classifiers allow fine grained classification by examination of multiple fields

in the packet header—for example, the source and destination address of the packet,

and the source and destination port numbers of the packet. A multifield classifier

typically matches one or more of the six packet header fields: destination address,

Copyright © 2013, Juniper Networks, Inc.14

Junos OS 12.3 Release Notes



sourceaddress, IPprotocol, sourceport, destinationport, andDSCP.Multifiledclassifiers

are used when a simple BA classifier is insufficient to classify a packet.

In Junos OS, you configure amultifield classifier with a firewall filter and its associated

match conditions. This enables you to use any filter match criteria to locate packets

that require classification. From a CoS perspective, multifield classifiers (or firewall

filter rules) provide the following services:

• Classify packets to a forwarding class and loss priority. The forwarding class

determines the output queue. The loss priority is used by schedulers in conjunction

with the random early discard (RED) algorithm to control packet discard during

periods of congestion.

• Police traffic to a specific bandwidth and burst size. Packets exceeding the policer

limits can be discarded, or can be assigned to a different forwarding class, to a

different loss priority, or to both.

NOTE: You police traffic on input to conform to established CoS
parameters, setting loss handling and forwarding class assignments as
needed. You shape traffic on output tomake sure that router resources,
especially bandwidth, are distributed fairly. However, input policing and
output shaping are two different CoS processes, each with their own
configuration statements.

Toconfiguremultifield classifiers, include the following statements at the [edit firewall]

hierarchy level:

[edit firewall]
family family-name {
     filter filter-name {
          term term-name {
               from {
                    match-conditions;
               }
               then {
                    dscp 0;
                    forwarding-class class-name;
                    loss-priority (high | low);
               }
          }
     } 
     simple-filter filter-name {
          term term-name {
               from {
                    match-conditions;
               }
               then {
                    forwarding-class class-name;
                    loss-priority (high | low | medium);
               }
          }
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     }
}

Theminimum configuration required to define amultifield classifier is the following:

[edit firewall]
family family-name {
     simple-filter filter-name {
          term term-name {
               then {
                    forwarding-class class-name;
                    loss-priority (high | low | medium);
               }
          }
     }
}

After defining the multified classifier, you can apply the multified classifier to an

individual interface with the following configuration:

[edit interfaces]
interface-name{
     unit logical-unit-number{
          family family {
               filter {
                    input filter-name;
               }
          }
     }
}

[ACX Series Universal Access Router Configuration Guide]

Routing Protocols

• The following additional information about the support for unicast IPv6 andmulticast

IPv6address families for routing instancesonACXSeries routers applies to theRouting

Protocols subsection in theNewFeatures in JunosOSRelease 12.3 forACXSeriesRouters

section of the Junos OS 12.3R1 Release Notes and the Layer 3 VPNs for IPv4 and IPv6

Overview topic of the ACX Series Universal Access Router Configuration Guide:

Only the forwarding and virtual router routing instances support unicast IPv6 and

multicast IPv6 address families. Unicast IPv6 andmulticast IPv6 address families are

not supported for VRF routing instances.

[Release Notes, ACX Series Universal Access Router Configuration Guide]

Known Limitations in Junos OS Release 12.3 for ACX Series Routers

The followingsoftware limitationscurrently exist in JuniperNetworksACXSeriesUniversal

Access Routers. The identifier following the descriptions is the tracking number in the

Juniper Networks Problem Report (PR) tracking system.
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Class of Service

• When the rewrite-rules statement is configured with the dscp or the inet-precedence

options at the [edit class-of-service interfaces] hierarchy level, the expectation is that

the DiffServ code point (DSCP) or IPv4 precedence rewrite rules take effect only on

IPpackets. However, in addition to the IPpackets, theDSCPor IPv4 rewrite takes effect

on the IP header inside the Ethernet pseudowire payload as well. [PR664062: This is

a known limitation.]

Firewall Filters

• On ACX Series routers, packet drops in the egress interface queue are also counted as

input packet rejectsunder the Filter statistics section in the output of the show interface

extensive commandwhen it is run on the ingress interface. [PR612441: This is a known

software limitation.]

• When the statistics statement is configured on a logical interface, for example [edit

interfacename-Xunitunit-Y],when the (policer |count | three-color-policer) statements

are configured in a firewall filter for the family any, for example the [edit firewall family

any filter filter-XYZ term term-T then] hierarchy level, and the configured filter-XYZ is

specified in the output statement of the above logical interface at the [edit interface

name-Xunitunit-Yfilter]hierarchy level, thecounters fromtheconfigurationofanother

firewall family filter on the logical interface do not work. [PR678847: This is a known

limitation.]

• The policing rate can be incorrect if the following configurations are applied together:

• Thepoliceror three-color-policer statement configured ina firewall filter, for example

filter-XYZ at the [edit firewall family any filter filter-XYZ term term-T then] hierarchy

level, and filter-XYZ is specified as an ingress or egress firewall filter on a logical

interface, for example interface-X unit-Y at the [edit interface interface-X unit unit-Y

filter (input|output) filter-XYZ] hierarchy level.

• Thepoliceror three-color-policerstatement configured in a firewall filter, for example

filter-ABC at the [edit firewall family name-XX filter filter-ABC term term-T then]

hierarchy level, and filter-ABC is configured as an ingress or egress firewall filter on

a family of the same logical interface interface-X unit-Y at the [edit interface

interface-Xunitunit-Y familyname-XXfilter (input|output) filter-ABC] hierarchy level.

NOTE: If one of these configurations is applied independently, then the
correct policer rate can be observed.

[PR678950: This is a known limitation.]
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Interfaces and Chassis

• The ACX Series routers support logical interface statistics, but do not support the

address family statistics. [PR725809: This is a known limitation.]

• When the differential-delay number option is configured in the ima-group-option

statement at the [edit interfaces at-fpc/pic/ima-group-no] hierarchy level, with a value

less than 10, someof themember linksmight not comeupand the groupmight remain

down resulting in traffic loss. Aworkaround is to keep thedifferential delay value above

10 for all IMA bundles. [PR726279: This is a known limitation.]

• BERT error insertion and bit counters are not supported by the IDT82P2288 framer.

[PR726894: This is a known limitation.]

• The discard error is displayed when a Layer 2 pseudowire is configured with VLAN ID

0 on anNNI interface. The ACX4000does not support VLAN ID0 on theNNI interface.

[PR727276: This is a known limitation.]

• All 4x supportedTPIDscannotbeconfiguredondifferent logical interfacesof aphysical

interface. Only one TPID can be configured on all logical interfaces, that is,

sub-interfacesofaphysical interface.Butdifferentphysical interfacescanhavedifferent

TPIDs. As a workaround, use TPID-rewrite. [PR738890: This is a known limitation.]

• The ACX Series routers do not support logical interface statistics for those logical

interfaces with vlan-list/vlan-range. [PR810973: This is a known limitation.]

• CFMup-mepsession(tomonitorPWservice)doesnotcomeupwhenoutputvlan-map

is configured as push on AC ifl. This is due to a hardware limitation in Enduro-2.

[PR832503: This is a known limitation.]

MPLS

• The scaling numbers for pseudowires and MPLS label routes published for the ACX

Series routers are valid only when the protocols adopt graceful restart. In case of

nongraceful restart, thescalingnumberswouldbecomehalfof thepublishednumbers.

[PR683581: This is a known limitation.]

Outstanding Issues in Junos OS Release 12.3 for ACX Series Routers

The following issue currently exists in Juniper Networks ACX Series Universal Access

Routers. The identifier following the descriptions is the tracking number in the Juniper

Networks Problem Report (PR) tracking system.
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Interfaces and Chassis

• SyncE on theACXSeriesmight notworkwhen the port selected is other than ge-0/1/0

as source. PR751695

MPLS

• On theACX Series whenever bypass lsp protecting the primary lsp is torn down, brief

traffic loss might occur on the primary path. PR859623

Virtual Private Network (VPN)

• The routing information base (RIB) groups do not work on the ACX Series routers, and

this impacts the following scenarios:

• Overlapping VPNs: When we have a common resource in one VPN that needs to be

accessed by sites that are in different VPNs.

• For leaking routes between inet.0 and VPN route table in scenarios where the VPN

routers want to reach global internet routes.

[PR736831]

Resolved Issues in Junos OS Release 12.3 for ACX Series Routers

The following issues have been resolved in Junos OS Release 12.3 for Juniper Networks

ACX Series routers. The identifier following the descriptions is the tracking number in the

Juniper Networks Problem Report (PR) tracking system.

Previous Releases

Release 12.3R2

Interfaces and Chassis

• A commit for configuration change that simultaneously disables RSVP and a

point-to-point interface, suchas so, t1, andatm,might generateacore file on the routing

protocol process. To solve this issue, do not commit a configuration change that

simultaneously disables RSVP and a point-to-point interface. Instead, disable RSVP

and point-to-point interfaces in separate config commits. [PR782174: This issue has

been resolved.]

• On an L2circuit, when any one of the logical interfaces on the PE routers is disabled

after changing VLAN-tagging to flexible VLAN tagging or vice versa on a CE router, the

pseudowires return anmtumismatch error. As a workaround, disable and then enable

all the logical interfaces on the PE routers. [PR834466: This issue has been resolved.]
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Upgrade and Downgrade Instructions for Junos OS Release 12.3 for ACX Series Routers

This section discusses the following topics:

• Basic Procedure for Upgrading to Release 12.3 on page 20

• Upgrade and Downgrade Support Policy for Junos OS Releases on page 22

• Downgrading from Release 12.3 on page 22

Basic Procedure for Upgrading to Release 12.3

When upgrading or downgrading Junos OS, always use the jinstall package. Use other

packages (such as the jbundle package) only when so instructed by a Juniper Networks

support representative. For information about the contents of the jinstall package and

details of the installation process, see the Junos OS Installation and Upgrade Guide.

NOTE: Before upgrading, back up the file system and the currently active
Junos OS configuration so that you can recover to a known, stable
environment in case the upgrade is unsuccessful. Issue the following
command:

user@host> request system snapshot

The installation process rebuilds the file system and completely reinstalls
Junos OS. Configuration information from the previous software installation
is retained, but the contents of log files might be erased. Stored files on the
routing platform, such as configuration templates and shell scripts (the only
exceptions are the juniper.conf and ssh files), might be removed. To preserve

the stored files, copy them to another system before upgrading or
downgrading the routing platform. For more information, see the
Understanding System Snapshot on an ACX Series Router.
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Thedownloadand installationprocess for JunosOSRelease 12.3 isdifferent fromprevious

Junos OS releases.

1. Using aWeb browser, navigate to the All Junos Platforms software download URL on

the Juniper Networks web page:

http://www.juniper.net/support/downloads/

2. Select the name of the Junos platform for the software that you want to download.

3. Select the release number (the number of the software version that you want to

download) from the Release drop-down list to the right of the Download Software

page.

4. Select the Software tab.

5. In the Install Package section of the Software tab, select the software package for the

release.

6. Log in to the Juniper Networks authentication system using the username (generally

your e-mail address) and password supplied by Juniper Networks representatives.

7. Review and accept the End User License Agreement.

8. Download the software to a local host.

9. Copy the software to the routing platform or to your internal software distribution

site.

10. Install the new jinstall package on the routing platform.

NOTE: We recommend that you upgrade all software packages out of
band using the console because in-band connections are lost during the
upgrade process.

Customers in the United States and Canada use the following command:

user@host> request system software add validate reboot
source/jinstall-12.3R21-domestic-signed.tgz

All other customers use the following command:

user@host> request system software add validate reboot
source/jinstall-12.3R21-export-signed.tgz

Replace sourcewith one of the following values:

• /pathname—For a software package that is installed from a local directory on the

router.

• For software packages that are downloaded and installed from a remote location:

• ftp://hostname/pathname

• http://hostname/pathname

• scp://hostname/pathname (available only for Canada and U.S. version)
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The validate option validates the software package against the current configuration

as a prerequisite to adding the software package to ensure that the router reboots

successfully. This is the default behavior when the software package being added is

a different release.

Adding the reboot command reboots the router after the upgrade is validated and

installed. When the reboot is complete, the router displays the login prompt. The

loading process can take 5 to 10minutes.

Rebooting occurs only if the upgrade is successful.

NOTE: After you install a Junos OS Release 12.3 jinstall package, you cannot

issue the requestsystemsoftwarerollbackcommandto return to thepreviously

installed software. Instead youmust issue the request system software add

validate command and specify the jinstall package that corresponds to the

previously installed software.

Upgrade and Downgrade Support Policy for Junos OS Releases

Support for upgrades and downgrades that spanmore than three Junos OS releases at

a time is not provided, except for releases that are designated as Extended End-of-Life

(EEOL) releases. EEOL releases provide direct upgrade and downgrade paths—you can

upgrade directly from one EEOL release to the next EEOL release even though EEOL

releases generally occur in increments beyond three releases.

You can upgrade or downgrade to the EEOL release that occurs directly before or after

the currently installed EEOL release, or to twoEEOL releases before or after. For example,

Junos OS Releases 10.0, 10.4, and 11.4 are EEOL releases. You can upgrade from Junos

OS Release 10.0 to Release 10.4 or even from Junos OS Release 10.0 to Release 11.4.

However, you cannot upgrade directly from a non-EEOL release that is more than three

releases ahead or behind. For example, you cannot directly upgrade from Junos OS

Release 10.3 (a non-EEOL release) to Junos OS Release 11.4 or directly downgrade from

Junos OS Release 11.4 to Junos OS Release 10.3.

To upgrade or downgrade fromanon-EEOL release to a releasemore than three releases

before or after, first upgrade to the next EEOL release and then upgrade or downgrade

from that EEOL release to your target release.

For more information on EEOL releases and to review a list of EEOL releases, see

http://www.juniper.net/support/eol/junos.html.

Downgrading fromRelease 12.3

To downgrade from Release 12.3 to another supported release, follow the procedure for

upgrading, but replace the 12.3 jinstall package with one that corresponds to the

appropriate release.
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NOTE: Youcannot downgrademore than three releases. For example, if your
routing platform is running Junos OS Release 11.4, you can downgrade the
software to Release 10.4 directly, but not to Release 10.3 or earlier; as a
workaround, you can first downgrade to Release 10.4 and then downgrade
to Release 10.3.

For more information, see the Junos OS Installation and Upgrade Guide.
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Junos OS Release Notes for EX Series Switches

• New Features in Junos OS Release 12.3 for EX Series Switches on page 24

• Changes in Default Behavior and Syntax in Junos OS Release 12.3 for EX Series

Switches on page 34

• Limitations in Junos OS Release 12.3 for EX Series Switches on page 35

• Outstanding Issues in Junos OS Release 12.3 for EX Series Switches on page 42

• Resolved Issues in Junos OS Release 12.3 for EX Series Switches on page 46

• Changes to and Errata in Documentation for Junos OS Release 12.3 for EX Series

Switches on page 64

• Upgrade and Downgrade Instructions for Junos OS Release 12.3 for EX Series

Switches on page 66

New Features in Junos OS Release 12.3 for EX Series Switches

This section describes new features in Release 12.3 of the Junos operating system (Junos

OS) for EX Series switches.

Not all EX Series software features are supported on all EX Series switches in the current

release. For a list of all EX Series software features and their platform support, see EX

Series Switch Software Features Overview and EX Series Virtual Chassis Software Features

Overview.

New features are described on the following pages:

• Hardware on page 25

• Access Control and Port Security on page 26

• Class of Service (CoS) on page 26

• Converged Networks (LAN and SAN) on page 27

• Enhanced Layer 2 Software (ELS) on EX9200 Switches on page 28

• Ethernet Switching and Spanning Trees on page 28

• Firewall Filters and Routing Policy on page 29

• High Availability on page 30

• Infrastructure on page 30

• Interfaces on page 31

• IPv6 on page 32

• J-Web Interface on page 32

• Layer 2 and Layer 3 Protocols on page 33

• Management and RMON on page 33

• MPLS on page 33

• Virtual Chassis on page 33
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Hardware

Juniper Networks EX9200 Ethernet Switches—The EX9200 Programmable Switches
support current and planned SDN interfaces and protocols, offering the flexibility and

scalability to increase business agility by simplifying the deployment and operation of

cloud applications, server virtualization, and rich media collaboration tools across

campuses and data centers. The EX9200 Ethernet switches provide high performance,

scalable connectivity, and carrier-class reliability for high-density environments such as

campus aggregation and data center networks.

The first supported release for the EX9200 switches is Junos OS Release 12.3R2.

TheEX9200switchesaremodular systems thatprovidehighavailability and redundancy

for all major hardware components, including Routing Engine (RE) modules, Switch

Fabric (SF)modules, fan trays (with redundant fans), andpower supplies. Four line cards

are available for the EX9200 switches.

The three EX9200 switches and their line cards are:

• EX9204 Ethernet switch—The EX9204 switch has a capacity of up to 1.6 terabits per
second (Tbps), full duplex.

The EX9204 switch has a 6-U chassis. It has two dedicated slots for line cards and a

multifunction slot that can be used for either a line card or a host subsystem, all on

the front of the switch chassis.

• EX9208 Ethernet switch—The EX9208 switch has a capacity of up to 4.8 Tbps, full
duplex.

The EX9208 switch has an 8-U chassis and six horizontal line card slots on the front

of the switch chassis.

• EX9214 Ethernet switch—The EX9214 switch has a capacity of up to 13.2 Tbps, full
duplex.

The EX9214 switch has a 16-U chassis and has 12 vertical line card slots on the front

of the switch chassis.

Four line cards are available for EX9200 switches. The line cards combine a Packet

Forwarding Engine and Ethernet interfaces in a single assembly. Line cards are

field-replaceable units (FRUs), and they are hot-removable and hot-insertable.

• EX9200-32XS—32-port SFP+ line card

• EX9200-40T—40-port 10/100/1000BASE-T RJ-45 line card

• EX9200-40F—40-port 100FX/1000BASE-X SFP line card

• EX9200-4QS—4-port 40-Gigabit Ethernet QSFP+ line card

[See EX9204 Hardware Documentation, EX9208 Hardware Documentation, and EX9214

Hardware Documentation.]
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Access Control and Port Security

• MAC limiting enhancements—The MAC limiting feature for access port security has
been enhanced to provide additional flexibility and granularity. The new feature, VLAN

membership MAC limit, lets you configure a MAC limit for a specific interface based

on its membership in a particular VLAN (VLANmembership MAC limit). A single

interface that belongs to multiple VLANs can thus havemore than one MAC limit.

[See Understanding MAC Limiting andMACMove Limiting for Port Security on EX Series

Switches.]

• VR-aware DHCP server and relay with option 82 on EX8200 switches and EX8200
Virtual Chassis—VR-aware DHCP (extended DHCP) server with option 82 is now
supported on EX8200 standalone switches and EX8200 Virtual Chassis. [See

UnderstandingDHCPServices for Switches andUnderstanding the ExtendedDHCPRelay

Agent for EX Series Switches.]

• VR-aware DHCPv6 server and relay support—Virtual router-aware (VR-aware)
DHCPv6 server and VR-aware DHCPv6 relay are now supported on these switch

platforms:

• EX4500, EX4550, and EX6210 standalone switches

• EX4200, EX4500, EX4550, mixed EX4200, EX4500, and EX4550, and EX8200

Virtual Chassis

[See dhcpv6 (DHCP Relay Agent) and dhcpv6 (DHCP Local Server).]

• Bypassing 802.1X authentication when addingmultiple LLDP-MED end devices—If
youhavea large-scale installationofLLDP-MEDenddevices, youcansaveconfiguration

timeby specifying the lldp-med-bypass statement at the hierarchy level [edit protocols

dot1x authenticator interface (all | interface-name)]. By specifying the lldp-med-bypass

statement, you enable the interface to bypass the 802.1X authentication procedure

for connectingmultiple LLDP-MEDenddevices. This configuration automatically adds

the learned MAC addresses of the LLDP-MED end devices to the switch’s static MAC

bypass list, so that youdonot have to individually add theMACaddress of eachdevice.

Youcan issue the lldp-med-bypass statementonlywhen the interface is alsoconfigured

for 802.1X authentication ofmultiple supplicants. [See lldp-med-bypass.]

• Access control and port security features support added on EX3300
switches—EX3300 switches now support:

• Captive portal authentication on Layer 2 interfaces

• Persistent MAC learning (sticky MAC)

[SeeUnderstandingAuthenticationonEXSeriesSwitchesandUnderstandingPersistent

MAC Learning (Sticky MAC).]

Class of Service (CoS)

• Class-of-service feature support added on EX3300 switches—EX3300 switches
now support:

• IPv6 CoS (multifield classification and rewrite)
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• Flexible CoS outer 802.1p marking

[See Junos OS CoS for EX Series Switches Overview.]

Converged Networks (LAN and SAN)

• Enhanced transmission selection (IEEE 802.1Qaz) support—The EX4500 switch
models that supportConvergedEnhancedEthernet (CEE)nowprovide limitedsupport

for enhanced transmission selection (ETS) (IEEE 802.1Qaz). ETS is a bandwidth

management mechanism that supports dynamic allocation of bandwidth for Data

Center Bridging Capability Exchange protocol (DCBX) traffic classes.

EX Series switches do not support the use of ETS to dynamically allocate bandwidth

to traffic classes. Instead, the switches handle all DCBX traffic as a single default traffic

class, group 7.

However, the switches do support the ETS Recommendation TLV. The ETS

Recommendation TLV communicates the ETS settings that the switch wants the

connected DCBX peer interface to use.

If the peer interface is willing to learn the ETS state of the switch, it changes its

configuration tomatch the configuration in the ETS Recommendation TLV sent by the

EX Series switch (that is, the traffic class group 7).

The switch advertises that it is not willing to change its ETS settings.

The advertisement of the ETS TLV is enabled by default for DCBX interfaces, but you

can disable it.

[See Disabling the ETS Recommendation TLV.]

• Support for IEEEDCBX—TheEX4500switchmodels thatsupportConvergedEnhanced
Ethernet (CEE) now also support IEEE Data Center Bridging Capability Exchange

protocol (IEEE DCBX). These switches previously supported only DCBX version 1.01.

IEEEDCBX andDCBX version 1.01 differmainly in frame format. DCBX version 1.01 uses

one TLV that includes all DCBX attribute information, which is sent as sub-TLVs. IEEE

DCBX uses a unique TLV for each DCB attribute.

DCBX is enabledbydefault onall 10-Gigabit Ethernet interfaces, and thedefault setting

for the DCBX version on those interfaces is auto-negotiation.

When the interface DCBX version is set for auto-negotiation (the default):

• The switch sends IEEE DCBX TLVs. If the DCBX peer advertises the IEEE DCBX TLV

three times, the switch changes the local DCBX interface to IEEE DCBX.

• If the DCBX peer advertises DCBX version 1.01 TLVs three times, the switch changes

the local DCBX interface to dcbx-version-1.01.

When the interface DCBX version is set for dcbx-version-1.01:

• The switch sends DCBX version 1.01 TLVs and ignores any IEEE DCBX TLVs from the

peer.

When the interface DCBX version is set for ieee-dcbx:

27Copyright © 2013, Juniper Networks, Inc.

New Features in Junos OS Release 12.3 for EX Series Switches

http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/cos-ex-series-overview.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/task/configuration/dcbx-recommendation-tlv-disabling-cli.html


• The switch sends IEEE DCBX–based TLVs and ignores any DCBX version 1.01 TLVs

from the peer.

Toconfigure theDCBXversion, use the setdcbx-versioncommandat the [editprotocols

dcbx interface (all | interface-name)] hierarchy level.

The show dcbx neighbors command has been updated with additional fields that

support the IEEE DCBX feature; these fields include Interface Protocol-Mode and TLV

Type.

[See “Changes to and Errata in Documentation for Junos OSRelease 12.3 for EX Series

Switches” on page 64.]

• VN_Port to VN_Port FIP snooping on EX4500 switches—You can configure VN_Port
to VN_Port (VN2VN_Port) FIP snooping if the hosts are directly connected to the same

EX4500 switch. VN2VN_Port FIP snooping on an FCoE transit switch provides security

to help prevent unauthorized access and data transmission on a bridge that connects

ENodes in the Ethernet network. VN2VN_Port FIP snooping provides security for virtual

links by creating filters based on information gathered (snooped) about FCoE devices

during FIP transactions. [See Example: Configuring VN2VN_Port FIP Snooping (FCoE

Hosts Directly Connected to the Same FCoE Transit Switch); see also “Changes to and

Errata inDocumentation for JunosOSRelease 12.3 forEXSeriesSwitches”onpage64.]

Enhanced Layer 2 Software (ELS) on EX9200 Switches

• Uniform Enhanced Layer 2 Software (ELS) CLI configuration statements and
operational commands—Enhanced Layer 2 Software (ELS) provides a uniform
command-line interface (CLI) for configuring andmonitoring Layer 2 features on

EX9200 switches and on MX Series routers in LANmode (MX-ELM). With ELS, for

example, you can configure a VLAN and other Layer 2 features on an EX9200 switch

and an MX-ELM router by using the same configuration commands. [See the ELS CLI

documentation for EX9200 switches: Junos OS for EX9200 Switches, Release 12.3.]

• The web-based ELS Translator tool is available for registered customers to help them

become familiar with the ELS CLI and to quickly translate existing EX Series

switch–based CLI configurations into ELS CLI configurations. [See ELS Translator.]

Ethernet Switching and Spanning Trees

• Ethernet ring protection switching—Ethernet ring protection switching has been
extended to include the following switches:

• EX3300 switches

• EX4500 switches

• EX4550 switches

• EX4550 Virtual Chassis

• Mixed EX4200 and EX4500 Virtual Chassis

• EX8200 standalone switches

• EX8200 Virtual Chassis
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Support for all these switches is in addition to thepreviously supportedEXSeries switch

platforms—EX2200,EX3200,andEX4200switches. Ethernet ringprotectionswitching,

defined in the ITU-T G.8032 recommendation, provides ameans to reliably achieve

carrier-class network requirements for Ethernet topologies forminga closed loop. [See

Ethernet Ring Protection Switching Overview.]

• Disable MAC notifications on an interface—On EX Series switches, when you enable
media access control (MAC) notifications, learned and unlearned MAC address and

agingSNMPnotifications are unicast on all switch interfaces. In a large Layer 2 domain,

unicasting might be undesirable because it can cause significant traffic. You can now

disable such notifications on individual interfaces. For example, youmight need

notifications only for devices that are locally attached to the switch; youmight not

need notifications that arrive through uplinks. To disable notifications on an interface,

issue the set ethernet-switching-options interfaces interface-name no-mac-notification

command. [See Understanding MAC Notification on EX Series Switches.]

• VLAN pruning within an EX Series Virtual Chassis—VLAN pruning is now supported

within an EXSeries Virtual Chassis.WhenVLANpruning is enabledwithin an EXSeries

Virtual Chassis, all broadcast, multicast, and unknown unicast traffic in a VLAN uses

the shortest path possible across the Virtual Chassis to the egress VLAN interface.

VLANpruningwithinanEXSeriesVirtualChassis allowsyou toconserveVirtualChassis

bandwidth by restricting broadcast, multicast, and unknown unicast traffic in a VLAN

to the shortest possible path across the Virtual Chassis instead of broadcasting this

traffic toallVirtualChassismember switches. [SeeEnablingVLANPruning forBroadcast,

Multicast, and Unknown Unicast Traffic in an EX Series Virtual Chassis (CLI Procedure).]

• Spanning-tree protocol concurrent configuration support added on EX3300
switches—EX3300switchesnowsupportconcurrentconfigurationofRSTPandVSTP.
[See Understanding RSTP for EX Series Switches.]

• Q-in-QVLANextendedsupport formultipleS-VLANsperaccess interfaceonEX3300
switches—EX3300 switches now support filter-based S-VLAN tagging.

[See Understanding Q-in-Q Tunneling on EX Series Switches.]

Firewall Filters and Routing Policy

• Support for firewall filters with IPv6 on EX3300 switches—EX3300 switches now
support IPv6 firewall filters. [See Firewall Filters for EX Series Switches Overview.]

• Layer 3 unicast routing policy on EX3300 switches—EX3300 switches now support

Layer 3 unicast routing policy.
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High Availability

• Nonstop bridging for the Ethernet switching process (eswd), LLDP, LLDP-MED, and
spanning-treeprotocolsonEX3300VirtualChassis—Nonstopbridging (NSB) for the
Ethernet switching process (eswd), LLDP, LLDP-MED, and spanning-tree protocols is

now supported on EX3300 Virtual Chassis. You can now configure NSB to enable a

transparent switchover between themaster and backup Routing Engines without

having to restart any of these processes or protocols. [See Understanding Nonstop

Bridging on EX Series Switches.]

• Nonstop active routing, graceful protocol restart, and graceful Routing Engine
switchover enhancements for standalone EX8200 switches and EX8200 Virtual
Chassis—Nonstop active routing, which enables a transparent switchover of Routing
Engines without requiring restart of supported routing protocols, now supports RSVP

and LDP on EX8200 standalone switches and EX8200 Virtual Chassis. Graceful

protocol restart, a feature that allows a switch undergoing a restart to inform its

adjacent neighbors and peers of the restart, is now supported for RSVP and LDP on

standalone EX8200 switches and EX8200 Virtual Chassis. Graceful Routing Engine

switchover (GRES) for Layer 2 and Layer 3 VPN LSPs is now supported on standalone

EX8200 switches and EX8200 Virtual Chassis. [See Understanding Nonstop Active

Routing on EX Series Switches or High Availability Features for EX Series Switches

Overview]

• Virtual Router Redundancy Protocol (VRRP) for IPv6 on EX3300 switches—VRRP
for IPv6 is now supported on EX3300 switches. [SeeUnderstanding VRRPon EXSeries

Switches.]

• ISSU for EX9200 switches—A unified in-service software upgrade (unified ISSU)
enables you to upgrade between two different Junos OS releases with no disruption

on the control plane and with minimal disruption of traffic. Unified ISSU is supported

as of Release 12.3R3 on EX9200 switches and requires the use of either EX9200-40T

or EX9200-40F line cards. [See Unified ISSU Concepts.]

Infrastructure

• Automatic repair of corrupted partition when booting from alternate
partition—Resilient dual-root partitioning has been enhanced to include an automatic
snapshot feature. If theautomatic snapshot feature is enabledand the system reboots

from the alternate root partition, the switch automatically takes a snapshot of the

Junos OS root file system in the alternate root partition and copies it to the primary

root partition. This automatic snapshot procedure takes place whenever the system

reboots from the alternate root partition, regardless of whether the reboot is due to a

commandordue tocorruptionof theprimary rootpartition. [SeeUnderstandingResilient

Dual-Root Partitions on Switches.]

• BFDperformance improvements—BFDperformance improvements have beenmade
on EX4200 Virtual Chassis, EX4500 Virtual Chassis, and EX8200 switches.

• IPv4 and IPv6 over GRE tunneling support on EX8200 standalone switches and
EX8200Virtual Chassis—Generic routing encapsulation (GRE) is an IP encapsulation
protocol that is used to transport packets over a network. Information is sent fromone
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network to the other through aGRE tunnel. EX8200 standalone switches andEX8200

Virtual Chassis now support both encapsulation and de-encapsulation. Also, the

configuration procedures for EX8200 switches and EX8200 Virtual Chassis are now

the same as for EX3200 and EX4200 switches. [See Understanding Generic Routing

Encapsulation.]

• IPv6 for virtual router-aware DHCP—EX Series switches support IPv6 for virtual
router-aware DHCP, that is, for the extended DHCP server and extended DHCP relay.

The specific CLI statements supported for EX Series switches are:

• For extended DHCP server:

• At the [edit system services dhcp-local server dhcpv6] hierarchy level:

• group

• overrides

• reconfigure

• At the [edit access address-assignment pool pool-name] hierarchy level:

• family inet6

• dhcp-attributes

• prefix

• range

• For extended DHCP relay:

• At the [edit forwarding-options dhcp-relay dhcpv6] hierarchy level:

• group

• overrides

• relay-agent-interface-id

• relay-option

• server-group

[SeeUnderstanding DHCPServices for Switches andUnderstanding the Extended DHCP

Relay Agent for EX Series Switches.]

Interfaces

• LACP standards-based link protection for aggregated Ethernet interfaces—LACP
standards-based link protection can be enabled on a global level (for all aggregated

Ethernet interfaces on the switch) or for a specific aggregated Ethernet interface.

Previously, EX Series switches supported only Junos OS link protection for aggregated

Ethernet interfaces. [See Understanding Aggregated Ethernet Interfaces and LACP.]

• Interfaces feature support added on EX3300 switches—EX3300 switches now
support:

31Copyright © 2013, Juniper Networks, Inc.

New Features in Junos OS Release 12.3 for EX Series Switches

http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/gre-tunnel-services.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/gre-tunnel-services.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/services-dhcp-overview.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/dhcp-extended-dhcp-relay-overview-ex-series.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/dhcp-extended-dhcp-relay-overview-ex-series.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/interfaces-lag-overview.html


• Unicast reverse-path forwarding (RPF)

• IP directed broadcast

[See Understanding Unicast RPF for EX Series Switches and Understanding IP Directed

Broadcast for EX Series Switches.]

IPv6

• Compliance with RFC 4291—EX Series switches drop the following types of illegal
IPv6 packets:

• Packets that have a link-local source or destination address. Because link-local

addresses are intended to be used for addressing only on a single link, EX Series

switches do not forward any packets with such addresses to other links.

• Packets with the IPv6 unspecified source address 0:0:0:0:0:0:0:0.

• Packets that are to be sent outside a node but have the IPv6 loopback address

0:0:0:0:0:0:0:1 as thesourceaddress.When IPv6packetsare receivedonan interface,

EX Series switches drop packets that have the loopback address as the destination

address.

• IPv6 neighbor redirect compliance with RFC 4861—Routers use ICMP redirect
messages to notify the users on the data link that a better route is available for a

particular destination. All EX Series switches now support sending ICMP redirect

messages for both IPv4 and IPv6 traffic. [See Understanding the Protocol Redirect

Mechanism on EX Series Switches.]

• Added license support for EX2200 and EX4200 switches—The enhanced feature
license (EFL) for EX2200 switches now supports the EX-2200-24T-DCmodel. The

advanced feature license (AFL) for EX4200 switches now supports EX4200-24PX

and EX4200-48PXmodels. [See Understanding Software Licenses for EX Series

Switches.]

• Support for IPv6 features on EX3300 switches—EX3300 switches now support:

• IPv6 path MTU discovery

• IPv6 routing BGP, RIPng, MBGP, and OSPFv3

• IPv6 routing PIM for IPv6multicast

• IPv6 routing MLDv1 and MLDv2

• IPv6 routing IPv6 ping and IPv6 traceroute

• IPv6 routing stateless autoconfiguration

• IPv6 routing IPv6 Layer 3 forwarding in hardware

J-Web Interface

• 10-memberEX4500VirtualChassisconfigurationthroughtheJ-Webinterface--Using
the J-Web interface, you can configure an EX4500 Virtual Chassis that includes a

Copyright © 2013, Juniper Networks, Inc.32

Junos OS 12.3 Release Notes

http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/unicast-rpf-ex-series.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/ip-directed-broadcast-ex-series.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/ip-directed-broadcast-ex-series.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/protocol-redirect-mechanism-ex-series.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/protocol-redirect-mechanism-ex-series.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/ex-series-software-licenses-overview.html
http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/ex-series-software-licenses-overview.html


maximum of 10members. [See Configuring a Virtual Chassis on an EX Series Switch

(J-Web Procedure).]

• EX8200VirtualChassisconfigurationthroughtheJ-Web interface—Using the J-Web
interface, you can configure an EX8200 Virtual Chassis to include up to four EX8200

switches and one or two XRE200 External Routing Engines. [See Configuring a Virtual

Chassis on an EX Series Switch (J-Web Procedure).]

Layer 2 and Layer 3 Protocols

• VRF support on EX2200 switches—Virtual routing and forwarding (VRF) is now
supported on EX2200 switches. [See Understanding Virtual Routing Instances on EX

Series Switches.]

• Feature support added on EX3300 switches—EX3300 switches now support:

• Virtual routingand forwarding (VRF)—virtual routing instances—with IPv6 for unicast

traffic

• Layer 3 filter-based forwarding for unicast traffic

• Layer 3 VRF for unicast BGP, RIP, and OSPF traffic

• Multiple VLAN Registration Protocol (MVRP, IEEE 802.1ak)

Management and RMON

• MIB enhancements on EX8200 Virtual Chassis—The Virtual Chassis MIB has been
enhanced to allowmonitoring of Virtual Chassis interface statistics for EX8200Virtual

Chassis. [See Juniper Networks Enterprise-Specific MIBs.]

• Support for 802.1ag Ethernet OAMCFM on EX3300 switches—EX3300 switches
now support 802.1ag Ethernet OAM connectivity fault management (CFM). [See

Understanding Ethernet OAMConnectivity Fault Management for an EX Series Switch.]

MPLS

• Re-mark theDSCPvalues forMPLSpackets that exit anEX8200standalone switch
or anEX8200Virtual Chassis—In firewall filter configurations for EX8200 standalone
switches and EX8200 Virtual Chassis, you can now apply the dscp action modifier on

Layer 3 interfaces for IPv4 and IPv6 ingress traffic. This action modifier is useful

specifically to re-mark the DSCP values for MPLS packets that leave an EX8200

standalone switch or an EX8200 Virtual Chassis, because these switches cannot

re-mark theDSCPvalueonegress traffic. If youapply thedscpactionmodifier to ingress

traffic, the DSCP value in the IP header is copied to the EXP value in the MPLS header,

thus changing the DSCP value on the egress side. [See Firewall Filter Match Conditions,

Actions, and Action Modifiers for EX Series Switches.]

Virtual Chassis

• Member link enhancement for optical interfaces configuredasVirtualChassis ports
between EX4500 and EX4550member switches—When you configure optical

interfaces as Virtual Chassis ports (VCPs) that you then use to interconnect EX4500
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orEX4550switches inaVirtualChassis, youcannowconfigureup to24optical interface

links into a link aggregation group (LAG). Previously, you could configure a maximum

of eight links into a LAG. You can increase the member link limit in the following

configurations:whenyou interconnectEX4500switches inanEX4500VirtualChassis;

when you interconnect EX4550 switches in an EX4550 Virtual Chassis; and when you

interconnect EX4500 or EX4550 switches to other EX4500 or EX4550 switches in a

mixed Virtual Chassis.

• DedicatedVirtualChassisport linkaggregationonEX4550switches—Thededicated
VirtualChassisports (VCPs)onEX4550switchesautomatically forma linkaggregation

group (LAG) bundle when two or more dedicated VCPs are used to interconnect the

same Virtual Chassis member switches. This feature became available on Junos OS

Release 12.3R2. The LAG provides more bandwidth than a single dedicated VCP can

provide, and it provides VCP redundancy by load-balancing traffic across all available

dedicated VCPs in the LAG. If one of the dedicated VCPs fails, the VCP traffic is

automatically load-balanced across the remaining dedicated VCPs in the LAG. See

also “Changes to and Errata in Documentation for Junos OS Release 12.3 for EX Series

Switches” on page 64.

• Support for RJ-45 interfaces as Virtual Chassis Ports on EX2200 and EX2200-C
switches––Starting with Junos OS Release 12.3R3, all RJ-45 interfaces, including
built-in network ports with 10/100/1000BASE-T Gigabit Ethernet connectors and

1000BASE-T RJ-45 transceivers, on EX2200 and EX2200-C switches can now be

configured into Virtual Chassis ports (VCPs). VCPs are used to interconnect EX2200

or EX2200-C switches into a Virtual Chassis.

Related
Documentation

Changes inDefaultBehavior andSyntax in JunosOSRelease 12.3 for EXSeriesSwitches

on page 34

•

• Limitations in Junos OS Release 12.3 for EX Series Switches on page 35

• Outstanding Issues in Junos OS Release 12.3 for EX Series Switches on page 42

• Resolved Issues in Junos OS Release 12.3 for EX Series Switches on page 46

• Changes to and Errata in Documentation for Junos OS Release 12.3 for EX Series

Switches on page 64

• Upgrade andDowngrade Instructions for JunosOSRelease 12.3 for EXSeries Switches

on page 66

Changes in Default Behavior and Syntax in Junos OS Release 12.3 for EX Series Switches

This section lists the changes in default behavior and syntax in Junos OS Release 12.3 for

EX Series switches.

Infrastructure

• You can now configure the disk usagemonitoring level for a disk partition using the set

chassis disk-partition partition level state free-space threshold-value (mb | percent)

configuration mode command. When the specified disk usagemonitoring level is

reached, a system alarm is activated. The partition can be /config or /var; the level of

disk usage at which monitoring occurs can be high or full; and the threshold value can

Copyright © 2013, Juniper Networks, Inc.34

Junos OS 12.3 Release Notes



be either megabytes (mb) of disk space or a percentage (percent) of disk space. Here

is a sample command: set chassis disk-partition /var level high free-space 30mb.

• These EX Series switches now support a maximum of 111 link aggregation groups

(LAGs): EX3300, EX4200, EX4500, EX4550, and EX6210 switches.

• On EX Series switches, the request chassis routing-enginemaster switch command

erroneously showedthecheckoption; theoptiondoesnotapplyandhasbeen removed

from the CLI.

Interfaces

• LLDP frames are validated only if the Network Address Family subtype of the Chassis

ID TLV has a value of 1 (IPv4) or 2 (IPv6). For any other value, LLDP detects the

transmittingdeviceasaneighbor anddisplays it in theoutputof the showlldpneighbors

command. Previously, the frames with the Network Address Family subtype of the

Chassis ID TLV having a value of 1 (IPv4) or 2 (IPv6) would be discarded, and LLDP

would not detect the device as a neighbor.

Related
Documentation

New Features in Junos OS Release 12.3 for EX Series Switches on page 24•

• Limitations in Junos OS Release 12.3 for EX Series Switches on page 35

• Outstanding Issues in Junos OS Release 12.3 for EX Series Switches on page 42

• Resolved Issues in Junos OS Release 12.3 for EX Series Switches on page 46

• Changes to and Errata in Documentation for Junos OS Release 12.3 for EX Series

Switches on page 64

• Upgrade andDowngrade Instructions for JunosOSRelease 12.3 for EXSeries Switches

on page 66

Limitations in Junos OS Release 12.3 for EX Series Switches

This section lists the limitations in Junos OS Release 12.3 for EX Series switches. If the

limitation is associated with an item in our bug database, the description is followed by

the bug tracking number.

For the most complete and latest information about known Junos OS defects, use the

Juniper online Junos Problem Report Search application.

Ethernet Switching and Spanning Trees

• If the bridge priority of a VSTP root bridge is changed such that this bridge becomes a

nonroot bridge, the transition might take more than 2minutes, and youmight see a

loop during the transition. [PR/661691. This is a known software limitation.]

• On EX9200 switches, BFD on IRB interfaces flaps if BFD is configured for subsecond

timers. [PR/844951: This is a known software limitation.]

• On EX9200 switches, MVRP is not propagating the dynamically learned VLAN

information that is associated with trunk interfaces. [PR/848600: This is a known

software limitation.]
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Firewall Filters

• On EX3200 and EX4200 switches, when a very large number of firewall filters are

included in the configuration, it might take a long time, possibly a fewminutes, for the

egress filter rules to be installed. [PR/468806: This is a known software limitation.]

• On EX3300 switches, if you add and delete filters with a large number of terms (on

theorder of 1000ormore) in the samecommitoperation, not all the filters are installed.

As a workaround, add filters in one commit operation, and delete filters in a separate

commit operation. [PR/581982: This is a known software limitation.]

• On EX8200 switches, if you configure an implicit or explicit discard action as the last

term in an IPv6 firewall filter on a loopback (lo0) interface, all the control traffic from

the loopback interface is dropped. Toprevent this, youmust configureanexplicitaccept

action. [This is a known software limitation.]

• On EX9200 switches, you cannot configure VLAN firewall filters for traffic leaving a

VLAN. [PR/850520:This is a known software limitation.]

Hardware

• On 40-port SFP+ line cards for EX8200 switches, the LEDs on the left of the network

portsdonotblink to indicate that there is linkactivity if youset thespeedof thenetwork

ports to 10/100/1000Mbps. However, if you set the speed to 10 Gbps, the LEDs blink.

[PR/502178: This is a known limitation.]

• The Uplink Modules in EX3200 Switches topic notes the following behavior for the SFP

and SFP+ uplink modules:

• On an EX3200 switch, if you install a transceiver in an SFP uplink module, a

corresponding network port from the last four built-in ports is disabled. For example,

if you install an SFP transceiver in port 2 on the uplinkmodule (ge-0/1/2) on 24-port

models, then ge-0/0/22 is disabled. The disabled port is not listed in the output of

show interfaces commands.

• Onan EX3200 switch, if you install a transceiver in an SFP+ uplinkmodulewhen the

uplinkmodule is operating in 1-gigabitmode, a corresponding network port from the

last four built-in ports is disabled. For example, if you install an SFP transceiver in

port 2 on the uplink module (ge-0/1/2), then ge-0/0/22 is disabled. The disabled

port is not listed in the output of show interfaces commands.

However, if you install an SFPuplinkmodule or anSFP+uplinkmodulewhen theSFP+

uplinkmodule is operating in 1-gigabitmodeandno transceiver is installed in theuplink

module port, then all the network ports from the last four built-in ports are disabled

and remain disabled until you reboot the switch.

If transceivers are installed in the uplink module ports, then only the corresponding

built-innetworkportsaredisabledandarenotdisplayed in theoutputof showinterfaces

commands.

[PR/686467: This is a known limitation.]
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• You cannot connect EX2200-12P switches to some vendors’ prestandard IP phones

with a straight cable. As a workaround, use a crossover cable. [PR/726929: This is a

known limitation.]

High Availability

• You cannot verify that nonstop bridging (NSB) is synchronizing Layer 2 protocol

information to the backup Routing Engine even when NSB is properly configured.

[PR/701495: This is a known software limitation.]

• OnEXSeriesVirtual Chassis using nonstop software upgrade (NSSU) to upgrade from

Junos OS Release 11.2 or earlier to Junos OS Release 11.3 or later, after the NSSU

operation finishes, the sameMAC address might be assigned to multiple Layer 2 or

aggregatedEthernet interfacesondifferentmember switcheswithin theVirtualChassis.

To set all Layer 2 andaggregatedEthernet ports to haveuniqueMACaddresses, reboot

theVirtualChassisafter theupgradeoperation.Toavoid theseMACaddressassignment

issues, upgrade to JunosOSRelease 11.3or laterwithoutperforminganNSSUoperation.

Unique MAC address assignment for Layer 2 and aggregated Ethernet interfaces in a

Virtual Chassis was introduced in Junos OS Release 11.3. If you are upgrading to Junos

OS Release 11.2 or earlier, you should expect to see the sameMAC address assigned

to multiple ports on different member switches within the Virtual Chassis.

[PR/775203: This is a known software limitation.]

Infrastructure

• Do not use nonstop software upgrade (NSSU) to upgrade the software on an EX8200

switch from Junos OS Release 10.4 to Junos OS Release 11.1 or later if you have

configured the PIM, IGMP, orMLD protocols on the switch. If you attempt to use NSSU,

your switch might be left in a nonfunctional state fromwhich it is difficult to recover.

If you have these multicast protocols configured, use the request system software add

command to upgrade the software on an EX8200 switch from Junos OS Release 10.4

to Release 11.1 or later. [This is a known software limitation.]

• On EX Series switches, the show snmpmibwalk etherMIB command does not display

any output, even though the etherMIB is supported. This occurs because the values

are not populated at the module level—they are populated at the table level only. You

can issue theshowsnmpmibwalkdot3StatsTable,showsnmpmibwalkdot3PauseTable,

and show snmpmibwalk dot3ControlTable commands to display the output at the

table level. [This is a known software limitation.]

• Momentary loss of an inter-Routing Engine IPCmessagemight trigger an alarm that

displays themessageLossofcommunicationwithBackupRE. However, no functionality

is affected. [PR/477943: This is a known software limitation.]

• Routing between virtual-routing instances for local direct routes is not supported.

[PR/490932: This is a known software limitation.]

• On EX4500 switches, the maintenancemenu is not disabled even if you include the

lcdmaintenance-menu disable statement in the configuration. [PR/551546: This is a

known software limitation.]
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• When you enable the filter-id attribute on the RADIUS server for a particular client,

none of the required 802.1X authentication rules are installed in the IPv6 database.

Therefore, IPv6 traffic on the authenticated interface is not filtered; only IPv4 traffic is

filtered on that interface. [PR/560381: This is a known software limitation.]

• OnEX8200 switches, if OAM link faultmanagement (LFM) is configured on amember

ofaVLANonwhichQ-in-Q tunneling is alsoenabled,OAMPDUscannotbe transmitted

to the Routing Engine. [PR/583053: This is a known software limitation.]

• Whenyou reconfigure themaximumtransmissionunit (MTU)valueof anext hopmore

than eight times without restarting the switch, the interface uses the maximum value

of the eight previously configured values as the next MTU value. [PR/590106: This is

a known software limitation.]

• On EX8208 and EX8216 switches that have two Routing Engines, one Routing Engine

cannot be running Junos OS Release 10.4 or later while the other one is running

Release 10.3 or earlier. Ensure that both Routing Engines in a single switch run either

Release 10.4 or later or Release 10.3 or earlier. [PR/604378: This is a known software

limitation.]

• OnEX9200switches, if you configureDHCP relay onan integrated routingandbridging

(IRB) interface, DHCP relay does not perform binding on the client's DHCP Discover

messages. As a workaround, configure the relay agent by using the BOOTP helper in

the [edit forwarding-options helpers] hierarchy. [PR/847772: This is a known software

limitation.]

Interfaces

• EX Series switches do not support IPv6 interface statistics. Therefore, all values in the

output of the show snmpmibwalk ipv6IfStatsTable command always display a count

of 0. [PR/480651: This is a known software limitation.]

• On EX8216 switches, a linkmight go downmomentarily when an interface is added to

a LAG. [PR/510176: This is a known software limitation.]

• On EX Series switches, if you clear LAG interface statistics while the LAG is down, then

bring up the LAG and pass traffic without checking for statistics, and finally bring the

LAG interface down and check interface statistics again, the statistics might be

inaccurate. As a workaround, use the show interfaces interface-name command to

check LAG interface statistics before bringing down the interface. [PR/542018: This is

a known software limitation.]

• In some instances on an EX9200 switch, tagged traffic is not dropped on access

interfaces even though the traffic is processed in the correct VLAN (the VLAN towhich

the access port belongs). If the packet exits the switch on a trunk port, the packet

might be tagged twice. [PR/838597: This is a known software limitation.]

• OnanEX9200switchwithasingleRoutingEngine,when theRoutingEngine is rebooted,

the interfaces do not immediately shut down. In this case, use the set chassis

power-off-ports-on-no-master-re (enable|disable) command. [PR/843743: This is a

known software limitation.]
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• On EX9200 switches, after you perform an online insertion of a QSFP+ transceiver in

a 40-Gigabit Ethernet interface, the interface might take more than 10 to 15 seconds

to come up. [PR/847186: This is a known software limitation.]

• OnEX9200switches, dynamicARP resolution isnot supportedover interchassis control

links (ICLs).Asaworkaround, configure staticARPonbothendsof the ICL. [PR/850741:

This is a known software limitation.]

J-Web Interface

• In the J-Web interface, you cannot commit some configuration changes in the Ports

Configurationpageor theVLANConfigurationpagebecauseof the following limitations

for port-mirroring ports and port-mirroring VLANs:

• A port configured as the output port for an analyzer cannot be amember of any

VLAN other than the default VLAN.

• A VLAN configured to receive analyzer output can be associated with only one

interface.

[PR/400814: This is a known software limitation.]

• In the J-Web interface, the Ethernet Switching Monitor page (Monitor > Switching >

Ethernet Switching) might not display monitoring details if the switch has more than

13,000MAC entries. [PR/425693: This is a known software limitation.]

• OnEXSeries switches andonSRX3400, SRX3600, SRX5600, andSRX5800devices,

whenyouuse theMicrosoft InternetExplorerbrowser toopen reports fromthe following

pages in the J-Web interface, the reports open in the same browser session:

• Files page (Maintain > Files)

• History page (Maintain > Config Management > History)

• Port Troubleshooting page (Troubleshoot > Troubleshoot > Troubleshoot Port)

• Static Routing page (Monitor > Routing > Route Information)

• Support Information page (Maintain > Customer Support > Support Information)

• View Events page (Monitor > Events and Alarms > View Events)

[PR/433883: This is a known software limitation.]

• In the J-Web interface for EX4500 switches, the Ports Configuration page (Configure

> Interfaces >Ports), the Port Security Configuration page (Configure >Security >Port

Security), and the Filters Configuration page (Configure > Security > Filters) display

features that are not supported on EX4500 switches. [PR/525671: This is a known

software limitation.]

• If you insert four ormore EX8200-40XS line cards in an EX8208 or EX8216 switch, the

Support Information page (Maintain > Customer Support > Support Information) in

the J-Web interface might fail to load because the configuration might be larger than

themaximum size of 5 MB. The error message that appears is Configuration too large

to handle. [PR/552549: This is a known software limitation.]
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• The J-Web interface does not support role-basedaccess control; it supports only users

in the super-user authorization class. So a userwho is not in the super-user class, such

asauserwith view-onlypermission, is able to launch the J-Web interfaceand is allowed

toconfigureeverything, but theconfiguration fails on the switch, and theswitchdisplays

access permission errors. [PR/604595: This is a known software limitation.]

• In mixed EX4200 and EX4500 Virtual Chassis, the J-Web interface does not list the

features supportedby thebackupor linecardmembers . Instead, it lists only the features

supported by the master. [PR/707671: This is a known software limitation.]

• If a Virtual Chassis contains more than six members, the Support Information page

(Maintain > Customer Support > Support information) might not load. [PR/777372:

This is a known software limitation.]

• For EX Series switches, in the J-Web interface, the username field on the Login screen

does not accept HTML tags or the < and >characters. The following error message

appears: A username cannot include certain characters, including < and >. [This is a

known software limitation.]

• When you use anHTTPS connection in theMicrosoft Internet Explorer browser to save

a report from some pages in the J-Web interface, the error message Internet Explorer

was not able to open the Internet site is displayed. This problem occurs because the

Cache-Control: nocacheHTTPheader is addedon theserver side, and InternetExplorer

does not allow you to download the encrypted file with the Cache-Control: no cache

HTTP header set in the response from the server.

As aworkaround, refer toMicrosoft Knowledge Base article 323308, which is available

at http://support.microsoft.com/kb/323308. Alternatively, use HTTP in the Internet

Explorer browser or use HTTPS in the Mozilla Firefox browser to save a file from one

of these pages. [This is a known software limitation.]

Layer 2 and Layer 3 Protocols

• On EX3200 and EX4200 switches, MPLS is not supported on Layer 3 tagged

subinterfaces and routed VLAN interfaces (RVIs) , even though the CLI allows you to

commit a configuration that enables these features. [PR/612434: This is a known

software limitation.]

Management and RMON

• On EX Series switches, an SNMP query fails when the SNMP index size of a table is

greater than 128bytes, because theNetSNMP tool does not support SNMP index sizes

greater than 128 bytes. [PR/441789: This is a known software limitation.]

• WhenMVRP is configured on a trunk interface, you cannot configure connectivity fault

management (CFM)onthat interface. [PR/540218:This isaknownsoftware limitation.]

• The connectivity fault management (CFM) process (cfmd)might create a core file.

[PR/597302: This is a known software limitation.]
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Multicast Protocols

• OnEX9200switches,multicast trafficmightbemomentarily duplicatedonanmrouter

port (the port that connects to amulticast router) when a newmember is added to

an aggregated Ethernet bundle (or link aggregation group [LAG]) and when that new

member is in the Detached state. [PR/848390: This is a known software limitation.]

Software Installation and Upgrade

• OnEX4200switches,when youupgrade JunosOS, the softwarebuild-timedatemight

be reset. [PR/742861]

Virtual Chassis

• A standalone EX4500 switch on which the PICmode is set to virtual-chassis has less

bandwidth available for network ports than a standalone EX4500 switch on which

PICmode is set to intraconnect. The network ports on a standalone EX4500 switch

thathasavirtual-chassisPICmodesettingoftendonotachieve line-rateperformance.

The PICmode on an EX4500 switch might have been set to virtual-chassis in one of

the following ways:

• The switch was ordered with a Virtual Chassis module installed and thus has its PIC

mode set to virtual-chassis by default.

• Youentered the requestchassispic-modevirtual-chassisoperationalmodecommand

to configure the switch as amember of a Virtual Chassis.

Tocheck thePICmode foranEX4500switch thathasaVirtualChassismodule installed

in it, use the show chassis pic-mode command.

Youmust always set the PICmode on a standalone EX4500 switch to intraconnect.

Set thePICmode to intraconnectbyentering the requestchassispic-mode intraconnect

operational mode command.

[This is a known software limitation.]

• The automatic software update feature is not supported on EX4500 switches that

are members of a Virtual Chassis. [PR/541084: This is a known software limitation.]

• When an EX4500 switch becomes amember of a Virtual Chassis, it is assigned a

member ID. If that member ID is a nonzero value, then if that member switch is

downgraded to a software image that does not support Virtual Chassis, you cannot

change themember ID to 0. A standalone EX4500 switch must have amember ID of

0. The workaround is to convert the EX4500 Virtual Chassis member switch to a

standalone EX4500 switch before downgrading the software to an earlier release, as

follows:

1. Disconnect all Virtual Chassis cables from themember to be downgraded.

2. Convert the member switch to a standalone EX4500 switch by issuing the request

virtual-chassis reactivate command.
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3. Renumber the member ID of the standalone switch to 0 by issuing the request

virtual-chassis renumber command.

4. Downgrade the software to the earlier release.

[PR/547590: This is a known software limitation.]

• When you add a newmember switch to an EX4200 Virtual Chassis, EX4500 Virtual

Chassis, or mixed EX4200 and EX4500 Virtual Chassis in a ring topology, a member

switch that was already part of the Virtual Chassis might become nonoperational for

several seconds. Themember switch returns to the operational state with no user

intervention. Network traffic to the member switch is dropped during the downtime.

To avoid this issue, follow this procedure:

1. Cable one dedicated or user-configured Virtual Chassis port (VCP) on the new

member switch to the existing Virtual Chassis.

2. Power on the newmember switch.

3. Wait for the new switch to become operational in the Virtual Chassis. Monitor the

show virtual-chassis command output to confirm the new switch is recognized by

the Virtual Chassis and is in the Prsnt state.

4. Cable the other dedicated or user-configured VCP on the newmember switch to

the Virtual Chassis.

[PR/591404: This is a known software limitation.]

Related
Documentation

New Features in Junos OS Release 12.3 for EX Series Switches on page 24•

• Changes inDefaultBehavior andSyntax in JunosOSRelease 12.3 for EXSeriesSwitches

on page 34

• Outstanding Issues in Junos OS Release 12.3 for EX Series Switches on page 42

• Resolved Issues in Junos OS Release 12.3 for EX Series Switches on page 46

• Changes to and Errata in Documentation for Junos OS Release 12.3 for EX Series

Switches on page 64

• Upgrade andDowngrade Instructions for JunosOSRelease 12.3 for EXSeries Switches

on page 66

Outstanding Issues in Junos OS Release 12.3 for EX Series Switches

The following are outstanding issues in Junos OS Release 12.3R3 for EX Series switches.

The identifier following the description is the tracking number in our bug database.

For the most complete and latest information about known Junos OS defects, use the

Juniper online Junos Problem Report Search application.

NOTE: Other software issues that are common to both EX Series switches
andM,MX, and TSeries routers are listed in “Outstanding Issues in JunosOS
Release 12.3 for M Series, MX Series, and T Series Routers” on page 146.
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Access Control and Port Security

• OnEX9200switches, theLLDPdatabase isnotupdatedwhenyouchange the interface

description or system name. [PR/848320]

• On EX9200 switches, an LLDP neighbor is not formed for Layer 3-tagged interfaces,

although peer switches are able to form the neighbor. [PR/848721]

Ethernet Switching and Spanning Trees

• In some cases on an EX9200 switch onwhich theMultiple VLANRegistration Protocol

(MVRP) has been configured, the switch might not propagate dynamic VLAN

information about VLANs that are associated with a trunk port. [PR/840390]

• On EX9200 switches running the VLAN Spanning Tree Protocol (VSTP), incoming

BPDUsmightnotbe included in theoutputof the showspanning-treestatistics interface

command. [PR/847405]

• On EX9200 switches, BPDU blocking does not work on 40-gigabit interfaces.

[PR/861293]

Firewall Filters

• On EX4200 switches, an aggregated Ethernet interface is not supported as amatch

condition in a firewall filter. [PR/886476]

High Availability

• On EX8200 Virtual Chassis, performing an NSSU upgrade from Junos OS Release

12.2R3.5 to Release 12.3R2 or Release 12.3R3 results in vmcore files being created on

the backup XRE200 External Routing Engine, and vmcore and ksyncd core files being

created on EX8200member switches. As a workaround, use only supported NSSU

upgrade paths. For information on supported NSSU upgrade paths, see “Upgrade and

Downgrade Instructions for Junos OSRelease 12.3 for EX Series Switches” on page 66.

[PR/860872]

Infrastructure

• On EX8208 switches, when a line card that has no interface configurations and is not

connected to any device is taken offline using the request chassis fpc-slot slot-number

offline command, the Bidirectional Forwarding Detection process (bfd) starts and

stops repeatedly. Thesamebfdprocessbehavior occursona line card that is connected

toaLayer 3domainwhenanother line card that is on the sameswitchand is connected

to a Layer 2 domain is taken offline. [PR/548225]

• Whenmulticast traffic is transiting an EX8200 switch, kernel panic might occur on a

newmaster Routing Engine, causing the string rn_clone_unwire parent unreferenced to

be displayed during a nonstop software upgrade (NSSU) or after multiple graceful

Routing Engine switchover (GRES) operations. [PR/734295]

• On EX9200 switches, if you configure multichassis link aggregation (MC-LAG) in

active-activemode and then one of the provider edge (PE) routers is rebooted, Layer 3
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traffic might be lost for more than 10 seconds. This loss occurs because, by default,

whenever a peer PE router is rebooted, the Link Aggregation Control Protocol (LACP)

system ID on the other peer router changes.

As a workaround, designate one of the PE routers to be status-control active using the

following command on the PE router: set interfaces aex aggregated-ether-options

mc-ae events iccp-peer-down prefer-status-control-active. As a result of issuing this

command on the PE router, when a peer PE router goes down, the LACP system ID

does not change.

NOTE: To configure the prefer-status-control-active statement, youmust

configure the status-control active statement. Do not configure

status-control as standby.

[PR/853694]

• On EX2200 and EX3300 switches, storm control does not limit traffic to the set value

when that traffic enters through uplink ports; the traffic is limited to 10 times the set

value. [PR/879798]

Interfaces

• If you configure a VLAN range on an access interface of an EX9200 switch , the Layer 2

address learning daemon (l2ald) might fail. As a workaround, do not configure VLAN

ranges on EX9200 switch access interfaces. [PR/837608]

• In some cases on an EX9200 switch, when the egress traffic on an interface is very

high, host-originated packets (for example, OSPF hellos) that are to be sent on that

interface are delayed inside the Packet Forwarding Engine. As a result, the peer device

times out and the protocol flaps. [PR/848870]

J-Web Interface

• In the J-Web interface on EX4200 switches; SRX100, SRX210, SRX240, and SRX650

Series Services Gateways; and all J Series devices, if you try to change the position of

columns using the drag-and-dropmethod, only the column header moves to the new

position instead of the entire column in the OSPF Global Settings table in the OSPF

Configuration page, the Global Information table in the BGPConfiguration page, or the

Add Interface window in the LACP Configuration page. [PR/465030]

• If you configure an IPv6 address for a VLAN in the J-Web interface, you cannot then

edit the VLAN configuration. [PR/466633]

• When a large number of static routes are configured and you have navigated to pages

other than page 1 in the Route Information table in the Static Routingmonitoring page

in the J-Web interface (Monitor > Routing > Route Information), changing the Route

Table to query other routes refreshes the page but does not return to page 1. For

example, if you run a query from page 3 and the new query returns very few results,

the Results table continues to display page 3 and shows no results. To view the results,

navigate to page 1 manually. [PR/476338]

Copyright © 2013, Juniper Networks, Inc.44

Junos OS 12.3 Release Notes



• When you use anHTTPS connection in theMicrosoft Internet Explorer browser to save

a report from the following pages in the J-Web interface, the error message Internet

Explorer was not able to open the Internet site is displayed on the following pages:

• Files page (Maintain > Files)

• History page (Maintain > Config Management > History)

• Port Troubleshooting page (Troubleshoot > Troubleshoot > Troubleshoot Port)

• Static Routing page (Monitor > Routing > Route Information)

• Support Information page (Maintain > Customer Support > Support Information)

• View Events page (Monitor > Events and Alarms > View Events)

[PR/542887]

• If you have accessed the J-Web interface using an HTTPS connection through the

Microsoft Internet ExplorerWeb browser, youmight not be able to download and save

reports from some pages on the Monitor, Maintain, and Troubleshoot tabs. Some

affected pages are at these locations:

• Maintain > Files > Log Files > Download

• Maintain > Config Management > History

• Maintain > Customer Support > Support Information > Generate Report

• Troubleshoot > Troubleshoot Port > Generate Report

• Monitor > Events and Alarms > View Events > Generate Report

• Monitor > Routing > Route Information > Generate Report

As a workaround, use the Mozilla FirefoxWeb browser to download and save reports

using an HTTPS connection. [PR/566581]

• In the J-Web interface, HTTPS access might work with an invalid certificate. As a

workaround, after you change the certificate, issue the restart web-management

command to restart the J-Web interface. [PR/700135]

• OnEX2200-Cswitches, if youhavechanged themedia typeandcommitted thechange,

the Ports configuration page (Configure > Interfaces > Ports) might not list the uplink

port. [PR/742847]

• After you remove or reboot a Virtual Chassis member (either the backup or amember

in the linecard role), when you click other members in the J-Web interface, the chassis

view for thosemembersmight not expand, and the dashboardmight log the following

error: stackImg isnullornotanobject. Asaworkaround,manually refresh thedashboard.

[PR/771415]

• OnEXSeriesVirtualChassis that havemore than fivemembers, logging in to the J-Web

dashboard might take more than 30 seconds. [PR/785300]

• On EX8200 Virtual Chassis, if you are using the Virtual Chassis Wizard in the J-Web

interface in the Mozilla Firefox version 3.x browser, if you have selectedmore than six

port pairs fromthesamemember for conversion, thewizardmightdisplay the incorrect

45Copyright © 2013, Juniper Networks, Inc.

Outstanding Issues in Junos OS Release 12.3 for EX Series Switches



port conversion status. Also, if you double-click Next after deleting an active member

in the Members page, the J-Web interface might stop working. [PR/796584]

Management and RMON

• On EX Series switches, when the ARP table is cleared from the CLI, the SNMPMIB

ipNetToMediaPhysAddressmight havemore entries than theARP table. [PR/853536]

Multicast Protocols

• On EX9200 switches, Layer 3 multicast traffic loss might occur for about 20 seconds

on the switch when the switch is acting as the last-hop router (LHR) and the software

performs a graceful Routing Engine switchover (GRES). [PR/848861]

• On EX9200 switches, the mcsnoopd process creates multiple core files at

rt_nexthops_free during GRES with Layer 3 multicast traffic. [PR/848732]

• If you configure a large number of PIM source-specific multicast (SSM) groups on an

EX9200switch, the switchmight experienceperiodic IPv6 traffic loss. Asaworkaround,

configure the pim-join-prune-timeout value on the last-hop router (LHR) to
250 seconds. [PR/853586]

• In the J-Web interface on EX Series switches, you cannot configure OSPFv3 by using

thepoint-and-click function (Configure>Point&Click>Protocols>Configure>Ospf3).

As a workaround, configure OSPFv3 options by using the CLI. You can then view and

edit theOSPFv3parametersbyusing thepoint-and-click function in the J-Web interface.

[PR/857540]

Virtual Chassis

• If you unplug the management cable from themaster switch of an EX2200 Virtual

Chassis, a remote session through themanagement port is lost even if the backup

switch has amanagement cable. [PR/882135]

Related
Documentation

New Features in Junos OS Release 12.3 for EX Series Switches on page 24•

• Changes inDefaultBehavior andSyntax in JunosOSRelease 12.3 for EXSeriesSwitches

on page 34

• Limitations in Junos OS Release 12.3 for EX Series Switches on page 35

• Resolved Issues in Junos OS Release 12.3 for EX Series Switches on page 46

• Changes to and Errata in Documentation for Junos OS Release 12.3 for EX Series

Switches on page 64

• Upgrade andDowngrade Instructions for JunosOSRelease 12.3 for EXSeries Switches

on page 66

Resolved Issues in Junos OS Release 12.3 for EX Series Switches

The following issues have been resolved in Junos OS Release 12.3 for EX Series switches.

The identifier following the descriptions is the tracking number in our bug database.
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For the most complete and latest information about known Junos OS defects, use the

Juniper online Junos Problem Report Search application.

NOTE: Other software issues that are common to both EX Series switches
andM,MX, and TSeries routers are listed in “Outstanding Issues in JunosOS
Release 12.3 for M Series, MX Series, and T Series Routers” on page 146.

• Issues Resolved in Release 12.3B1 on page 47

• Issues Resolved in Release 12.3B2 on page 49

• Issues Resolved in Release 12.3R2 on page 58

• Issues Resolved in Release 12.3R3 on page 60

Issues Resolved in Release 12.3B1

The following issues have been resolved since Junos OS Release 12.2. The identifier

following the description is the tracking number in our bug database.

Access Control and Port Security

• When access configuration is not required and the guest VLAN feature is configured,

supplicantsmight not be able to authenticate using the guest VLAN and remain in the

connecting state. [PR/783606: This issue has been resolved.]

Converged Networks (LAN and SAN)

• On EX4500 switches, the DCBX protocol does not work. [PR/795835: This issue has

been resolved.]

Ethernet Switching and Spanning Trees

• WhenyouenableQ-in-QtunnelingandMLDsnooping, nosnoopingdatabase ispresent

on the switch. [PR/693224: This issue has been resolved.]

High Availability

• After you perform a nonstop software upgrade (NSSU), youmight notice a traffic

outage of 150 secondswhile the line cards are restarting. [PR/800460: This issue has

been resolved.]

J-Web Interface

• In the J-Web interface, the Help page for the Install package in the Software

Maintenance page (Maintain > Software) might not appear. [PR/786654: This issue

has been resolved.]

• In the J-Web interface, if you enable a spanning-tree protocol (STP, RSTP, or MSTP)

and then exclude some ports from the spanning tree, youmight not be able to include

these ports as part of a redundant trunk group (RTG). [PR/791759: This issue has been

resolved.]
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Management and RMON

• After a Routing Engine switchover, LACP and MIB process (mib2d) core files might be

created. [PR/790966: This issue has been resolved.]

Power over Ethernet (PoE)

• Power over Ethernet (PoE) andPower over EthernetPlus (PoE+) cannot be configured

by using the EX8200member switches in an EX8200 Virtual Chassis. [PR/773826:

This issue has been resolved.]
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Virtual Chassis

• In amixedEX4200andEX4500Virtual Chassis, themaster chassis viewmight display

the temperature indicator of the backup. [PR/783052: This issue has been resolved.]

Issues Resolved in Release 12.3B2

The following issues have been resolved since Junos OS Release 12.3B1. The identifier

following the description is the tracking number in our bug database.

Access Control and Port Security

• For LLDP, the values for the IEEE 802.3 - MAC/PHY Configuration/Status TLVmight

be incorrect. [PR/607533: This issue has been resolved.]

• If a Unified Access Control (UAC) infranet controller is unreachable, an 802.1X (dot1x)

interfacemight not be able to access the server-fail VLAN. [PR/781586: This issue has

been resolved.]

• If you enable 802.1X with MAC RADIUS authentication, that is, by including the

mac-radius statement in theconfiguration, theauthenticationmanagerprocess (authd)

might reachamemory limitwhen there are approximately 250users. As aworkaround,

reset the authd process when it reaches 85 percent of its RLIMIT_DATA value (that is,

85 percent of 130 MB). To check the amount of memory being used by the authd

process, use the show system processes extensive operational mode command.

[PR/783363: This issue has been resolved.]

• DHCP snooping might not allow DHCP Inform ACK packets to pass to the client.

[PR/787161: This issue has been resolved.]

• If you configure a static MAC bypass for 802.1X (dot1x) and you add a new host to the

exclusion list, theMACaddresses of existing hosts that have already been successfully

authenticatedusing staticMACbypassmightmove toan incorrectVLAN. [PR/787679:

This issue has been resolved.]

• Traffic leaks might occur for unknown unicast and broadcast traffic frommultiple

VLANs when a MAC-RADIUS-assigned VLAN is set on a switch interface through a

server-initiated attribute change. If the 802.1X interface has VLAN 100 assigned and

the RADIUS server sends a different VLAN attribute (for example, 200 rather than

100), after the interface is assigned in VLAN200, it also sends egress unknownunicast

and broadcast traffic traffic that belongs to VLAN 100. [PR/829436: This issue has

been resolved.]

• On EX6200 switches, LLDP stops working if you execute the set

ethernet-switching-options voip interface access-ports vlan command. [PR/829898:

This issue has been resolved.]
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Class of Service

• When you are configuring class-of-service (CoS) drop profiles, the commit operation

might fail andmight display the messageMissingmandatory statement:

'drop-probability'. [PR/807885: This issue has been resolved.]

Ethernet Switching and Spanning Trees

• If a VLAN change occurs quickly, the client might not be able to obtain an IP address.

[PR/746479: This issue has been resolved.]

• When you add a new virtual routing and forwarding (VRF) instance, existing firewall

filtersmight not be applied to the newVRF instance. [PR/786662: This issue has been

resolved.]

• You cannot configure a VLANwhose name contains a hyphen (-). As a workaround,

useanunderscore (_) in thename instead. [PR/753090: This issuehasbeen resolved.]

• Ethernet ring protection switching (ERPS; G.8032) does not block PVST BPDUs.

[PR/793891: This issue has been resolved.]

• If you delete an IPv6 configuration on a routed VLAN interface (RVI), ARP requests

might not be trapped to the CPU and are not resolved. As a workaround, delete the

RVI and then reconfigure it, or reboot the switchafter youdelete the IPv6configuration.

[PR/826862: This issue has been resolved.]

• After a software upgrade on the switch, Spanning Tree Protocol (STP) might not be

distributed on some aggregated Ethernet links. [PR/822673: This issue has been

resolved.]

Firewall Filters

• On all EX Series switches except EX8200 switches, if you have configured several

policer settings in the same filter, they might all be overwritten when you change one

of the settings. As a workaround, delete the setting and then add it back again with

the desired changes. [PR/750497: This issue has been resolved.]

• On EX8200 Virtual Chassis, if you add and delete a firewall filter for traffic that enters

on one Virtual Chassis member and is transmitted out another member, IPv6 traffic

might be dropped. If the ingress and egress interfaces are on the samemember, the

firewall filter works correctly. [PR/803845: This issue has been resolved.]

• On EX8200 Virtual Chassis, when both dscp and ieee-802.1 rewrite rules are applied

on a routed VLAN interface (RVI), deleting the filters and binding again on the same

RVI or clearing interface statisticsmight createapfemcore file. [PR/828661: This issue

has been resolved.]

Hardware

• When you remove the hard drive from an XRE200 External Routing Engine, an SNMP

trap and a system alarmmight not be generated. [PR/710213: This issue has been

resolved.]

• Non-Juniper Networks DAC cables do not work on EX Series switches. [PR/808139:

This issue has been resolved.]
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• OnEX4200switches, highCPUusagemightbedue toconsole cablenoise. [PR/818157:

This issue has been resolved.]

• On EX4550 switches, the backlight on the LCD panel does not turn on. [PR/820473:

This issue has been resolved.]

• When an uplink module in the switch is operating in 1-gigabit mode, a chassism core

file might be created if you remove an SFP transceiver from one of the module's

interfaces. As the chassism process restarts, all traffic passing through the interface

is dropped. This problemhappenswith both copper and fiber SFPs. [PR/828935: This

issue has been resolved.]

High Availability

• OnanXRE200ExternalRoutingEngine,whenyouperformanonstopsoftwareupgrade

(NSSU) operation that includes the reboot option, the physical link might flap, which

causes traffic loss and protocol flapping. [PR/718472: This issue has been resolved.]

Infrastructure

• If you enable gratuitous ARP by including the gratuitous-arp-reply,

no-gratuitous-arp-reply, or no-gratuitous-arp-request statement in the configuration,

the switch might process gratuitous ARP packets incorrectly. [PR/518948: This issue

has been resolved.]

• The output of the show system users no-resolve command displays the resolved

hostname. [PR/672599: This issue has been resolved.]

• Rate limiting formanagement traffic (namely, FTP,SSH,andTelnet)arrivingonnetwork

ports causes file transfer speeds tobe slow. [PR/691250:This issuehasbeen resolved.]

• In some cases, broadcast traffic that is received on themanagement port (me0) is

broadcast to other subnets on the switch. [PR/705584: This issue has been resolved.]

• The allow-configuration-regexps statement at the [edit system login class] hierarchy

level does not work exactly the same way as the deprecated allow-configuration

statement at the same hierarchy level. [PR/720013: This issue has been resolved.]

• When you delete the VLANmapping for an aggregated Ethernet (ae) interface, the

Ethernet switching process (eswd)might crash and display the error messageNo vlan

matches vlan tag 116 for interface ae5.0. [PR/731731: This issue has been resolved.]

• Thewildcard range unprotect configuration statementmight not be synchronized with

the backup Routing Engine. [PR/735221: This issue has been resolved.]

• After you successfully install JunosOS, if you uninstall AI scripts, anmgdcore filemight

be created. [PR/740554: This issue has been resolved.]

• When there is a large amount of NetBIOS traffic on the network, the switch might

exhibit high latency while pinging between VLANs. [PR/748707: This issue has been

resolved.]

• On EX4200 switches, a Packet Forwarding Engine process (pfem) core file might be

created while the switch is running the Packet Forwarding Engine internal support

script and saving the output to a file. [PR/749974: This issue has been resolved.]
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• Youmight see the following message in log files: Kernel/ (COMPOSITE NEXTHOP)

failed, err 6 (NoMemory). [PR/751985: This issue has been resolved.]

• On EX3300 switches, if you configure more than 20 BGPv6 neighbor sessions, the

command-line interface (CLI) might display the db> prompt. [PR/753261: This issue

has been resolved.]

• On EX8200 switches, the master-only configuration for the management interface

does not work. [PR/753765: This issue has been resolved.]

• The Junos OS kernelmight crash because of a timing issue in the ttymodem() internal

I/O processing routine. The crash can be triggered by simple remote access (such as

Telnet or SSH) to the device. [PR/755448: This issue has been resolved.]

• On EX Series switches, after a flash memory initialization process for the /var or

/var/tmpdirectory has been causedby severe corruption, SSHandHTTPaccessmight

not work correctly. As a workaround for SSH access, create a /var/empty folder.

[PR/756272: This issue has been resolved.]

• On EX8200 switch line cards, a Packet Forwarding Engine process (PFEM) core file

might be createdas the result of amemory segmentation fault. [PR/757108: This issue

has been resolved.]

• EX4500 switches and EX8200-40XS line cards do not forward IP UDP packets when

their destination port is 0x013f (PTP) or when the fragmented packet has the value

0x013f at the same offset (0x2c). [PR/775329: This issue has been resolved.]

• After youupgrade to JunosOSRelease 11.4R3,EXSeries switchesmight stop responding

toSNMP ifIndex list queries. Asaworkaround, restart the switch. If restarting the switch

is not an option, restart the shared-memory daemon (shm-rtsdbd). [PR/782231: This

issue has been resolved.]

• WhenEXSeries switches receivepackets acrossaGRE tunnel, theymight not generate

and send ARP packets to the device at the other end of the tunnel. [PR/782323: This

issue has been resolved.]

• On EX4550 switches, if you configure the management (me0) interface and a static

route, the switch is unable to connect to a gateway. [PR/786184: This issue has been

resolved.]

• After you removean IPv6 interfaceconfigurationand thenperforma rollbackoperation,

the IPv4 labelmight change toexplicit null. [PR/786537: This issuehasbeen resolved.]

• Whenmany packets are queued to have their next hop resolved, some packets might

become corrupted. [PR/790201: This issue has been resolved.]

• If you configure IPv6 andVRRP, the IPv6VRRPMACaddressmight be used incorrectly

as the sourceMAC address when the switch routes traffic across VLANs. [PR/791586:

This issue has been resolved.]

• The /var/log/messages file might fill up with the following message: caff_sf_rd_reg

ret:00000slot:1 chip:1 addr:02b45cdata:0. [PR/792396.This issuehasbeen resolved.]

• When you restart a line card, the BFD session might go down. [PR/793194: This issue

has been resolved.]
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• After the system has been up for days, EX8200 line cards might reach 100 percent

CPU usage and then stay at 100 percent. [PR/752454: This issue has been resolved.]

• On an EX8200 Virtual Chassis, the dedicated Virtual Chassis port (VCP) link between

the XRE200 External Routing Engine and the Routing Engine on amember switch

might be down after an upgrade. As a workaround, manually disable and then enable

the physical link. [PR/801507: This issue has been resolved.]

• After you upgrade JunosOS, a ppmd core filemight be created, and protocols that use

ppmdmight not work correctly. [PR/802315: This issue has been resolved.]

• On EX3300 switches, when you are configuring BGP authentication, after you have

configured theauthentication key, BGPpeering is never established. [PR/803929:This

issue has been resolved.]

• An EX6200 switchmight send 802.1Q tagged frames out of access ports when DHCP

snooping is configured. Thismight prevent certain vendors’ end devices from receiving

proper IPaddresses fromtheDHCPserver. [PR/804010:This issuehasbeen resolved.]

• On EX Series switches that have Power over Ethernet (PoE) capability, chassisd (the

chassis daemon) might crash when running SNMP requests (for example, SNMP get,

get-next, and walk requests) on pethMainPse objects. This is caused by the system

trying to free memory that is already freed. As a workaround, avoid running SNMP

requests on pethMainPse objects. [PR/817311: This issue has been resolved.]

• If you reboot the switch with the routed VLAN interface (RVI) disabled, then even if

you reenable the RVI, the RVI traffic is not routed in the Packet Forwarding Engine; the

traffic is trapped to the CPU and is policed by the rate limit in the Packet Forwarding

Engine. [PR/838581: This issue has been resolved.]

Interfaces

• EX4200andEX4500switches support64aggregatedEthernet interfaceseven though

the hardware can support 111 interfaces. [PR/746239: This issue has been resolved.]

• When VRRP is running between two EX8200 switches on a VLAN, after a master

switchover, both switches might act as master. [PR/752868: This issue has been

resolved.]

• After you change the physical speed on a Virtual Chassis member interface, an

aggregatedEthernet (ae) interfacemight flapafter you issue thenextcommitcommand

to commit configuration changes. [PR/779404: This issue has been resolved.]

• OnEX4500 switches, link-protection switchover or revertmight notwork as expected.

[PR/781493: This issue has been resolved.]

• On aggregated Ethernet (ae) interfaces, the Link Layer Discovery Protocol (LLDP)

might not work. [PR/781814: This issue has been resolved.]

• When you issue the show vrrp brief command, a VRRP process (vrrpd) core file might

be created. [PR/782227: This issue has been resolved.]

• On EX8200 switches, when you issue the request system reboot other-routing-engine

command, a timeout error might be displayed before the Routing Engine initiates its

reboot operation. [PR/795884: This issue has been resolved.]
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• On EX4550 switches, link autonegotiation does not work on 1-Gb SFP interfaces.

[PR/795626: This issue has been resolved.]

• On EX Series switches, if you have configured a link aggregation group (LAG) with link

protection, an interfaceon thebackupmembermightdrop ingress traffic. [PR/796348:

This issue has been resolved.]

• If you apply a policer to an interface, the policer might not work, andmessages similar

to the following are logged: dfw_bind_policer_template_to_filter:205 Binding policer

fails. [PR/802489: This issue has been resolved.]

• An interface on an EX4550-32F switch might go up and down randomly even when

no cable is plugged in. [PR/803578: This issue has been resolved.]

• On EX3300 switches, when you configure VRRPwith MD5 authentication with the

preempt option on a routed VLAN interface (RVI), a vmcore file might be created. As

a workaround, delete the preempt option and disable MD5 authentication for VRRP.

[PR/808839: This issue has been resolved.]

• OnEX4550VirtualChassis, theshowchassisenvironmentpower-supply-unitoperational

mode commanddoes not show thepower supply status of allmember interfaces. Use

the show chassis hardware command instead. [PR/817397: This issue has been

resolved.]

J-Web Interface

• In the J-Web interface, you cannot upload a software package using the HTTPS

protocol. As a workaround, use either the HTTP protocol or the CLI. [PR/562560: This

issue has been resolved.]

• In the J-Web interface, the link status might not be displayed correctly in the Port

Configuration page or the LACP (Link Aggregation Control Protocol) Configuration

page if the Commit Options preference is set to single commit (the Validate

configuration changes option). [PR/566462: This issue has been resolved.]

• If you have created dynamic VLANs by enablingMVRP from the CLI, then in the J-Web

interface, the following features do not work with dynamic VLANs or static VLANs:

• In the Port Configuration page (Configure > Interface > Ports)—Port profile (select

the interface, clickEdit, and selectPortRole) or theVLANoption (select the interface,

click Edit, and select VLANOptions).

• VLAN option in the LACP (Link Aggregation Control Protocol) Configuration page

(Configure > Interface > Link Aggregation)—Select the aggregated interface, click

Edit, and click VLAN.

• In the 802.1XConfiguration page (Configure >Security >802.1x)—VLANassignment

in the exclusion list (click Exclusion List and select VLANAssignment) or the move

to guest VLAN option (select the port, click Edit, select 802.1X Configuration, and

click the Authentication tab).

• Port security configuration (Configure > Security > Port Security).

• In the Port Mirroring Configuration page (Configure > Security > Port

Mirroring)—Analyzer VLAN or ingress or egress VLAN (clickAdd or Edit and then add

or edit the VLAN).
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[PR/669188: This issue has been resolved.]

• On EX4500 Virtual Chassis, if you use the CLI to switch from virtual-chassis mode to

intraconnectmode, the J-Web interfacedashboardmightnot list all theVirtualChassis

hardware components, and the image of themaster and backup switch chassismight

not be visible after an autorefresh occurs. The J-Web interface dashboard also might

not list the vcp-0 and vcp-1 Virtual Chassis ports in the rear view of an EX4200 switch

(in the linecard role) that is part of an EX4500Virtual Chassis. [PR/702924: This issue

has been resolved.]

• The J-Web interface is vulnerable toHTML cross-site scripting attacks, also called XST

or cross-site tracing. [PR/752398: This issue has been resolved.]

• When you configure the no-tcp-reset statement, the J-Web interfacemight be slow or

unresponsive. [PR/754175: This issue has been resolved.]

• In the J-Web interface, you cannot configure the TCP fragment flag for a firewall filter

in theFiltersConfigurationpage (Configure>Security>Filters). [PR/756241: This issue

has been resolved.]

• In the J-Web interface, you cannot delete a term from a filter and simultaneously add

anewtermto that filter in theFilters configurationpage (Configure>Security>Filters).

[PR/769534: This issue has been resolved.]

• Somecomponentnamesshownby the tooltipon theTemperature in theHealthStatus

panel of the dashboard might be truncated. As a result, you might see many

components thathave thesamenamedisplayed.Forexample, thecomponentsGEPHY

Front Left, GEPHY Front Middle, and GEPHY Front Right might all be displayed as

GEPHYFront. [PR/778313: This issue has been resolved.]

• If you issue the set protocols rstp interface logical-interface-name edge configuration

command from the command-line interface (CLI), the J-Web interface might show

that the configuration in the Configuration detail for Desktop and Phonewindow is not

applicable for the port profile. However, no functionality for the Desktop and Phone

port profile is affected. [PR/791323: This issue has been resolved.]

• In the J-Web interface, if you enable a spanning-tree protocol (STP, RSTP, or MSTP)

and then exclude some ports from the spanning tree, youmight not be able to include

these ports as part of a redundant trunk group (RTG). [PR/791759: This issue has been

resolved.]

• In the J-Web interface on EX4500 and EX4550 switches, you can configure temporal

and exact-temporal buffers, which are not supported by Junos OS. [PR/796719: This

issue has been resolved.]

• In a mixed Virtual Chassis in which an EX4550 switch is the master and at least one

Virtual Chassis member supports Power over Ethernet (PoE), if you click Configure >

POE and then click another tab, a javascript error might be displayed. [PR/797256;

This issue has been resolved.]

• In the J-Web interface on EX4550 switches, if you are using in-bandmanagement and

select EZSetup, the error message undefined configuration delivery failed is displayed
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even though the configuration has been successfully committed. [PR/800523: This

issue has been resolved.]

• On EX2200 switches, in the dashboard in the J-Web interface, the flash memory

utilization graphmight show an incorrect value of 0%. As a workaround, to view

utilization, clickMonitor>SystemView>System Information and then click theStorage

Media tab. [PR/823795: This issue has been resolved.]

Layer 2 and Layer 3 Protocols

• After a nonstop software upgrade (NSSU) operation, OSPFmight remain in the INIT

state because the flooding entry is not programmed correctly. [PR/811178: This issue

has been resolved.]

• A BFD session might flap if there are stale BFD entries. [PR/744302: This issue has

been resolved.]

• On XRE200 External Routing Engines on which PIM is configured, a nonstop software

upgrade (NSSU) operation might fail when performed when an MSDP peer is not yet

up. As aworkaround, either disable nonstop active routing (NSR) for PIM using the set

protocols pim nonstop-routing disable configuration command or ensure that MSDP

has reached the Established state before starting an NSSU operation. [PR/799137:

This issue has been resolved.]

• Multicast packets might be lost when the user switches from one IPTV channel to

another. [PR/835538: This issue has been resolved.]

Management and RMON

• On EX8200 Virtual Chassis, when you perform an snmpwalk operation on the

jnxPsuMIB, the output shows details only for the power supplies on a single line card

member. [PR/689656: This issue has been resolved.]

• When you are using IS-IS for forwarding only IPv6 traffic and IPv4 routing is not

configured, if you performanSNMPget orwalk operation on an IS-IS routing database

table, the routing protocol process (rpd) might crash and restart, possibly causing a

momentary traffic drop. [PR/753936: This issue has been resolved.]

• When an SNMP string is longer than 30 characters, it is not displayed in Junos OS

command output. [PR/781521: This issue has been resolved.]

• The incorrect ifTypemight be displayed for counters on physical interfaces.

[PR/784620: This issue has been resolved.]

• For sFlowmonitoring technology traffic on the switches, incorrect information might

be displayed for output ports. [PR/784623: This issue has been resolved.]

• After a Routing Engine switchover, LACP and MIB process (mib2d) core files might be

created. [PR/790966: This issue has been resolved.]

• An SNMPMIB walk might show unwanted data for newly added objects such as

jnxVirtualChassisPortInPkts or jnxVirtualChassisPortInOctets. [PR/791848: This issue

has been resolved.]

• On EX Series switches, sFlowmonitoring technology packets might be dropped when

the packet size exceeds 1500 bytes. [PR/813879: This issue has been resolved.]
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• In EX3300 Virtual Chassis, if you perform an SNMP poll of jnxOperatingState for fan

operation, the information for the last twomembers in the Virtual Chassis is incorrect.

[PR/813881: This issue has been resolved.]

• On EX8200 switches, sFlowmonitoring technology packets were being generated

with an incorrect source MAC address of 20:0b:ca:fe:5f:10. This issue has been fixed,

and the EX8200 switches now use the outbound port's MAC address as the source

MACaddress for sFlowmonitoring technology traffic. [PR/815366: This issuehasbeen

resolved.]

• An SNMP poll might not return clear information for some field-replaceable units

(FRUs), suchas fansandpower supplies. TheFRUdescriptionmightnot indicatewhich

physical switch contains the FRU. [PR/837322: This issue has been resolved.]

Multicast Protocols

• When an EX Series switch is routing multicast traffic, that traffic might not exit from

themulticast routerport in the sourceVLAN. [PR/773787:This issuehasbeen resolved.]

• Whilemulticast is resolving routes, the following SPF-related errormight be displayed:

SPF:spf_change_sre(),383: jt_change() returnederror-code(Notfound:4)! [PR/774675:

This issue has been resolved.]

• OnEX8200switches,multicastMDNSpacketswith thedestinationaddress224.0.0.251

are blocked if IGMP snooping is enabled. [PR/782981: This issue has been resolved.]

• In MPLS implementations on EX Series switches, EXP bits that are exiting the provider

edge switch are copied to the three least-significant bits of DSCP—that is, to IP

precedence—rather than to themost-significant bits. [PR/799775: This issue has been

resolved.]

Software Installation and Upgrade

• EX4550 switchesmight not load the configuration file after you perform an automatic

image upgrade. [PR/808964]

• On EX8200 Virtual Chassis, nonstop software upgrade (NSSU) with the no-reboot

option is not supported. [PR/821811: This issue has been resolved.]

Virtual Chassis

• On EX8200 Virtual Chassis, when you swap themembers of a link aggregation group

(LAG), a vmcore or ksyncd core file might be created on the backup Routing Engine.

[PR/711679: This issue has been resolved.]

• On EX8200 Virtual Chassis, after you ungracefully remove themaster Routing Engine

from themember switch, traffic might be interrupted for up to 2minutes.

[PR/742363:This issue has been resolved.]

• On EX3300 switches, when a Virtual Chassis is formed, the Virtual Chassis backup

member's console CLI is not automatically redirected to the Virtual Chassis master's

console CLI. As a workaround, manually log out from the Virtual Chassis backup

member. [PR/744241:This issue has been resolved.]
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• On EX8200 Virtual Chassis, the request system snapshot command does not take a

snapshot on the backupRouting Engine of bothmembers. [PR/750724: This issue has

been resolved.]

• On EX8200 Virtual Chassis, the switch might incorrectly send untagged packets. As a

result, some hosts in the VLANmight experience connectivity issues. [PR/752021: This

issue has been resolved.]

• OnEX8200Virtual Chassis, after oneVirtual Chassismember is rebooted, the line card

of the corresponding rebootedmember switch is not brought down immediately, and

hence thepeer sees that the interfaces remain in theUpstate.Additionally, the interface

state is not cleared immediately in the switch card chassis kernel. The result is that

the protocol session goes down, and traffic loss occurs even if you have configured

nonstop active routing (NSR). [PR/754603: This issue has been resolved.]

• On XRE200 External Routing Engines, when you issue the show chassis hardware

command and specify display xml, duplicate occurrences of the <name> and

<serial-number> tags under the <chassis> tag might result in malformed XML output.

[PR/772507: This issue has been resolved.]

• On XRE200 External Routing Engines, a chassism core file might be created.

[PR/791959: This issue has been resolved.]

• On EX8200 Virtual Chassis, when you swap themembers of a link aggregation group

(LAG), a vmcore or ksyncd core file might be created on the backup Routing Engine.

[PR/793778: This issue has been resolved.]

• On XRE200 External Routing Engines on which DHCP snooping and dynamic ARP

inspection are enabled, when packets are transmitting out a different line card type

from the ingress interface, an SFID core file might be created. [PR/794293: This issue

has been resolved.]

• OnEX8200VirtualChassis, thedevbufprocessmight leakmemory, eventually bringing

the switch down to a halt. As a workaround, perform a hard shutdown by issuing the

ifconfig em[0-8] down command on the em interfaces that are in the down state.

[PR/823045: This issue has been resolved.]

Issues Resolved in Release 12.3R2

The following issues have been resolved since Junos OS Release 12.3R1. The identifier

following the description is the tracking number in our bug database.
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Access Control and Port Security

• On EX Series switches, the LLDP-MEDmedia endpoint class is shown as invalid. This

problem is just a display issue—there is no functional impact. [PR/840915: This issue

has been resolved.]

Class of Service

• On EX Series switches, EXP CoS classification does not occur if EXP CoS classifiers

are deleted and then added. [PR/848273: This issue has been resolved.]

Ethernet Switching and Spanning Trees

• OnanEX4200switch configured forVLAN translation,WindowsNetBIOS trafficmight

not be translated. [PR/791131: This issue has been resolved.]

• On EX Series switches, the Cisco Discovery Protocol (CDP) and the VLAN Trunking

Protocol (VTP) do not work through Layer 2 protocol tunneling(L2PT). [PR/842852:

This issue has been resolved.]

• On EX Series switches, the Q-BRIDGE-MIB OID 1.3.6.1.2.1.17.7 reports the VLAN internal

index instead of the VLAN ID. [PR/850299: This issue has been resolved.]

• If an EXSeries switch has a redundant trunk group (RTG) link, aMACRefreshmessage

might be sent on a new active link of the RTGwhen RTG failover occurs. The switch

sends theRTGMACRefreshmessagewithaVLANtageven thoughRTGsareconfigured

on access ports. [PR/853911: This issue has been resolved.]

Firewall Filters

• On EX2200, EX3200, EX3300, EX4200, EX4500, EX4550, and EX6210 switches, a

firewall filter with family set to ethernet-switching and configured for IPv4 blocks

specific transit IPv6 traffic if the ether_typematch condition in the filter is not explicitly

set to ipv4. As aworkaround, set ether_type to ipv4 in the filter. [PR/843336: This issue

has been resolved.]

Infrastructure

• The unlink option in the request system software add package-name unlink command

does not work on EX Series switches. [PR/739795: This issue has been resolved.]

• On EX8200 switches, multiple rpd process core files might be created on the backup

Routing Engine after a nonstop software upgrade (NSSU) has been performed while

multicast traffic is on the switch. [PR/841848: This issue has been resolved.]

• On EX8200 switches, the commit synchronize commandmight fail with the error

message error: could not open configuration database (juniper.data+). [PR/844315:

This issue has been resolved.]
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Interfaces

• On EX Series switches, if you configure a physical interface's maximum transmission

unit (MTU) with a large value and you do not reconfigure the family inet MTU, OSPF

packets might be dropped when they reach the internal logical interface if the packet

size exceeds 1900 bytes. All communications traffic between Routing Engines and

between FPCs passes through the internal logical interface. The OSPF neighbor does

not receive the OSPF transmissions and ends the OSPF session. The switch displays

the error message bmeb_rx failed. [PR/843583: This issue has been resolved.]

Management and RMON

• On EX Series switches, a configured OAM threshold value might be reset when the

chassis is rebooted. [PR/829649: This issue has been resolved.]

• An SNMP query or walk on ipNetToMediaPhysAddress does not match the show arp

command output. [PR/850051: This issue has been resolved.]

Virtual Chassis

• On EX2200 Virtual Chassis, when there are multiple equal-cost paths, the show

virtual-chassis vc-path source-interface interface-name destination-interface

interface-name command displays the first discovered shortest path, even though

trafficmightbe flowing inanalternatepath. [PR/829752:This issuehasbeen resolved.]

• In a mixed EX4200 and EX4500 Virtual Chassis, link aggregation might generate a

PFEMcore file in somemember switches. [PR/846498: This issue has been resolved.]

• OnEX4200VirtualChassis,CHASSISD_SNMP_TRAP6:SNMPtrapgenerated:Fan/Blower

Removedmessages might be generated periodically, even whenmember switches

cited in the messages are not present in the Virtual Chassis. [PR/858565: This issue

has been resolved.]

Issues Resolved in Release 12.3R3

The following issues have been resolved since Junos OS Release 12.3R2. The identifier

following the description is the tracking number in our bug database.
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Access Control and Port Security

• On EX Series switches, DHCP snooping binding does not renew the lease time when

IPv6 is configured on the client VLAN. When DHCP snooping is configured with ARP

inspection and when a client renews the lease, the switch does not update the DHCP

snooping tablewith the new lease time. The lease eventually times out from theDHCP

snooping table, and theclient still hasavalid lease. Theclient'sARP request eventually

timesoutof the switch, and theclient losesconnectivitybecauseARP inspectionblocks

the transmission because the client has no entry in the DHCP snooping table. As a

workaround, disable and then reenable the client interface or remove IPv6 for the

VLAN. [PR/864078: This issue has been resolved.]

Class of Service

• On EX Series switches, EXP CoS classification does not occur if EXP CoS classifiers

are deleted and then added back. [PR/848273: This issue has been resolved.]

• On EX4500 switches and EX4500 Virtual Chassis, MPLS CoS classifications and

rewrites might not work. [PR/869054: This issue has been resolved.]

Ethernet Switching and Spanning Trees

• On EXSeries switches, when you issue the showspanning-tree interface vlan-id vlan-id

detail command, the vlan-id parameter is ignored, and the output displays information

for all interfaces instead of only for interfaces that are associated with the VLAN ID.

[PR/853632: This issue has been resolved.]

• On EX Series switches, when a topology change is detected on an MSTP-enabled

interface, there might be a delay of several seconds before a BPDU is sent out with a

topology change flag to all the other interfaces. When such a change is detected on

RSTP-enabled interfaces, a BPDU is sent out immediately with the topology change

flag. [PR/860748: This issue has been resolved.]

Hardware

• EX2200 switches are intermittently not recognizing the Redundant Power System

(RPS)after the configurationhasbeenchangedandapower supply hasbeen reseated

in the RPS. [PR/841785: This issue has been resolved.]

• On EX3200, EX4200, EX8200, EX4500, and EX4550 switches, the receiver signal

averageoptical power is shownas0.0000 inoutput for the show interfacesdiagnostics

optics command. [PR/854726: This issue has been resolved.]
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High Availability

• OnEX8200VirtualChassis, anonstopsoftwareupgrade(NSSU)might fail. [PR/871288:

This issue has been resolved.]

Infrastructure

• After you successfully install JunosOS, if you uninstall AI scripts, anmgdcore filemight

be created. [PR/740554: This issue has been resolved.]

• Rate limiting for management traffic (namely, SSH and Telnet) arriving on network

ports causes file transfer speeds tobeslow. [PR/831545:This issuehasbeen resolved.]

• On EX8200 Virtual Chassis, a disabled routed VLAN interface (RVI) might send

gratuitous ARP requests. [PR/848852: This issue has been resolved.]

• OnEX4200VirtualChassis,CHASSISD_SNMP_TRAP6:SNMPtrapgenerated:Fan/Blower

Removedmessages might be generated periodically, even whenmember switches

cited in the messages are not present in the Virtual Chassis. [PR/858565: This issue

has been resolved.]

• On EX4500 Virtual Chassis, an SNMP trap generated for Power Supply Removed

messagemight be sent for a nonexistent power supply in an active member of the

Virtual Chassis. [PR/864635: This issue has been resolved.]

• On EX4200 Virtual Chassis, a /var partition is full alarm and a

CHASSISD_RE_CONSOLE_ME_STORM logmightoccur, causedbyaconsoleerror storm,

even though the /var partition is not full. You can ignore this alarm; it has no effect on

the system. [PR/866863: This issue has been resolved.]

Interfaces

• For EX4500switches, queue counters are not updated formember interfaces of a LAG

when themonitor interface aex command is running. As aworkaround, use themonitor

interfaces traffic command. [PR/846059: This issue has been resolved.]

• When you boot up an EX2200 or EX3300 switchwith JunosOSRelease 12.2R1 or later,

the message ?dog: ERROR - reset of uninitialized watchdog appears. Themessage

appears even if you reboot the switch by using the proper reboot procedure. The error

does not cause a system reset; thus, you can ignore this message. [PR/847469: This

issue has been resolved.]

• On EX3200 and EX4200 switches, high traffic onmanagement Ethernet (me0)

interfacesmight affect switch control andmanagement plane functions. [PR/876110:

This issue has been resolved.]

• On a device that is in configuration private mode, when you attempt to deactivate a

previously defined VLANmembers list and then commit the change, themgd process

creates a core file. [PR/855990: This issue has been resolved.]
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Layer 2 and Layer 3 Protocols

• If you have configured PIM nonstop active routing (NSR), a core file might be created

on an upstream router because of high churn in unicast routes or a continuous clearing

of PIM join-distribution in the downstream router. To prevent this possibility, disable

NSR for PIM. [PR/707900: This issue has been resolved.]

• On a device that is running Protocol Independent Multicast (PIM) and with nonstop

active routing (NSR) enabled on the device, if a PIM corresponding interface flaps

continuously, a PIM threadmight attempt to free a pointer that has already been freed.

This attempt causes the routing protocol daemon (rpd) to crash and create a core file.

[PR/801104: This issue has been resolved.]

• If an invalid PIM-SSMmulticast group is configured on the routing device, then when

you issue the commit or commit check command, a routing protocol daemon (rpd)

core file is created. There is no traffic impact because themain rpd process spawns

another rpd process to parse the corresponding configuration changes, and the new

rpd process crashes and creates a core file. When this problem occurs, youmight see

the following messages:

user@router#commit check
error: Check-out pass for Routing protocols process (/usr/sbin/rpd) dumped
core(0x86)
error: configuration check-out failed
user@router#commit
error: Check-out pass for Routing protocols process (/usr/sbin/rpd) dumped
core(0x86)
error: configuration check-out failed

[PR/856925: This issue has been resolved.]

• OnEX2200 switches, the periodic packetmanagement daemon (ppmd)might create

a core file. [PR/859625: This issue has been resolved.]

Management and RMON

• Whenagraceful Routing Engine switchover (GRES) is executed onanEXSeries Virtual

Chassis, CHASSISD_SNMP_TRAP6: SNMP trap generated: Power Supply Removed

traps are generated periodically for all possible members of the Virtual Chassis—that

is, the power supply status is checked for the maximum number of members that the

Virtual Chassis could contain, even though some of thosemembers might not exist in

the configured Virtual Chassis. [PR/842933: This issue has been resolved.]

• The sFlowmonitoring technology feature is not supported on EX2200, EX2200-C, and

EX3300 switches. [PR/872292: This issue has been resolved.]

Multicast

• On EX4500 switches, multicast packet fragments might be dropped. [PR/835855:

This issue has been resolved.]

Software Installation and Upgrade

• OnanEX2200-24T-DC-4Gswitchmodel, autoinstallation is notactivatedduring initial

installation because this model is missing a configuration file.
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As a workaround, on the switch, starting with the shell prompt, execute these

commands:

root@:LC:0% cp /etc/config/ex2200-24t-4g-factory.conf
/etc/config/ex2200-24t-dc-4g-factory.conf
root@:LC:0% cli
root>edit
root#load factory-default
{linecard:0}[edit]
root#:set system root-authentication plain-text-password
New password:
Retype new password:

[PR/873689: This issue has been resolved.]

Virtual Chassis

• The requestsystemscriptsaddcommanddoesnot install theAI-Scriptsbundlepackage

on all nodes of an EX8200Virtual Chassis. [PR/832975: This issue has been resolved.]

• On EX4200 Virtual Chassis, if the MAC persistence timer is configured for 0minutes,

the systemMAC base address is changed when amaster switchover occurs and you

issue the request chassis routing-enginemaster switch command. As a workaround,

configure a value in the range of 1 through60 for themac-persistence-timer statement.

[PR/858330: This issue has been resolved.]

• On EX8200 Virtual Chassis, NetBIOS traffic might be dropped when it crosses the

Virtual Chassis port extension (VCPe) connections. The NetBIOS traffic is dropped

because of a conflict on the Packet Forwarding Engine of the Virtual Chassis member

with the VCPe ports. [PR/877503: This issue has been resolved.]

Related
Documentation

New Features in Junos OS Release 12.3 for EX Series Switches on page 24•

• Changes inDefaultBehavior andSyntax in JunosOSRelease 12.3 for EXSeriesSwitches

on page 34

• Limitations in Junos OS Release 12.3 for EX Series Switches on page 35

• Outstanding Issues in Junos OS Release 12.3 for EX Series Switches on page 42

• Changes to and Errata in Documentation for Junos OS Release 12.3 for EX Series

Switches on page 64

• Upgrade andDowngrade Instructions for JunosOSRelease 12.3 for EXSeries Switches

on page 66

Changes to and Errata in Documentation for Junos OS Release 12.3 for EX Series Switches

• Changes to Junos OS for EX Series Switches Documentation on page 64

• Errata on page 65

Changes to Junos OS for EX Series Switches Documentation

The following changes have beenmade to the documentation for Junos OS Release 12.3

for EX Series switches since it was published:
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• The EZ Touchless Provisioning feature has been renamed Zero Touch Provisioning. The

feature was introduced on EX Series switches in Junos OS Release 12.2. For more

information, see Understanding Zero Touch Provisioning.

• The EX2200 Virtual Chassis and the EX2200-C Virtual Chassis no longer require a

software license. Thedocumentdescribing the software licenses for EXSeries switches

has been updated with this information. See Understanding Software Licenses for EX

Series Switches.

• The requestsystemsoftwarevalidatecommand isnot supportedonEXSeries switches.

The documentation for the request system software validate command has been

updatedwith this information.See requestsystemsoftwarevalidate. [This issue isbeing

tracked by PR/821244.]

• The request system software add command validate option is not supported on EX

Series switches. The documentation for the request system software add command

has been updated with this information. See request system software add. [This issue

is being tracked by PR/821244.]

Errata

This section lists outstanding issues with the published documentation for Junos OS

Release 12.3 for EX Series switches.

• The EX4500 switch models that support Converged Enhanced Ethernet (CEE) now

also support IEEE Data Center Bridging Capability Exchange protocol (IEEE DCBX).

These switches previously supported only DCBX version 1.01. The documentation does

not reflect this support update. See “New Features in Junos OS Release 12.3 for EX

Series Switches” on page 24 for more information about the feature.

• You can configure VN_Port to VN_Port FIP snooping if the hosts are directly connected

to the sameEX4500 switch. See Example: ConfiguringVN2VN_Port FIPSnooping (FCoE

Hosts Directly Connected to the Same FCoE Transit Switch) for details about this

configuration. Thedocumentation does not yet reflect this support update for EX4500

switches.

• Thedocumentation for firewall filterson theswitches states "Bydefault, a configuration

that does not contain either ether-type or ip-version in a term applies to IPv4 traffic."

This is incorrect; the configurationmust include amatch condition of ether_type = ipv4

for an Ethernet-switching filter to be applied to only IPv4 traffic.

• The documentation for the EX9200 switches does not mention that the EX9200

switches do not process media access control (MAC) PAUSE frames.

• The documentation for the EX9200 switches does not mention that the EX9200

switches calculate the IRB interface family inet MTU by taking the minimumMTU of

its Layer 2 members.

• The documentation for the 12.3 release does not document the dedicated Virtual

Chassis port link aggregation feature on EX4550 switches. The dedicated Virtual

Chassis ports (VCPs)onEX4550switchesautomatically forma linkaggregationgroup

(LAG) bundle when two or more dedicated VCPs are used to interconnect the same

Virtual Chassis member switches starting in Junos OS Release 12.3R2. An EX4550
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switch can include up to four dedicated VCPs, and all four dedicated VCPs can act as

member links in a LAGwhen they are used to interconnect to the sameVirtual Chassis

member switch. Dedicated VCPs and optical ports configured as VCPs cannot be

member links in the same LAG and are placed into different LAGs when both are

configured to connect to the same EX4550member switch.

Related
Documentation

New Features in Junos OS Release 12.3 for EX Series Switches on page 24•

• Changes inDefaultBehavior andSyntax in JunosOSRelease 12.3 for EXSeriesSwitches

on page 34

• Limitations in Junos OS Release 12.3 for EX Series Switches on page 35

• Outstanding Issues in Junos OS Release 12.3 for EX Series Switches on page 42

• Resolved Issues in Junos OS Release 12.3 for EX Series Switches on page 46

• Upgrade andDowngrade Instructions for JunosOSRelease 12.3 for EXSeries Switches

on page 66

Upgrade and Downgrade Instructions for Junos OS Release 12.3 for EX Series Switches

This section discusses the following topics:

• Upgrade and Downgrade Support Policy for Junos OS Releases on page 66

• Upgrading to Junos OS Release 12.1R2 or Later with Existing VSTP

Configurations on page 67

• Upgrading from Junos OS Release 10.4R3 or Later on page 67

• Upgrading from Junos OS Release 10.4R2 or Earlier on page 68

• Upgrading EX Series Switches Using NSSU on page 69

Upgrade and Downgrade Support Policy for Junos OS Releases

Support for upgrades and downgrades that spanmore than three Junos OS releases at

a time is not provided, except for releases that are designated as Extended End-of-Life

(EEOL) releases. EEOL releases provide direct upgrade and downgrade paths—you can

upgrade directly from one EEOL release to the next EEOL release even though EEOL

releases generally occur in increments beyond three releases.

You can upgrade or downgrade to the EEOL release that occurs directly before or after

the currently installed EEOL release, or to twoEEOL releases before or after. For example,

JunosOSReleases 10.0, 10.4, and 11.4 are EEOL releases. You can upgrade from JunosOS

Release 10.0 toRelease 10.4 or even from JunosOSRelease 10.0 toRelease 11.4. However,

you cannot upgrade directly from a non-EEOL release that is more than three releases

ahead or behind. For example, you cannot directly upgrade from Junos OS Release 10.3

(a non-EEOL release) to Junos OS Release 11.4 or directly downgrade from Junos OS

Release 11.4 to Junos OS Release 10.3.

To upgrade or downgrade fromanon-EEOL release to a releasemore than three releases

before or after, first upgrade to the next EEOL release and then upgrade or downgrade

from that EEOL release to your target release.
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For more information about EEOL releases and to review a list of EEOL releases, see

http://www.juniper.net/support/eol/junos.html .

Upgrading to JunosOSRelease 12.1R2 or Laterwith ExistingVSTPConfigurations

If you are upgrading to Junos OS Release 12.1R2 or later from Release 12.1R1 or earlier,

ensure that any VSTP configurations on the switch meet the following guidelines. If the

VSTP configurations do notmeet these guidelines and you run the upgrade, the upgrade

fails and you have to connect the console, change the invalid VSTP configurations, and

commit the changed configurations through the console. Guidelines for VSTP

configurations are:

• If youhave specifiedphysical interfaces for VSTP-configuredVLANs, ensure that those

interfaces aremembers of the VLANs specified in the VSTP configuration. If the VSTP

configuration specifies vlan all, then the interfaces configured at the [edit protocols

vstp vlan all] hierarchy level must bemembers of all VLANs.

• If the interfaces are not members of the VLANs in the VSTP configurations but are

already added to the VSTP configurations, remove them from those configurations,

add them to the VLANs, and then add them back to the VSTP configurations.

This issue is being tracked by PR/736488 in our bug database.

Upgrading from Junos OS Release 10.4R3 or Later

This section contains the procedure for upgrading from Junos OS Release 10.4R3 or later

to JunosOSRelease 12.2. Youcanuse thisprocedure toupgrade JunosOSonastandalone

EX Series switch with a single Routing Engine and to upgrade all members of a Virtual

Chassis or a single member of a Virtual Chassis.

To upgrade Junos OS on an EX6200 or EX8200 switch with dual Routing Engines, see

InstallingSoftwareonanEXSeriesSwitchwithRedundantRoutingEngines (CLIProcedure).

On switches with dual Routing Engines or on Virtual Chassis, youmight also be able to

use nonstop software upgrade (NSSU) to upgrade Junos OS. See “Upgrading EX Series

Switches Using NSSU” on page 69 for more information.

To upgrade Junos OS on a switch with a single Routing Engine or on a Virtual Chassis:

1. Download the software packageasdescribed inDownloadingSoftwarePackages from

Juniper Networks.

2. (Optional) Back up the current software configuration to a second storage option.

See the Junos OS Installation and Upgrade Guide for instructions.

3. (Optional) Copy the software package to the switch. We recommend that you use

FTP to copy the file to the /var/tmp directory.

This step is optional because you can also upgrade Junos OS using a software image

that is stored at a remote location.

4. Install the new software package on the switch:

user@switch> request system software add package

Replace packagewith one of the following paths:
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• /var/tmp/package.tgz—For a software package in a local directory on the switch

• ftp://hostname/pathname/package.tgz or

http://hostname/pathname/package.tgz—Forasoftwarepackageona remoteserver

package.tgz is the name of the package; for example,

jinstall-ex-4200-11.4R1.8-domestic-signed.tgz.

To install software packages on all switches in a mixed EX4200 and EX4500 Virtual

Chassis, use the set option to specify both the EX4200 package and the EX4500

package:

user@switch> request system software add set [package package]

To install the software package on only onemember of a Virtual Chassis, include the

member option:

user@switch> request system software add packagemembermember-id

Other members of the Virtual Chassis are not affected. To install the software on all

members of the Virtual Chassis, do not include themember option.

NOTE: To abort the installation, do not reboot your device. Instead, finish
the installation and then issue the request system software delete

package.tgz command, where package.tgz is the name of the package; for

example, jinstall-ex-8200-11.4R1.8-domestic-signed.tgz. This is the last

chance to stop the installation.

5. Reboot the switch to start the new software:

user@switch> request system reboot

To reboot only a single member in a Virtual Chassis, include themember option:

user@switch> request system rebootmember

6. After the reboot has finished, log in and verify that the new version of the software is

properly installed:

user@switch> show version

7. Once you have verified that the new Junos OS version is working properly, copy the

version to the alternate slice to ensure that if the system automatically boots from

the backup partition, it uses the same Junos OS version:

user@switch> request system snapshot slice alternate

To update the alternate root partitions on all members of a Virtual Chassis, include

the all-members option:

user@switch> request system snapshot slice alternate all-members

Upgrading from Junos OS Release 10.4R2 or Earlier

Toupgrade to JunosOSRelease 12.3 fromJunosOSRelease 10.4R2or earlier, first upgrade

to JunosOSRelease 11.4 by following the instructions in the JunosOSRelease 11.4 release
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notes. SeeUpgrading from Junos OS Release 10.4R2 or Earlier orUpgrading from Junos OS

Release 10.4R3 or Later in the Junos OS 11.4 Release Notes.

Upgrading EX Series Switches Using NSSU

You can use nonstop software upgrade (NSSU) to upgrade Junos OS releases on

standalone EX6200 and EX8200 switches with dual Routing Engines and on EX3300,

EX4200, EX4500, and EX8200 Virtual Chassis. For instructions on how to perform an

upgrade using NSSU, see:

• Upgrading Software on an EX3300 Virtual Chassis, EX4200 Virtual Chassis, EX4500

Virtual Chassis, or Mixed EX4200 and EX4500 Virtual Chassis Using Nonstop Software

Upgrade (CLI Procedure)

• UpgradingSoftwareonanEX6200orEX8200StandaloneSwitchUsingNonstopSoftware

Upgrade (CLI Procedure)

• Upgrading Software on an EX8200Virtual Chassis UsingNonstopSoftwareUpgrade (CLI

Procedure)

Table 1 on page 69 details the switch platforms on which NSSU is supported and the

required Junos OS release.

Table 1: Platform and Junos OSUpgrade Support for NSSU

Upgrade to Junos OS Release 12.3
Upgrade from Junos OS
Release x.xSwitch Platform

Not supportedReleases earlier than 12.2R1EX3300 Virtual Chassis

Supported12.2R1 or later

Not supportedReleases earlier than 12.1R1EX4200 Virtual Chassis, EX4500 Virtual Chassis,
andmixed EX4200 and EX4500 Virtual Chassis

Supported12.1R1 or later

Supported12.2R1 or later

Not supportedReleases earlier than 12.1R2EX6200 standalone switch

Supported12.1R2 or later

Supported12.2R1 or later
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Table 1: Platform and Junos OSUpgrade Support for NSSU (continued)

Upgrade to Junos OS Release 12.3
Upgrade from Junos OS
Release x.xSwitch Platform

Not supported10.4R1 or 10.4R2EX8200 standalone switch

Supported10.4R3 or later

Supported11.1R1 or later

Supported11.2R1 or later

Supported11.3R1 or later

Supported11.4R1 or later

Supported12.1R1 or later

Supported12.2R1 or later

Not supported10.4R1 or laterEX8200 Virtual Chassis

Not recommended11.1R1, 11.1R2, or 11.1R3

Supported11.1R4 or later

Supported11.2R1 or later

Supported11.3R1 or later

Supported11.4R1 or later

Supported12.1R1 or later

Supported12.2R1 or later

NOTE: NSSU upgrades to Junos OS Release 12.3R2 or Release 12.3R3—You
canusethe following releases forNSSUupgrades to JunosOSRelease 12.3R2
or Release 12.3R3:

• EX8200standaloneswitchesandEX8200VirtualChassis—Releases 11.4R7
or later and 12.1R5 or later

• EX3300 Virtual Chassis—Releases 12.2R3 or later and 12.3R1 or later

• EX4500 and EX4200 Virtual Chassis—Release 12.1R5 or later

• EX4550 Virtual Chassis—Releases 12.2R3 or later and 12.3R1 or later

• EX6200 switches—Releases 12.2R3 or later and 12.3R1 or later
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On an EX8200 Virtual Chassis, an NSSU operation can be performed only if you have

configured the XRE200 External Routing Engine member ID to be 8 or 9.

NOTE: Donotusenonstopsoftwareupgrade(NSSU)toupgradethesoftware
on an EX8200 switch from Junos OS Release 10.4 if you have configured the
IGMP, MLD, or PIM protocols on the switch. If you attempt to use NSSU, your
switchmight be left in a nonfunctional state fromwhich it is difficult to
recover. If you have thesemulticast protocols configured, upgrade the
software on the EX8200 switch from JunosOSRelease 10.4 by following the
instructions in InstallingSoftwareonanEXSeriesSwitchwithRedundantRouting

Engines (CLI Procedure). This issue does not apply to upgrades from Junos

OS Release 11.1 or later.

NOTE: If you are using NSSU to upgrade the software on an EX8200 switch
from Junos OS Release 10.4 or Junos OS Release 11.1 and sFlowmonitoring
technology is enabled, disable sFlowmonitoring technology before you
perform the upgrade using NSSU. After the upgrade is complete, you can
reenable sFlowmonitoring technology. If youdonotdisable sFlowmonitoring
technology before you perform the upgrade with NSSU, sFlowmonitoring
technology does notwork properly. This issue does not affect upgrades from
Junos OS Release 11.2 or later.

NOTE: If you are using NSSU to upgrade the software on an EX8200 switch
fromJunosOSRelease 11.1 andNetBIOSsnooping isenabled,disableNetBIOS
snooping before you perform the upgrade using NSSU. After the upgrade is
complete, youcan reenableNetBIOSsnooping. If youdonotdisableNetBIOS
snooping before you perform the upgrade with NSSU, NetBIOS snooping
does not work properly. This issue does not affect upgrades from Junos OS
Release 11.2 or later.

Related
Documentation

New Features in Junos OS Release 12.3 for EX Series Switches on page 24•

• Changes inDefaultBehavior andSyntax in JunosOSRelease 12.3 for EXSeriesSwitches

on page 34

• Limitations in Junos OS Release 12.3 for EX Series Switches on page 35

• Outstanding Issues in Junos OS Release 12.3 for EX Series Switches on page 42

• Resolved Issues in Junos OS Release 12.3 for EX Series Switches on page 46

• Changes to and Errata in Documentation for Junos OS Release 12.3 for EX Series

Switches on page 64
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JunosOSReleaseNotesforMSeriesMultiserviceEdgeRouters,MXSeries3DUniversal
Edge Routers, and T Series Core Routers

• New Features in Junos OS Release 12.3 for M Series, MX Series, and T Series

Routers on page 72

• Changes in Default Behavior and Syntax, and for Future Releases in Junos OS Release

12.3 for M Series, MX Series, and T Series Routers on page 128

• ErrataandChanges inDocumentation for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 142

• Outstanding Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series

Routers on page 146

• Resolved Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series

Routers on page 156

• UpgradeandDowngrade Instructions for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 182

New Features in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

The following features have been added to Junos OS Release 12.3. Following the

description is the title of the manual or manuals to consult for further information.

• Class of Service on page 73

• Forwarding and Sampling on page 78

• High Availability and Resiliency on page 78

• Interfaces and Chassis on page 79

• Junos OS XML API and Scripting on page 97

• Layer 2 Features on page 98

• Layer 2 Tunneling Protocol on page 99

• Multiprotocol Label Switching (MPLS) on page 100

• Multicast on page 102

• Power Management on page 105

• Routing Policy and Firewall Filters on page 105

• Routing Protocols on page 107

• Security on page 108

• Subscriber Access Management on page 108

• System Logging on page 119

• User Interface and Configuration on page 120

• VPLS on page 123

• VPNs on page 126
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Class of Service

• Support for Class-of-Service Features to Ensure Quality of Service for Real-Time
Traffic That Is Sensitive to Latency on aNetwork (MX240,MX480,MX960Routers
withApplicationServicesModularLineCard)—ThenewApplicationServicesModular
Line Card (ASMLC) supports the following CoS features on MX240, MX480, and

MX960 routers:

• Code-point aliases—Acode-point alias is ameaningful name that canbeassociated

with CoS values such as Differentiated Services code points (DSCPs), DSCP IPv6,

IP precedence, IEEE 802.1, andMPLS experimental (EXP) bits that can then be used

while configuring CoS components.

• Classification—Packet classification associates the packet with a particular CoS

servicing level. In JunosOS, classifiers associate incoming packetswith a forwarding

class and loss priority and, based on the associated forwarding class, assign packets

to output queues.

• Behavior Aggregate—Amethod of classification that operates on a packet as it

enters the router.

• Multifield Classification— Amethod of classification that can examinemultiple

fields in the packet.

• Fixed Classification—Amethod of classification that refers to the association of

a forwarding class with a packet regardless of its packet contents.

[See Class of Service on Application Services Modular Line Card Overview.]

• Scheduling—Schedulers are used to define the properties of output queues. On the

ASmodular carrier card (ASMCC), the following scheduling features are supported

(physical interfaces only):

• Buffer sizes

• Delay buffer size

• Drop profile map

• Excess priority

• Excess rate percentage

• Output-traffic-control profile

• Priority

• Scheduler-map

• Shaping rate

• Transmit rate

• WRED rules
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[Junos OS Class-of-Service Configuration Guide]

• Setting the802.1p field for host-generated traffic—OnMPCs and EnhancedQueuing
DPCs, you can now configure the IEEE 802.1p bits in the 802.1p field—also known as

the Priority Code Point (PCP) field—in the Ethernet frame header for host outbound

packets (control plane traffic). In earlier releases, this field is not configurable; instead

it is set by CoS automatically for host outbound traffic.

To configure a global default value for this field for all host outbound traffic, include

the default value statement at the [edit class-of-service host-outbound-traffic

ieee-802.1] hierarchy level. This configuration has no effect on data plane traffic; you

configure rewrite rules for these packets as always.

You cannot configure a default value for the 802.1p bits for host outbound traffic on

aper-interface level.However, youcanspecify that theCoS802.1p rewrite rulesalready

configured on egress logical interfaces are applied to all host outbound packets on

that interface. Todo so, include the rewrite-rules statement at the [edit class-of-service

host-outbound-traffic ieee-802.1] hierarchy level. This capability enables you to set

only the outer tags or both the outer and the inner tags on dual-tagged VLAN packets.

(On Enhanced Queuing DPCs, both inner and outer tags must be set.)

This feature includes the following support:

• Address families—IPv4 and IPv6

• Interfaces—IP over VLAN demux, PPP over VLAN demux, and VLAN over Gigabit

Ethernet

• Packet types—ARP, ANCP, DHCP, ICMP, IGMP, and PPP

• VLANs—Single and dual-tagged

[Class of Service]

• Software feature support on theMX2020 routers—Starting with Release 12.3, all
MPCs andMICs supported on the MX Series routers in Junos OS Release 12.3 continue

tobesupportedon theMX2020 routers. Also, theMX2020 routers support all software

features that are supported by other MX Series routers in Junos OS Release 12.1.

The following key Junos OS features are supported:

• Basic Layer 2 features including Layer 2 EthernetOAMandvirtual private LANservice

(VPLS)

• Class-of-service (CoS)

• Firewall filters and policers

• Integrated Routing and Bridging (IRB)

• Interoperability with existing DPCs and MPCs

• Layer 2 protocols

• Layer 2 VPNs, Layer 2 circuits, and Layer 3 VPNs

• Layer 3 routing protocols and MPLS

• Multicast forwarding
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• Port mirroring

• Synchronous Ethernet and Precision Time Protocol (IEEE 1588)

• Tunnel support

• Spanning Tree Protocols (STP)

[Class of Service, Ethernet Interfaces Configuration Guide, System Basics and Services

Command Reference]

• Ingress CoS onMIC andMPC interfaces (MX Series routers)—You can configure
ingress CoS parameters, including hierarchical schedulers, on MX Series routers with

MIC and MPC interfaces. In general, the supported configuration statements apply to

per-unit schedulers or to hierarchical schedulers.

To configure ingress CoS for per-unit schedulers, include the following statements at

the [edit class-of-service interfaces interface-name] hierarchy level:

input-scheduler-map
input-shaping-rate
input-traffic-control-profile
input-traffic-control-profile-remaining

To configure ingress CoS for hierarchical schedulers, include the interface-set

interface-set-name statement at the [edit class-of-service interfaces] hierarchy level.

NOTE: The interface-set statement supports only the following options:

input-traffic-control-profile
input-traffic-control-profile-remaining

To configure ingressCoSat the logical interface level, include the following statements

at the [edit class-of-service interfaces interface interface-nameunit logical-unit-number]

hierarchy level:

input-scheduler-map
input-shaping-rate
input-traffic-control-profile

[See Configuring Ingress Hierarchical CoS on MIC andMPC interfaces.]

• Extends explicit burst size configuration support on IQ2 and IQ2E interfaces–The
burst size for shapers can be configured explicitly in a traffic control profile for IQ2 and

IQ2E interfaces. This feature is supported on M71, M10i, M40e, M120, M320, and all T

Series routers.

To enable this feature, include the burst-size statement at the following hierarchy

levels:

[edit class-of-service traffic-control-profiles shaping-rate]
[edit class-of-service traffic-control-profiles guaranteed-rate]

NOTE: The guaranteed-rate burst size value cannot be greater than the

shaping-rate burst size.
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[See Configuring Traffic Control Profiles for Shared Scheduling and Shaping.]

• ClassificationandDSCPMarkingofDistributedProtocolHandlerTraffic—The scope
of traffic affected by the host-outbound-traffic statement is expanded. When it was

introduced in Junos OS Release 8.4, the host-outbound-traffic statement at the [edit

class-of-service]hierarchy level enabledyou to specify the forwardingclassassignment

and DiffServ code point (DSCP) value for egress traffic sent from the Routing Engine.

Affected traffic included control plane packets (such as OSPF hello and ICMP echo

reply [ping]packets)andTCP-relatedpackets (suchasBGPandLDPcontrolpackets).

In JunosOS 12.2R2, the sameconfigurationapplies todistributedprotocol handler traffic

in addition to Routing Engine traffic. Distributed protocol handler traffic refers to traffic

fromthe router’speriodicpacketmanagementprocess (ppm)sessions, and it includes

both IP (Layer 3) traffic such as BFD keepalive (KA) messages and non-IP (Layer 2)

traffic such as LACP control traffic on aggregated Ethernet. DSCP changes do not

apply to MPLS EXP bits or IEEE 802.1p bits. The specified queuemust be correctly

configured. The affected traffic includes distributed protocol handler traffic as well as

RoutingEngine traffic for egress interfaceshostedonMXSeries routerswithTrio-based

or I-chip based Packet Forwarding Engines, and on M120, M320, and T Series routers.

If you need the Routing Engine traffic and distributed protocol handler traffic to be

classified in different forwarding classes or marked with different DSCP values, then

you need to configure some additional steps. Apply a standard firewall filter to the

loopback interface and configure the filter actions to set the forwarding class and

DSCP value that override the host-outbound-traffic settings.

For interfaces onMX80 routers, LACPcontrol traffic is sent through theRouting Engine

rather than through the Packet Forwarding Engine.

NOTE: Any DSCP rewrite rules configured on a 10-Gigabit Ethernet
LAN/WAN PIC with SFP+ overwrite the DSCP value rewritten as specified
under the host-outbound-traffic statement.

The following partial configuration example classifies egress traffic from the Routing
Engine as well as distributed protocol handler traffic:

[edit]
class-of-service {
host-outbound-traffic {
forwarding-classmy_fc_control-traffic_dph;
dscp-code-point 001010;

}
forwarding-classes {
queue 5my_fc_control-traffic_dph;
queue 6my_fc_control_traffic_re;

}
}
interfaces {
lo0 {
unit 0 {
family inet {
filter {
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output my_filter_reclassify_re;
}

}
}

}
}
firewall {
filter my_filter_reclassify_re {
term 1 {
then {
forwarding-classmy_fc_control_traffic_re;
dscp code-points 000011;
accept;

}
}

}
}

The statements in the example configuration cause the router to classify egress traffic

from the Routing Engine and distributed protocol handler traffic as follows:

• Distributed protocol handler traffic is classified to the my_fc_control-traffic_dph

forwarding class, which is mapped to queue 5. Of those packets, Layer 3 packets

aremarked at egress with DSCP bits 001010 (10 decimal), which is compatible with

ToS bits 00101000 (40 decimal).

• Routing Engine traffic is classified to the my_fc_control-traffic_re forwarding class,

which ismapped to queue6.Of those packets, Layer 3 packets aremarked at egress

with DSCP bits 001100 (12 decimal), which is compatible with ToS bits 00110000

(48 decimal).

If you do not apply the firewall filter to the loopback interface, Routing Engine-sourced

traffic is classified andmarked using the forwarding class and DSCP value specified

in the host-outbound-traffic configuration statement.

If you omit both the firewall filter and the host-outbound-traffic configuration shown

in the previous configuration, then all network control traffic—including Routing

Engine-sourced and distributed protocol handler traffic—uses output queue 3 (the

default output queue for control traffic), and DSCP bits for Layer 3 packets are set to

the default value 0 (Best Effort service).

• Enhancements to scheduler configuration on FRF.16 physical interfaces—Starting
withRelease 12.3R2, JunosOSextends theclass-of-service scheduler support onFRF.16

physical interfaces to the excess-rate, excess-priority, and drop-profile-map

configurations. The excess-rate, excess-priority, and drop-profile-map statements are

configured at the [edit class-of-service schedulers scheduler-name] hierarchy level.

• Support for the drop-profile-map configuration enables you to configure random

early detection (RED) on FRF.16 bundle physical interfaces.

• Support for the excess-rate configuration enables you to specify the percentage of

the excess bandwidth traffic to share.

• Support for the excess-priority configuration enables you to specify the priority for

excess bandwidth traffic on a scheduler.
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This feature is supported only onmultiservices PICs installed on MX Series routers.

• Accurate reporting of output counters for MLFR UNI NNI bundles—Starting with
Release 12.3R2, Junos OS reports the actual output counters in the multilink frame

relay (MLFR) UNI NNI bundle statistics section of the show interfaces lsq-interface

statistics command output. From this release on, Junos OS also provides per-DLCI

counters for logical interfaces. In earlier releases, there was a discrepancy between

the actual output counters and the reported value because of errors in calculating the

output counters at the logical interface level. That is, at the logical interface level, the

output counter was calculated as the sum of frames egressing at the member links

instead of roviding the output counter as the sum of per-DLCI output frames

Forwarding and Sampling

• Increased forwarding capabilities for MPCs andMultiservices DPCs through FIB
localization (MX Series routers)—Forwarding information base (FIB) localization
characterizes the Packet Forwarding Engines in a router into two types: FIB-Remote

and FIB-Local. FIB-Local Packet Forwarding Engines install all of the routes from the

default route tables into Packet Forwarding Engine forwarding hardware. FIB-Remote

Packet Forwarding Engines create a default (0.0) route that references a next hop or

a unilist of next hops to indicate the FIB-Local that can perform full IP table looks-ups

for receivedpackets. FIB-RemotePacket ForwardingEngines forward receivedpackets

to the set of FIB-Local Packet Forwarding Engines.

The capacity of MPCs is much higher than that of Multiservices DPCs, so an MPC is

designatedas the localPacketForwardingEngine, andaMultiservicesDPC isdesignated

as the remote Packet Forwarding Engine. The remote Packet Forwarding Engine

forwards all network-bound traffic to the local Packet Forwarding Engine. If multiple

MPCs are designated as local Packet Forwarding Engines, then the Multiservices DPC

will load-balance the traffic using the unilist of next hops as the default route.

High Availability and Resiliency

• Protocol Independent Multicast Nonstop Active Routing Support for IGMP-Only
Interfaces—Starting with Release 12.3, Junos OS extends the Protocol Independent
Multicast (PIM) nonstop active routing support to IGMP-only interfaces.

In Junos OS releases earlier than 12.3, the PIM joins created on IGMP-only interfaces

were not replicated on the backup Routing Engine and so the correspondingmulticast

routes were marked as pruned (meaning discarded) on the backup Routing Engine.

Because of this limitation, after a switchover, the newmaster Routing Engine had to

wait for the IGMPmodule to come up and start receiving reports to create PIM joins

and to install multicast routes. This causes traffic loss until the multicast joins and

routes are reinstated.

However, in Junos OS Release 12.3 and later, the multicast joins on the IGMP-only

interfaces are mapped to PIM states, and these states are replicated on the backup

Routing Engine. If the corresponding PIM states are available on the backup, the

multicast routes aremarked as forwarding on the backupRouting Engine. This enables

uninterrupted traffic flowaftera switchover. This enhancementcovers IGMPv2, IGMPv3,

MLDv1, and MLDv2 reports and leaves.
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[High Availability]

• RSVP

Nonstop active routing support for RSVP includes:

• Point-to-Multipoint LSPs

• RSVP Point-to-Multipoint ingress, transit, and egress LSPs using existing

non-chained next hop.

• RSVP Point-to-Multipoint transit LSPs using composite next hops for

Point-to-Multipoint label routes.

• Point-to-Point LSPs

• RSVP Point-to-Point ingress, transit, and egress LSPs using non-chained next

hops.

• RSVP Point-to-Point transit LSPs using chained composite next hops.

• Configurationsupport to includeGTPTEIDfield inhashkeyfor load-balancingGTP-U
traffic (MXSeries routerswithMPCsandMX80)—OnanMXSeries routerwithMPCs,
when there aremultiple equal-cost paths to the same destination for the active route,

Junos OS uses a hash algorithm to choose one of the next-hop addresses from the

forwarding table whenmaking a forwarding decision. Whenever the set of next hops

for a destination changes in any way, the next-hop address is rechosen using the hash

algorithm.ForGPRStunnelingprotocol (GTP)-encapsulated traffic, the tunnelendpoint

identifier (TEID) field changes for traffic traversing through peer routers. To implement

load balancing for GTP-encapsulated traffic on the user plane (GTP-U), the TEID

should be included in the hash key.

In Junos OS Release 12.3R2, you can configure GTP hashing on MX Series routers with

MPCs and on MX80, to include the TEID field in hash calculations for IPv4 and IPv6

packets. To configureGTPhashing and include theGTPTEID field in hash calculations,

configure the gtp-tunnel-end-point-identifier statement at the [edit
forwarding-options enhanched-hash-key family] hierarchy level. GTP hashing is
supported for both IPv4 and IPv6 packets received for GTP-U traffic at the MPC. For

bridging and MPLS packets, GTP hashing is supported for IPv4 and IPv6 packets that

are carried as payload for GTP-encapsulated traffic.

NOTE: For IPv4 packets, GTP hashing is supported only for the
nonfragmented packets.

[Overview of Per-Packet Load Balancing]

Interfaces and Chassis

• Support for Fabric Management Features (MX240, MX480, MX960 Routers with
Application Services Modular Carrier Card)—The Application Services Module Line
Card (ASMLC) is supported on MX240, MX480, and MX960 routers. The ASMLC

consists of the following components:
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• Application Services Modular Carrier Card (ASMCC)

• Application Services Modular Processing Card (ASMXC)

• Application Services Modular Storage Card (ASMSC)

The ASMCC plugs into the chassis and provides the fabric interface. On the fabric

management side, theASMLCprovides redirection functionality usingademultiplexer.

The following CLI operational mode commands display fabric-related information for

the ASMCC:

• show chassis fabric fpcs

• show chassis fabric map

• show chassis fabric plane

• show chassis fabric plane-location

• show chassis fabric reachability

• show chassis fabric summary

[Junos OS System Basics Configuration Guide, Junos OS System Basics and Services

Command Reference]

[See Fabric Plane Management on ASMLCModular Carrier Card Overview.]

• Support forChassisManagement(MX240,MX480,MX960RouterswithApplication
Services Modular Line Card)—The Application Services Modular Line Card (ASMLC)
is aModular Port Concentrator (MPC) that is designed to run services and applications

on MX240, MX480, and MX960 routers.

The following CLI operational mode commands support the chassis management

operations of the modular carrier card on the ASMLC:

• show chassis environment fpc

• show chassis firmware

• show chassis fpc

• show chassis hardware

• show chassis pic

• show chassis temperature-thresholds

• request chassis fpc

• request chassis mic

• request chassis mic fpc-slot mic-slot

[Junos OS System Basics Configuration Guide, Junos OS System Basics and Services

Command Reference]

• 16-Port Channelized E1/T1 Circuit EmulationMIC (MXSeries routers)—Starting with
Junos OS Release 12.3, the 16-Port Channelized E1/T1 Circuit Emulation MIC

(MIC-3D-16CHE1-T1-CE) is supported onMX80, MX240, MX480, andMX960 routers.

[See 16-Port Channelized E1/T1 Circuit Emulation MIC Overview.]
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• Extends signaling support for SAToP/CESoPSN for E1/T1 interfaces ( MX Series
routers)—Starting with Junos OS Release 12.3, the E1/T1 interfaces support signaling
for Structure-Agnostic TDM over Packet (SAToP) and Circuit Emulation Services over

Packet-Switched Network (CESoPSN) through Layer 2 VPN using BGP.

[See Configuring SAToP on Channelized E1/T1 Circuit Emulation MIC and Configuring

CESoPSN on Channelized E1/T1 Circuit Emulation MIC.]

• Extends support for diagnostic, OAM, and timing features to 16-port Channelized
E1/T1 Circuit EmulationMIC (MX Series routers)—Starting with Junos OS Release
12.3, the 16-port Channelized E1/T1 Circuit Emulation MIC (MIC-3D-16CHE1-T1-CE)

supports the following features:

• Diagnostic features:

• Loopback: Support for E1/T1-level payload, local line, remote line, and NxDS0

payload loopbacks.

• Bit error rate test (BERT): Support for the following BERT algorithms:

• pseudo-2e11-o1520

• pseudo-2e15-o152

• pseudo-2e20-o150

• Operation, Administration, and Maintenance (OAM) features:

• Performancemonitoring: Supports the following Layer 1 performance-monitoring

statistics at the E1/T1 interface level for all kinds of encapsulations:

• E1 interfaces

• BPV—Bipolar violation

• EXZ—Excessive zeros

• SEF—Severely errored framing

• BEE—Bit error event

• LCV—Line code violation

• PCV—Pulse code violation

• LES—Line error seconds

• ES—Errored seconds

• SES—Severely errored seconds

• SEFS—Severely errored framing seconds

• BES—Bit error seconds

• UAS—Unavailable seconds

• FEBE—Far-end block error

• CRC—Cyclic redundancy check errors
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• LOFS—Loss of frame seconds

• LOSS—Loss of signal seconds

• T1 interfaces

• BPV—Bipolar violation

• EXZ—Excessive zeros

• SEF—Severely errored framing

• BEE—Bit error event

• LCV—Line code violation

• PCV—Pulse code violation

• LES—Line error seconds

• ES—Errored seconds

• SES—Severely errored seconds

• SEFS—Severely errored framing seconds

• BES—Bit error seconds

• UAS—Unavailable seconds

• LOFS—Loss of frame seconds

• LOSS—Loss of signal seconds

• CRC—Cyclic redundancy check errors

• CRCMajor—Cyclic redundancy check major alarm threshold exceeded

• CRCMinor—Cyclic redundancy check minor alarm threshold exceeded

• Timing features: Support for the following transmit clocking options on the E1/T1

interface:

• Looped timing

• System timing

NOTE: In JunosOSRelease 12.3, IMA Link alarms are not supported on the
16-port Channelized E1/T1 MIC.

[See Configuring E1 Loopback Capability, Configuring E1 BERT Properties, and Interface

Diagnostics.

• Extends support for SAToP features to 16-port Channelized E1/T1 Circuit Emulation
MIC(MXSeries routers)—Startingwith JunosOSRelease 12.3, the 16-portChannelized
E1/T1 Circuit Emulation MIC (MIC-3D-16CHE1-T1-CE) supports E1/T1 SAToP features.

[See Configuring SAToP on Channelized E1/T1 Circuit Emulation MIC.]
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• CESoPSN encapsulation support extended to 16-Port Channelized E1/T1 Circuit
EmulationMIC (MXSeries routers)—Starting with Junos OS Release 12.3, support for
CESoPSNencapsulation is extended to the 16-portChannelizedE1/T1Circuit Emulation

MIC (MIC-3D-16CHE1-T1-CE).

[See Configuring CESoPSN on Channelized E1/T1 Circuit Emulation MIC.]

• SNMP andMIB support (MX2020 routers)—Starting with Junos OS Release 12.3, the
enterprise-specific Chassis Definitions for Router Model MIB, jnx-chas-defines.mib, is

updated to include informationabout thenewMX2020 routers. TheChassisDefinitions

for Router Model MIB contains the object identifiers (OIDs) used by the Chassis MIB

to identify platform and chassis components of each router.

[See jnxBoxAnatomy, Chassis Definitions for Router Model MIB, andMIB Objects for the

MX2020 3D Universal Edge Router.]

• Junos OS support for FRUmanagement of MX2020 routers—Starting with Release
12.3, Junos OS supports the newMX2020 routers. The MX2020 routers are the next

generationofMXSeries3DUniversal EdgeRouters. The JunosOSchassismanagement

software for the MX2020 routers provides enhanced environmental monitoring and

field-replaceable unit (FRU) control. FRUs supported on the MX2020 routers include:

• RE and CB—Routing Engine and Control Board including a Processor Mezzanine

Board (PMB)

• PDM—Power distribution module

• PSM—Power supply module

• Fan trays

• SFB—Switch Fabric Board

• Front panel display

• Adapter cards

• Line cards

TheMX2020 router supports up to twoControlBoards (CBs)with the secondCBbeing

used as a redundant CB. The CB provides control andmonitoring functions for the

router. Adapter card and switch fabric board FRUmanagement functionality is

controlled by a dedicated processor housed on the Processor Mezzanine Board. The

MX2020 router supports 20 adapter cards and 8 Switch Fabric Boards (SFBs).

TheMX2020chassishas twocooling zones. Fansoperating inonezonehaveno impact

on cooling in another zone, enabling the chassis to run fans at different speeds in

different zones. The chassis can coordinate FRU temperatures in each zone and the

fan speeds of the fan trays in these zones.

The power system on the MX2020 routers consists of three components: the power

supplymodules(PSMs), thepowerdistributionmodule(PDM),andthepowermidplane.

The MX2020 router chassis supplies N +N feed redundancy, N +1 power supply

redundancy for line cards, and N +N power supply redundancy for the critical FRUs.

The critical FRUs include twoCBs, eight SFBs, and three fan trays (two fan trays in one

zone and one fan tray in the other zone.) In cases where all PSMs are not present, or
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some PSMs fail or are removed during operation, service interruption is minimized by

keeping the affected FPCs online without supplying redundant power to these FPCs.

You can use the following configuration statement tomonitor power management on

the switch chassis:

• fru-poweron-sequence—Include the fru-poweron-sequence statement at the [edit
chassis] hierarchy level to configure the power-on sequence for the FPCs in the

chassis.

Table 2: Maximum FRUs Supported on theMX2020 Router

MaximumNumberFRU

2Routing Engines and CB

4PDM

18PSM

4Fan trays

8SFB

1Front panel display

20Adapter cards

20Line cards

The following CLI operational mode commands support the various FRU and power

management operations on MX2020 routers:

Show commands:

• show chassis adc

• show chassis alarms

• show chassis environment

• show chassis environment adc adc-slot-number

• show chassis environment cb cb-slot-number

• show chassis environment fpc fpc-slot-number

• show chassis environment fpm fpm-slot-number

• show chassis environmentmonitored

• show chassis environment psm psm-slot-number

• show chassis environment routing-engine routing-engine-slot-number

• show chassis environment sfb sfb-slot-number

• show chassis craft-interface
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• show chassis ethernet-switch < errors | statistics >

• show chassis fabric destinations

• show chassis fabric fpcs

• show chassis fabric plane

• show chassis fabric plane-location

• show chassis fabric summary

• show chassis fan

• show chassis firmware

• show chassis fpc < detail | pic-status | fpc-slot-number >

• show chassis hardware < clei-models | detail | extensive | models >

• show chassis in-service-upgrade

• show chassis mac-addresses

• show chassis network-services

• show chassis pic fpc-slot fpc-slot-number pic-slot pic-slot-number

• show chassis power

• show chassis power sequence

• show chassis routing-engine < routing-engine-slot-number | bios >

• show chassis sfb < slot sfb-slot-number >

• show chassis spmb

• show chassis temperature-thresholds

• show chassis zones < detail >

Request commands:

• request chassis cb ( offline | online ) slot slot-number

• request chassis fabric plane ( offline | online ) fabric-plane-number

• request chassis fpc ( offline | online | restart ) slot fpc-slot-number

• request chassis fpm resync

• requestchassismic(offline |online) fpc-slot fpc-slot-numbermic-slotmic-slot-number

• request chassis routing-enginemaster ( acquire | release | switch ) < no-confirm >

• request chassis sfb ( offline | online ) slot sfb-slot-number

• request chassis spmb restart slot spmb-slot-number
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Restart command:

• restart chassis-control < gracefully | immediately | soft >

Fordetailsofall systemmanagementoperationalmodecommandsand thecommand

options supported on the MX2020 router, see the System Basics and Services

Command Reference.

[See System Basics: Chassis-Level Features Configuration Guide.]

• SAToP support extended to ChannelizedOC3/STM1 (Multi-Rate) Circuit Emulation
MICwith SFP (MX Series routers)—Starting with Junos OS Release 12.3R1, support
for Structure-Agnostic Time-Division Multiplexing over Packet (SAToP) is extended

to MIC-3D-4COC3-1COC12-CE. You can configure 336 T1 channels on each COC12

interface on this MIC.

[SeeConfiguring SAToPonChannelizedOC3/STM1 (Multi-Rate) Circuit EmulationMICwith

SFP and Configuring SAToP Encapsulation on T1/E1 Interfaces on Channelized OC3/STM1

(Multi-Rate) Circuit Emulation MIC with SFP.]

• CESoPSN support extended to Channelized OC3/STM1 (Multi-Rate) Circuit
EmulationMICwith SFP (MX Series routers)—Starting with Junos OS Release 12.3,
support for Circuit Emulation Service over Packet-Switched Network (CESoPSN) is

extended toMIC-3D-4COC3-1COC12-CE. You can configure 336CT1 channels on each

COC12 interface on this MIC.

[See Configuring CESoPSN on Channelized OC3/STM1 (Multi-Rate) Circuit Emulation MIC

with SFP and Configuring CESoPSN Encapsulation on DS Interfaces on Channelized

OC3/STM1 (Multi-Rate) Circuit Emulation MIC with SFP.]

• Support for ATMPWE3 on Channelized OC3/STM1 (Multi-Rate) Circuit Emulation
MICwith SFP (MX80 routers with amodular chassis, andMX240, MX480, and
MX960 routers)—Starting with Junos OS Release 12.3, ATM Pseudowire Emulation

Edge to Edge (PWE3) is supported on channelized T1/E1 interfaces of the Channelized

OC3/STM1 (Multi-Rate)Circuit EmulationMICwithSFP(MIC-3D-4COC3-1COC12-CE).

The following PWE3 features are supported:

• ATM pseudowire encapsulation. The pseudowire encapsulation can be either

cell-relay or AAL5 transport mode. Both modes enable the transport of ATM cells

across a packet-switched network (PSN).

• Cell-relay VPI/VCI swapping. The Channelized OC3/STM1 (Multi-Rate) Circuit

Emulation MIC with SFP can overwrite the virtual path identifier (VPI) and virtual

channel identifier (VCI) header values on egress and on both ingress and egress.

NOTE: Cell-relay VPI swapping on both ingress and egress is not
compatible with the ATM policing feature.

To configure the Channelized OC3/STM1 (Multi-Rate) Circuit Emulation MIC with

SFP tomodify both the VPI and VCI header values on both ingress and egress, you

must specify the psn-vci statement at the following hierarchy level:

[edit interface at-interface-name/pic/port unit logical-unit-number]
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To configure the Channelized OC3/STM1 (Multi-Rate) Circuit Emulation MIC with

SFP tomodify only the VPI header values on both ingress and egress, youmust

specify the psn-vpi statement at the following hierarchy level:

[edit interface at-interface-name/pic/port unit logical-unit-number]

To configure the Channelized OC3/STM1 (Multi-Rate) Circuit Emulation MIC with

SFP to pass the VPI and VCI header values transparently, youmust specify the

no-vpivci-swapping statement at the following hierarchy level:

[edit interface at-interface-name/pic/port unit logical-unit-number]

If noneof theaforementionedconfiguration statements are included, for virtual path

pseudowires, VPI values are modified on egress, whereas for virtual channel

pseudowires, both VPI and VCI header values are modified on egress.

[See Configuring ATM Cell-Relay Pseudowire.]

• Pseudowire ATMMIB support for Channelized OC3/STM1 (Multi-Rate) Circuit
EmulationMICwithSFP(MX80routerswithamodularchassis,andMX240,MX480,
andMX960 routers)—Starting with Release 12.3, Junos OS extends Pseudowire ATM
MIB support to the Channelized OC3/STM1 (Multi-Rate) Circuit Emulation MIC with

SFP (MIC-3D-4COC3-1COC12-CE).

[See Interpreting the Enterprise-Specific Pseudowire ATMMIB.]

• Multiple VRRP owners per physical port—Support for multiple owner addresses per
physical interface, allowing users to reuse interface address identifiers (IFAs) as virtual

IP addresses (VIPs).

• Chassisdaemonenhancementsfor theMFCapplicationontheRoutingEngine—The
chassisd (chassisdaemon)process runson theRoutingEngine tocommunicatedirectly

with its peer processes running on the Packet Forwarding Engine. Starting with Junos

OS Release 12.1, the chassisd process has been enhanced to enable the Media Flow

Controller (MFC) application to run on a Dense Port Concentrator (DPC) with an x86

blade for high application throughput and a large amount of solid state storage onMX

Series routers. The chassisd process detects the installation of themodular x86 blade

for MFC services andmonitors the physical status of hardware components and the

field-replaceable units (FRUs) that enable MFC to be run on the x86 blade.

[System Basics]

• Support for aggregated SONET/SDH Interfaces (MX Series Routers)—Starting with
JunosOSRelease 12.3, youcanconfigureaggregatedSONETbundleswith themember

links of SONET/SDHOC3/STM1 (Multi-Rate) MICs with SFP, that is,

MIC-3D-8OC3OC12-4OC48 and MIC-3D-4OC3OC12-1OC48.

JunosOSenables link aggregation of SONET/SDH interfaces; this is similar to Ethernet

link aggregation, but is not defined in a public standard. Junos OS balances traffic

across themember linkswithin an aggregatedSONET/SDHbundle basedon the Layer

3 informationcarried in thepacket. This implementationuses thesame load-balancing

algorithm used for per-packet load balancing.
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The following features are supported on MIC-3D-8OC3OC12-4OC48 and

MIC-3D-4OC3OC12-1OC48:

• Encapsulation—Point-to-Point Protocol (PPP) and Cisco High-Level Data Link

Control (Cisco HDLC)

• Filters and policers—Single-rate policers, three-color marking policers, two-rate

three-color marking policers, hierarchical policers, and percentage-based policers.

By default, policer bandwidth and burst size applied on aggregated bundles are not

matched to the user-configured bandwidth and burst size.

• Mixedmode links

• Support for synchronizing anMX240, MX480, or MX960 router chassis with an
EnhancedMX SCB to an external BITS timing source—This feature uses the Building
Integrated Timing Supply (BITS) external clock interface (ECI) on the Enhanced MX

SCB. The BITS ECI can also be configured to display the selected chassis clock source

(SETS) or a recovered line clock source (Synchronous Ethernet or Precision Time

Protocol). You can configure the BITS ECI by using the synchronization statement at

the [edit chassis] hierarchy level. You can view the BITS ECI information with the show

chassis synchronization extensive command.

• Aggregated interfaces support increased to 64 links—This feature adds support for
specifying up to 64 links for aggregated devices. You set the number of links in the new

maximum-links statement at the [chassis aggregated-devices] hierarchy level.

• Junos OS support for newMX2010 routers—Starting with Release 12.3, Junos OS
supports thenewMX2010 routers. TheMX2010 routersareanextensionof theMX2020

routers and support all features supported by the MX2020 routers. Also, the MX2010

routers support all software features that are supported by other MX Series routers in

Junos OS Release 12.1.

The power system on the MX2010 routers consists of three components: the power

supplymodules(PSMs), thepowerdistributionmodule(PDM),andthepowermidplane.

The power feed (AC or DC) is connected to the PDM. The PDMdelivers the power from

the feeds to the power midplane. The power from the power midplane is provided to

the PSMs. Output from the PSMs is sent back to the power midplane and then

eventually to the field-replaceable units (FRUs). The MX2010 router chassis supplies

N +N feed redundancy and N + 1 PSM redundancy for line cards. In case some PSMs

fail or are removed during operation, service interruption is minimized by keeping as

many affected FPCs online by supplying redundant power to these FPCs. Unlike the

MX2020 router chassis, the MX2010 router chassis does not provide redundancy for

the critical FRUs because there is only one power zone.

Include the following existing configuration statement at the [edit chassis] hierarchy

level to configure the power-on sequence for the FPCs in the chassis:

[edit chassis]

fru-poweron-sequence fru-poweron-sequence
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Junos OS also supports the following CLI operational mode commands for chassis

management of MX2010 routers:

Restart commandsRequest commandsShow commands

restart chassis-control < gracefully |
immediately | soft >

request chassis cb (offline | online) slot
slot-number

show chassis adc

request chassis fabric plane (offline |
online) fabric-plane-number

show chassis alarms

request chassis fpc (offline | online |
restart) slot fpc-slot-number

show chassis environment adc
<adc-slot-number>

request chassis fpm resyncshow chassis environment cb
<cb-clot-number>

request chassis mic (offline | online)
fpc-slot fpc-slot-numbermic-slot
mic-slot-number

show chassis environment fpc
<fpc-slot-number>

request chassis routing-enginemaster
(acquire | release | switch) <no-confirm>

show chassis environment fpm

request chassis sfb (offline | online) slot
sfb-slot-number

show chassis environmentmonitored

request chassis spmb restart slot
spmb-slot-number

show chassis environment psm
<psm-slot-number>

showchassisenvironment routing-engine
<routing-engine-slot-number>

show chassis environment sfb
<sfb-slot-number>

showchassis environment <adc | cb | fpc
| fpm |monitored | psm | routing-engine
| sfb>

show chassis craft-interface

show chassis ethernet-switch <(errors |
statistics)>

show chassis fabric destinations <fpc
fpc-slot-number>

show chassis fabric ( destinations | fpcs
| plane | plane-location | summary )

show chassis fan
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show chassis firmware

show chassis fpc <slot> detail | <detail
<slot>> | <pic-status <slot>>
|<fpc-slot-number>

show chassis hardware < (clei-models |
detail | extensive | models)>

show chassis in-service upgrade

show chassis mac-addresses

show chassis network-services

showchassispic fpc-slot fpc-slot-number
pic-slot pic-slot-number

show chassis power <sequence>

show chassis routing-engine
<slot-number | bios>

show chassis sfb <slot slot-number>

show chassis spmb

show chassis temperature-thresholds

show chassis zones <detail>

Fordetailsofall systemmanagementoperationalmodecommandsand thecommand

optionssupportedontheMX2010 router, see theSystemBasicsandServicesCommand

Reference.

[System Basics and Services Command Reference]

• SNMPandMIB support forMX2010 routers—Startingwith JunosOSRelease 12.3, the
enterprise-specific Chassis Definitions for Router Model MIB, jnx-chas-defines.mib, is

updated to include informationabout thenewMX2010 routers. TheChassisDefinitions

for Router Model MIB contains the object identifiers (OIDs) used by the Chassis MIB

to identify platform and chassis components of each router.

[See jnxBoxAnatomy, Chassis Definitions for Router Model MIB, andMIB Objects for the

MX2010 3D Universal Edge Router.]

• Improvements to Interface Transmit Statistics Reporting (MX Series devices)—On
MX Series devices, the logical interface-level statistics show only the offered load,

which is often different from the actual transmitted load. To address this limitation,

Junos OS introduces a new configuration option in Releases 11.4 R3 and 12.3 R1 and

later. Thenewconfigurationoption, interface-transmit-statisticsat the [edit interface
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interface-name] hierarchy level, enables you to configure Junos OS to accurately
capture and report the transmitted load on interfaces.

When the interface-transmit-statistics statement is included at the [edit interface
interface-name] hierarchy level, the following operational mode commands report
the actual transmitted load:

• show interface interface-name <detail | extensive>

• monitor interface interface-name

• show snmpmib get objectID.ifIndex

NOTE: This configuration is not supported on Enhanced IQ (IQE) and
Enhanced IQ2 (IQ2E) PICs.

The show interface interface-name command also shows whether the
interface-transmit-statistics configuration is enabled or disabled on the interface.

[See Improvements to Interface Transmit Statistics Reporting.]

• Extends support for encapsulating TDM signals as pseudowires for E1/T1 Circuit
EmulationMIC (MX Series routers)—Starting with Junos OS Release 12.3, the
Channelized E1/T1 Circuit Emulation MIC (MIC-3D-16CHE1-T1-CE) supports

encapsulating structured (NxDS0) time division multiplexed (TDM) signals as

pseudowires over packet-switch networks (PSNs).

[See Configuring SAToP Emulation on T1/E1 Interfaces on Circuit Emulation PICs.]

• RE-JCS-1X2400-48G-SRoutingEngine—The JCS-1200ControlSystemnowsupports

theRE-JCS-1X2400-48G-SRoutingEngine.TheRE-JCS-1X2400-48G-SRoutingEngine

requires the enhancedmanagement module (model number MM-E-JCS-S). The

RE-JCS-1X2400-48G-S Routing Engine provides a 2.4-GHz dual core Xeon processor,

48 GB of memory, and two 128 GB hot-pluggable solid state drives. The

RE-JCS-1X2400-48G-S Routing Engine supports the same functionality as the other

routing engines supported on the JCS-1200.

[See JCS1200 Control System Hardware Guide.]

• SFPP-10GE-ZR transceiver—The following PICs on the T640, T1600, and T4000
routers now support the SFPP-10GE-ZR transceiver. The SFPP-10GE-ZR transceiver

supports the 10GBASE-Zoptical interface standard. Formore information, see “Cables

and connectors” in the PIC guide.

T640 Router:

• 10-Gigabit Ethernet LAN/WAN PIC with SFP+ (Model number: PD-5-10XGE-SFPP)

T1600 Router:

• 10-Gigabit Ethernet LAN/WANPICwithOversubscriptionandSFP+(Model number:

PD-5-10XGE-SFPP)

T4000 Router:
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• 10-Gigabit Ethernet LAN/WAN PIC with SFP+ (Model number: PF-12XGE-SFPP)

• 10-GigabitEthernetLAN/WANPICwithOversubscriptionandSFP+(Modelnumbers:

PD-5-10XGE-SFPP for 10-Port Type 4 PIC and PF-24XGE-SFPP for 24-Port Type 5

PIC)

[See 10-Gigabit Ethernet 10GBASE Optical Interface Specifications, T640 Core Router

PIC Guide, T1600 Core Router PIC Guide, and T4000 Core Router PIC Guide.]

• CFP-100GBASE-ER4 and CFP-100GBASE-SR10 Transceivers—The following PICs
on the T1600 and T4000 routers now support the CFP-100GBASE-ER4 and

CFP-100GBASE-SR10transceivers.TheCFP-100GBASE-ER4transceiver supports the

100GBASE-ER4 optical interface standard. The CFP-100GBASE-SR10 transceiver

supports the 100GBASE-SR10 optical interface standard. For more information, see

“Cables and connectors” in the PIC guide.

• T1600 Router: 100-Gigabit Ethernet PIC with CFP (Model number:
PD-1CE-CFP-FPC4)

• T4000 Router: 100-Gigabit Ethernet PIC with CFP (Model numbers: PF-1CGE-CFP
for Type 5 and PD-1CE-CFP-FPC4 for Type 4)

[See 100-Gigabit Ethernet 100GBASE-R Optical Interface Specifications, T1600 Core

Router PIC Guide, and T4000 Core Router PIC Guide.]

• Accounting of system statistics for IPv4 and IPv6 traffic—OnMX Series routers, you
can enable accounting of system statistics for IPv4 and IPv6 traffic by including the

extended-statisticsstatementat the [editchassis]hierarchy level. Bydefault, accounting

of system statistics is disabled.

[See extended-statistics.]

• Fabric enhancements for Juniper Networks MX2020 andMX2010 routers—Juniper
Networks MX2020 and MX2010 routers now support all existing fabric hardening

enhancements.

• Support for unified in-service software upgrade (TXMatrix Plus router)—Starting
with Junos OS Release 12.3R2, unified in-service software upgrade (unified ISSU) is

supported on a routing matrix based on a TXMatrix Plus router with the TXP-T1600

configuration.

Unified ISSU is a process to upgrade the system software with minimal disruption of

transit traffic and no disruption on the control plane. In this process, the new system

software versionmustbe later than theprevious systemsoftware version.Whenunified

ISSU completes, the new system software state is identical to that of the system

software when the system upgrade is performed by powering off the system and then

powering it back on.

• Enhancement to ping ethernet command—Enables you to specify a multicast MAC

address. For example:

user@host> ping ethernetmaintenance-domainmd3maintenance-associationma3
01:80:c2:00:00:33

• Symmetric Load Balancing onMX Series routers with MPCs—Enables support for
symmetrical loadbalancingover802.3ad linkaggregationgroups (LAGs)onMXSeries
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routers with MPCs. [See Configuring Symmetrical Load Balancing on an 802.3ad Link

Aggregation Group on MX Series Routers.]

• Computation of the Layer 2 overhead attribute in interface statistics (MX Series
routers)—OnMX Series routers, you can configure the physical interface and logical
interface statistics to include the Layer 2 overhead size (header and trailer bytes) for

both ingress and egress interfaces. Both the transit and total statistical information

are computed and displayed for each logical interface. This functionality is supported

on 1-Gigabit and 10-Gigabit Ethernet interfaces on Dense Port Concentrators (DPCs)

and Modular Port Concentrators (MPCs).

You can enable the Layer 2 overhead bytes for computation in the logical interface

statistics by configuring the account-layer2-overhead (value | <ingress bytes | egress

bytes>) statement at the [edit interface interface-name unit logical-unit-number]

hierarchy level. If you configure this capability, all the Layer 2 header details (L2 header

and cyclic redundancy check [CRC]) based on the Layer 2 encapsulation configured

for an interface are calculated and displayed in the physical and logical interface

statistics for ingress and egress interfaces in the output of the show interfaces

interface-name commands. For physical and logical interfaces, the Input bytes and

Output bytes fields under the Traffic statistics section in the output of the show

interfaces interface-name <detail | extensive> command include the Layer 2 overhead

of thepackets. For physical and logical interfaces, the InputRateandOutputRate fields

under the Traffic statistics section in the output of the show interfaces interface-name

<media | statistics> command include the Layer 2 overhead of the packets. For logical

interfaces, the values for the newly added Egress accounting overhead and Ingress

accountingoverhead fieldsdisplay theLayer2overheadsize for transmittedand received

packets respectively.

The ifInOctets and the ifOutOctets MIB objects display statistics that include Layer 2

overhead bytes if you configured the setting to account for Layer 2 overhead at the

logical interface level.

• New label-switching router (LSR) FPC (model number T4000-FPC5-LSR)—The
newLSRFPC in aT4000core router provides LSRcapabilitywith the following scaling

numbers:

LSR FPC ScaleFeature

28millionRIB capacity

64,000FIB (IPv4 and IPv6 unicast)

48,000MPLS label push

256,000MPLS label FIB/MPLS swap table

256,000IPmulticast route capacity

128,000Multicast forwarding table (S, G)
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LSR FPC ScaleFeature

32,000 (ingress/egress)RSVP LSPs

64,000 (transit)

8000Layer 2 VPN ingress/egress with family CCC/TCC

The LSR FPC operates in the following modes:

• Packet transport mode—When the LSR FPC operates as an LSR only, the LSR FPC

scaling numbers are supported.

• Converged P/PEmode—In amixed provider (P) and provider edge (PE) router

deployment, the LSR FPCmight receive routes and next hops that exceed the LSR

scaling numbers that are supported. In that case, extended scaling numbers, such

as for the T4000-FPC5-3D, are supported.

• PE router mode—In PE router mode, running a Layer 3 VPN or peering services from

the LSR FPC is not supported.

[See the T4000 Core Router Hardware Guide.]

• Support for new fixed-configurationMPConMX240,MX480,MX960, andMX2020
routers—MX2020, MX960, MX480, and MX240 routers support a newMPC, MPC4E.

MPC4E provides scalability in bandwidth and services capabilities of the routers.

MPC4E, like other MPCs, provides the connection between the customer's Ethernet

interfacesand the routing fabricof theMXSerieschassis.MPC4E isa fixed-configuration

MPC and does not contain separate slots for Modular Interface Cards (MICs). MPC4E

is available in twomodels: MPC4E-3D-32XGE-SFPP and MPC4E-3D-2CGE-8XGE.

MPC4E, likeMPC3E, requires the EnhancedMXSwitchControl Board (SCBE) for fabric

redundancy.MPC4Edoes not support legacySCBs.MPC4E interoperateswith existing

MX Series line cards, including Dense Port Concentrators (DPCs) and Modular Port

Concentrators (MPCs).

MPC4E contains two Packet Forwarding Engines (PFEs)––PFE0 hosts PIC0 and PIC1

while PFE1 hosts PIC2 and PIC3.

MPC4E supports:

• Forwarding capability of up to 130 Gbps per Packet Forwarding Engine. On MX240,

MX480, and MX960 routers with Enhanced MX Switch Control Boards (SCBEs),

each Packet Forwarding Engine can forward up to 117 Gbps because of the Packet

ForwardingEngineand fabric limitations.OnM2020 routers, eachPacket Forwarding

Engine can forward up to 130 Gbps.

• Both 10-Gigabit Ethernet interfaces and 100-Gigabit Ethernet interfaces.

• Small form-factor pluggable (SFP) and C form-factor pluggable (CFP) transceivers

for connectivity.

• Up to 240 Gbps of full-duplex traffic.

• Intelligent oversubscription services.
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• WAN-PHYmode on 10-Gigabit Ethernet Interfaces on a per-port basis.

• Up to four full-duplex tunnel interfaces on each MPC4E.

• Effective line rate of 200 Gbps for packets larger than 300 bytes.

MPC4E supports feature parity with the Junos OS Release 12.3 software features:

• Basic Layer 2 features and virtual private LAN service (VPLS) functionality, including

Operation, Administration, and Maintenance (OAM)

• Class-of-service (CoS) support

• Firewall filters and policers

• Interoperability with existing DPCs and MPCs

• Internet Group Management Protocol (IGMP) snooping with bridging, integrated

routing and bridging (IRB), and VPLS

• Layer 3 routing protocols

• J-Flowmonitoring and services

• MPLS

• Multicast forwarding

• Precision Time Protocol (IEEE 1588)

• Tunnel Interfaces support

The following features are not supported on the MPC4E:

• Fine-grained queuing and input queuing

• Intelligent hierarchical policers

• Layer 2 trunk port

• MPLS fast reroute (FRR) VPLS instance prioritization

• Multilink services

• Virtual Chassis support

Formore informationabout thesupportedandunsupported JunosOSsoftware features

for this MPC, see Protocols and Applications Supported by theMX240, MX480, MX960,

and MX2000MPC4E in theMX Series Line Card Guide.

• Support for Ethernet synthetic lossmeasurement—You can trigger on-demand and
proactive Operations, Administration, and Maintenance (OAM) for measurement of

statistical counter values corresponding to ingress and egress synthetic frames. Frame

loss is calculatedusingsynthetic frames insteadofdata traffic. Thesecountersmaintain

a count of transmitted and received synthetic frames and frame loss between a pair

of maintenance association end points (MEPs).

The Junos OS implementation of Ethernet synthetic loss measurement (ETH-SLM) is

fully compliant with the ITU-T Recommendation Y.1731. Junos OSmaintains various

counters for ETH-SLM PDUs, which can be retrieved at any time for sessions that are

initiated by a certain MEP. You can clear all the ETH-SLM statistics and PDU counters.
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The ETH-SLM feature provides the option to perform ETH-SLM for a given 802.1p

priority; to set the size of the ETM-SLMprotocol data unit (PDU); and to generate XML

output.

You can perform ETH-SLM in on-demand ETH-SLMmode (triggered through the CLI)

or in proactive ETH-SLMmode (triggered by the iterator application). To trigger

synthetic frame lossmeasurement (on-demandmode)andprovidea run-timedisplay

of the measurement values, use themonitor ethernet synthetic-loss-measurement

(remote-mac-address | mepmep-id)maintenance-domainmd-name

maintenance-associationma-name count frame-countwait time priority 802.1p value

size xml operational mode command.

To display the archived on-demand synthetic frame loss measurement values, use

the show oam ethernet connectivity-fault-management synthetic-loss-statistics

maintenance-domainmd-namemaintenance-associationma-name local-mep

local-mep-id remote-mep remote-mep-idcountentry-countoperationalmodecommand.

To display the cumulative on-demand synthetic frame loss measurement values, use

the show oam ethernet connectivity-fault-management interfaces detail operational

mode command.

ToperformproactiveETH-SLM, youneed tocreateanSLA iterator profile andassociate

the profile with a remote MEP. To create an SLA iterator profile for ETH-SLM, include

themeasurement-type slm statement at the [edit protocols oam ethernet

connectivity-fault-management performance-monitoring sla-iterator-profiles

profile-name] hierarchy level. To display proactive synthetic lossmeasurement values,

use the show oam ethernet connectivity-fault-management sla-iterator-statistics

maintenance-domainmd-namemaintenance-associationma-name local-mep

local-mep-id remote-mep remote-ip-idsla-iterator identifieroperationalmodecommand.

Youcan reset theSLMstatisticsbyclearing thecurrentlymeasuredETH-SLMstatistical

counters. To clear the existing on-demand Ethernet loss statistics measured for a

specific maintenance domain andmaintenance association local and remote MEP

and restart the counter, use the clear oam ethernet connectivity-fault-management

synthetic-loss-measurementmaintenance-domainmd-namemaintenance-association

ma-name local-mep local-mep remote-mep remote-mep operational mode command.

To clear the existing proactive ETH-SLM counters for a specific maintenance domain,

maintenance association, local MEP, remote MEP, and an SLA iterator, use the clear

oamethernetconnectivity-fault-managementsla-iterator-statisticsmaintenance-domain

md-namemaintenance-associationma-name local-mep local-mep-id remote-mep

remote-mep-id sla-iterator identifier operational mode command.

The following list consists of the connectivity fault management (CFM)-related

operational mode commands that display ETH-SLM statistics:

• The show oam ethernet connectivity-fault-management interfaces detail command

is enhanced todisplayon-demandETH-SLMstatistics forMEPs in thespecifiedCFM

maintenance association within the specified CFMmaintenance domain.

• The show oam ethernet connectivity-fault-managementmep-statistics command is

enhanced to display on-demand ETH-SLM statistics and frame counts for MEPs in

the specified CFMmaintenance association within the specified CFMmaintenance

domain.
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• The show oamethernet connectivity-fault-managementmep-database command is

enhanced to display on-demand ETH-SLM frame counters forMEPs in the specified

CFMmaintenance association within the specified CFMmaintenance domain.

• The show oam ethernet connectivity-fault-management sla-iterator-statistics

command is enhanced to display service-level agreement (SLA) iterator statistics

for ETH-SLM.

[Release Notes]

• Support forOSSmappingto representaT4000chassisasaT1600oraT640chassis
(T4000 routers)—Starting with Junos OS Release 12.3R3, you canmap a T4000
chassis toaT1600chassis or aT640chassis, so that theT4000chassis is represented

as a T1600 chassis or a T640 chassis, respectively, without changing the operations

support systems (OSS) qualification. Therefore, you can avoid changes to the OSS

when a T1600 chassis or a T640 chassis is upgraded to a T4000 chassis.

You can configure the OSSmapping feature with the set oss-mapmodel-name

t640|t1600configurationcommandat the [editchassis]hierarchy level. This command

changes the chassis field to the known chassis field in the output of the show chassis

hardware and the show chassis oss-map operational mode commands. You can verify

the change with the show snmpmibwalk system and show snmpmibwalk

jnxBoxAnatomy operational commands as well.

You can delete the OSSmapping feature by using the delete chassis oss-map

model-name t640|t1600 configuration command.

Junos OS XML API and Scripting

• Support for service template automation—Starting with Junos OS Release 12.3, you
can use service template automation to provision services such as VPLS VLAN, Layer

2 and Layer 3 VPNs, and IPsec across similar platforms running Junos OS. Service

templateautomationuses the service-builder.slaxopscript to transformauser-defined

service template definition into a uniformAPI, which you can then use to configure and

provision services on similar platforms running Junos OS. This permits you to create a

service template on one device, generalize the parameters, and then quickly and

uniformly provision that service on other devices. This decreases the time required to

configure the same service onmultiple devices, and reduces configuration errors

associated with manually configuring each device.

[See Service Template Automation.]

• Support for configuring limits on concurrently running event policies andmemory
allocation for scripts—Junos OS Release 12.3 supports configuring limits on the
maximum number of concurrently running event policies and themaximum amount

of memory allocated for the data segment for scripts of a given type. By default, the

maximum number of event policies that can run concurrently in the system is 15, and

themaximumamountofmemoryallocated for thedatasegmentportionofanexecuted

script is half of the total available memory of the system, up to amaximum value of

128 MB.

To set the maximum number of event policies that can run concurrently on a device,

configure themax-policies policies statement at the [edit event-options] hierarchy
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level. You can configure a maximum of 0 through 20 policies. To set the maximum

memory allocated to the data segment for scripts of a given type, configure the

max-datasizesize statementunder thehierarchyappropriate for that script type,where

size is thememory inbytes. Tospecify thememory in kilobytes,megabytes, or gigabytes,

append k,m, or g, respectively, to the size. You can configure the memory in the range

from 2,3068,672 bytes (22 MB) through 1,073,741,824 bytes (1 GB).

[See Configuring Limits on Executed Event Policies andMemory Allocation for Scripts.]

Layer 2 Features

• Support forSynchronousEthernetandPrecisionTimeProtocolonMXSeries routers
with 16-portChannelizedE1/T1CircuitEmulationMIC(MXSeriesRouters)—Starting
with Junos OS Release 12.3, Synchronous Ethernet and Precision Time Protocol (PTP)

aresupportedonMXSeries routerswith the 16-portChannelizedE1/T1Circuit Emulation

MIC (MIC-3D-CH-16E1T1-CE). The clock derived by Synchronous Ethernet, PTP, or an

internal oscillator is used to drive the T1/E1 interfaces on the 16-port Channelized E1/T1

Circuit Emulation MIC.

• E-TREEwith remote VSI support on Juniper NSN Carrier Ethernet Transport—The
JuniperNSNCarrier EthernetTransport solution supportsMetroEthernet Forum(MEF)

Ethernet Tree (E-TREE) services using centralized virtual switch instances (VSIs).

E-TREE is a rootedmultipoint service, where end points are classified as Roots and

Leaves. Root end points can communicate with both Root and Leaf end points, but

Leaf end points can only communicate with the Root end points.

Juniper’s NSN CET solution employs E-TREE services using a centralized VSI model.

This means that VSIs are only provisioned on certain selected PEs. End points are

connected to these central VSIs using spoke pseudowires. The centralized VSI model

uses a lower number of pseudowires and less bandwidth than the distributed VSI

model.

• Adds support to send and receive untagged RSTP BPDUs on Ethernet interfaces
(MX Series platforms)–VLAN Spanning Tree Protocol (VSTP) can send and receive
untagged Rapid Spanning Tree Protocol (RSTP) bridge protocol data units (BPDUs)

on Gigabit Ethernet (ge), 10 Gigabit Ethernet (xe), and aggregated Ethernet (ae)

interfaces.

To configure this feature, include the access-trunk statement at the following hierarchy

levels:

[edit protocols vstp vlan vlan-identifier interface interface-name]
[edit routing-instances routing-instance-name instance-type (layer2-control |
virtual-switch)]

[edit logical-systems logical-system-name protocols vstp]
[edit logical-systems logical-system-name routing-instances routing-instance-name
protocols vstp]

[See access-trunk.]

• Extends support for multilink-based protocols on T4000 and TXMatrix Plus
routers—Starting with Junos OS Release 12.3R3, multilink-based protocols are
supported on the T4000 and TXMatrix Plus routers with Multiservices PICs.
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• Multilink Point-to-Point Protocol (MLPPP)—Supports Priority-based Flow Control

(PFC) for data packets and Link Control Protocol (LCP) for control packets.

Compressed Real-Time Transport Protocol (CRTP) and Multiclass MLPPP are

supported for both data and control packets.

• Multilink Frame Relay (MLFR) end-to-end (FRF.15)—Supports Ethernet Local

Management Interface (LMI), Consortium LMI (C-LMI), and Link Integrity Protocol

(LIP) for data and control packets.

• MultilinkFrameRelay(MFR)UNINNI (FRF.16)—SupportsEthernetLocalManagement

Interface (LMI), Consortium LMI (C-LMI), and Link Integrity Protocol (LIP) for data

and control packets.

• Link fragmentation and interleaving (LFI) nonmultilink MLPPP and MLFR packets.

• Communications Assistance for Law Enforcement Act (CALEA)--Defines electronic

surveillance guidelines for telecommunications companies.

• Two-Way Active Measurement Protocol (TWAMP)-- Adds two-way or round-trip

measurement capabilities

[Interfaces Command Reference]

Extends support of IPv6 statistics forMLPPPbundlesonT4000andTXMatrixPlus
routers—Starting with Junos OS Release 12.3R3, the show interfaces lsq-fpc/pic/port

command displays the packet and byte counters for IPv6 data for Multilink

Point-to-Point Protocol (MLPPP) bundles on link services intelligent queuing (LSQ)

interfaces.

[Interfaces Command Reference]

Layer 2 Tunneling Protocol

• Support for filtering trace results by subscriber or domain for AAA, L2TP, and PPP
(MX Series routers)—You can now filter trace results for AAA (authd), L2TP (jl2tpd),

and PPP (jpppd) by subscribers or domains. Specify the filter user username option at

the appropriate hierarchy level:

• AAA—[edit system processes general-authentication-service traceoptions filter]

• L2TP—[edit services l2tp traceoptions filter]

• PPP—[edit protocols ppp-service traceoptions filter]

For subscriber usernames that have the expected form of user@domain, you can filter

on either the user or the domain. The filter supports the use of a wildcard (*) at the

beginning or end of the user, the domain, or both. For example, the following are all

acceptable uses of the wildcard: tom@example.com, tom*, *tom, *ample.com,

tom@ex*, tom*@*example.com.

You cannot filter results using a wildcard in the middle of the user or domain. For

example, the followingusesof thewildcardarenot supported: tom*25@example.com,

tom125@ex*.com.
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When you enable filtering by username, traces that have insufficient information to

determine the username are automatically excluded.

Multiprotocol Label Switching (MPLS)

• Link protection forMLDP—MLDP link protection enables fast reroute of traffic carried
over LDP LSPs in case of a link failure. LDP point-to-multipoint LSPs can be used to

send traffic fromasingle rootor ingressnode toanumberof leaf nodesor egressnodes

traversing one or more transit nodes. When one of the links of the point-to-multipoint

tree fails, the subtreesmightgetdetacheduntil the IGP reconvergesandMLDP initiates

label mapping using the best path from the downstream to the new upstream router.

To protect the traffic in the event of a link failure, you can configure an explicit tunnel

so that traffic can be rerouted using the tunnel. JunosOS supportsmake-before-break

(MBB) capabilities to ensure minimum packet loss when attempting to signal a new

LSP path before tearing down the old LSP path. This feature also adds targeted LDP

support for MLDP link protection.

To configure MLDP link protection, use themake-before-break and

link-protection-timeout statements at the [edit protocols ldp] hierarchy level. To view

MBBcapabilities, use the showldpsessiondetailcommand.Toverify that linkprotection

is active, use the show ldp interface extensive command. To view adjacency type, use

the show ldp neighbor extensive command. To viewMBB interval, use the show ldp

overview command. [MPLS].

• A new ultimate-hop popping feature is now available for LSPs configured onM Series,

MX Series, and T Series platforms. An ultimate-hop popping LSP pops theMPLS label

at the LSP egress. The default behavior for an LSP on a Juniper Networks device is to

pop theMPLS label at thepenultimate-hop router (the router before theegress router).

Ultimate-hop popping is available on RSVP-signaled LSPs and static LSPs.

The following network applications could require that you configure UHP LSPs:

• MPLS-TP for performancemonitoring and in-band OAM

• Edge protection virtual circuits

• UHP static LSPs

Toenableultimate-hoppoppingonanLSP, include theultimate-hop-poppingstatement

at the [edit protocolsmpls label-switched-path lsp-name] hierarchy level to enable

ultimate-hop popping on a specific LSP or at the [edit protocolsmpls] hierarchy level

to enable ultimate-hop popping on all of the ingress LSPs configured on the router.

When you enable ultimate-hop popping, RSVP attempts to resignal existing LSPs as

ultimate-hop popping LSPs in a make-before-break fashion. If an egress router does

not support ultimate-hop popping, the existing LSP is torn down. If you disable

ultimate-hoppopping,RSVP resignals existingLSPsaspenultimate-hoppoppingLSPs

in a make-before-break fashion.

[See Configuring Ultimate-Hop Popping for LSPs.]

• Enable local receivers on the ingress of a point-to-multipoint circuit cross-connect
(CCC)—This feature enables you to switch the traffic entering a P2MP LSP to local
interfaces. On the ingress PE router, CCC can be used to switch an incoming CCC
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interface to one or more outgoing CCC interfaces. To configure the output interface,

include the output-interface statement at the [edit protocols connections

p2mp-transmit-switch <p2mp-lsp-name-on-which-to-transmit>] hierarchy level. One

ormore output interfaces can be configured as local receivers on the ingress PE router

using this statement. Use the show connections p2mp-transmit-switch (extensive |

history | status), show route ccc <interface-name> (detail | extensive), and show route

forwarding-table ccc <interface-name> (detail | extensive) commands to view details

of the local receiving interfaces at ingress. [MPLS]

• Support for Bidirectional Forwarding Detection protocol, LSP traceroute, and LSP
ping on Channelized OC3/STM1 (Multi-Rate) Circuit EmulationMICwith SFP (MX
Series Routers)—Starting with Junos OS 12.3, support for Bidirectional Forwarding
Detection (BFD) protocol, LSP traceroute, and LSP ping is extended to Channelized

OC3/STM1 (Multi-Rate)Circuit EmulationMICwithSFP(MIC-3D-4COC3-1COC12-CE).

The BFD protocol is a simple hello mechanism that detects failures in a network. You

can configure Bidirectional Forwarding Detection (BFD) for LDP LSPs. You can also

use the LSP ping commands to detect LSP data plane faults. You can trace the route

followed by an LDP-signaled LSP.

LDP LSP traceroute is based on RFC 4379, Detecting Multi-Protocol Label Switched

(MPLS) Data Plane Failures. This feature allows you to periodically trace all paths in a

Forwarding Equivalence Class (FEC). The FEC topology information is stored in a

database accessible from the CLI.

• Host fast reroute (HFRR)—Adds a precomputed protection path into the Packet
Forwarding Engine, such that if a link betweenaprovider edgedevice anda server farm

becomesunusable for forwarding, thePacket Forwarding Engine can use another path

without having to wait for the router or the protocols to provide updated forwarding

information. HFRR is a technology that protects IP endpoints onmultipoint interfaces,

such as Ethernet. This technology is important in data centers where fast service

restoration for server endpoints is critical. After an interface or a link goes down, HFRR

enables the local repair time to be approximately 50milliseconds. You can configure

HFRR by adding the link-protection statement to the interface configuration in the

routing instance. We recommend that you include this statement on all provider edge

(PE) devices that are connected to server farms throughmultipoint interfaces.

[See Example: Configuring Host Fast Reroute.]

• Support of Path Computation Element Protocol for RSVP-TE—Starting with Junos
OS Release 12.3, the MPLS RSVP-TE functionality is extended to provide a partial

client-side implementation of the stateful Path Computation Element (PCE)

architecture (draft-ietf-pce-stateful-pce). The PCE computes path for the traffic

engineered LSPs (TE LSPs) of ingress routers that have been configured for external

control. The ingress router that connects to a PCE is called a Path Computation Client

(PCC). The PCC is configured with the Path Computation Client Protocol (PCEP)

(defined in RFC 5440, but limited to the functionality supported on a stateful PCE

only) to facilitate external path computing by a PCE.

In this new functionality, the active stateful PCE sets parameters for the PCC's TE

LSPs, such as bandwidth, path (ERO), and priority. The TE LSP parameters configured

fromthePCC'sCLIareoverriddenby thePCE-providedparameters.ThePCCre-signals
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the TE LSPs based on the path specified by the PCE. Since the PCE has a global view

of the bandwidth demand in the network and performs external path computations

after looking up the traffic engineering database, this feature provides amechanism

for offline control of TE LSPs in the MPLS RSVP TE enabled network.

To enable external path computing by a PCE, include the lsp-external-controller

statement on the PCC at the [edit mpls] and [edit mpls lsp lsp-name] hierarchy levels.

ToenablePCE toPCCcommunication, configurepcepon thePCCat the [editprotocols]

hierarchy level.

[See PCEP Configuration Guide.]

Multicast

• Redundant virtual tunnel (VT) interfaces in Multiprotocol BGP (MBGP)multicast
VPNs (MVPNs)—VT interfaces are needed formulticast traffic on routing devices that
function as combined provider edge (PE) and provider core (P) routers to optimize

bandwidth usageon core links. VT interfaces prevent traffic replicationwhenaP router

also acts as a PE router (an exit point for multicast traffic). You can configure up to

eight VT interfaces in a routing instance, thus providing Tunnel PIC redundancy inside

the samemulticast VPN routing instance. When the active VT interface fails, the

secondary one takes over, and you can continuemanaging multicast traffic with no

duplication. To configure, includemultiple VT interfaces in the routing instance and,

optionally, apply the primary statement to one of the VT interfaces.

[See Example: Configuring Redundant Virtual Tunnel Interfaces in MBGPMVPNs.]

• Enhancements to RPD_MC_OIF_REJECT and RPD_MC_OIF_RE_ADMIT system log
messages—Whenmulticast call admission control (CAC) is enabled on an interface,

the routing software cannot add amulticast flow to that interface if doing so exceeds

the maximum configured bandwidth for that interface. Consequently, the interface is

rejected for that flow due to insufficient bandwidth, and the router writes the

RPD_MC_OIF_REJECTsystemlogmessage to the log fileat the info severity level.When

bandwidth again becomes available on the interface, interfaces previously rejected

for a flow are readmitted. In that case, the router writes the RPD_MC_OIF_RE_ADMIT

system logmessage to the log file at the info severity level.

Both the RPD_MC_OIF_REJECT system logmessage and the RPD_MC_OIF_RE_ADMIT

system logmessage include the interface-name. In RPD_MC_OIF_REJECTmessages,

interface-name identifies the interface that was rejected for a multicast flow due to

insufficientbandwidth. InRPD_MC_OIF_RE_ADMITmessages, interface-name identifies

the interface that was re-admitted for a multicast flow due to newly available

bandwidth on the interface.

The RPD_MC_OIF_REJECT and RPD_MC_OIF_RE_ADMIT system logmessages have

been enhanced in this release to include the following information in addition to the

interface-name:

• group-address—IP address of the multicast group

• source-address—Source IP address of the multicast flow

• flow-rate—Bandwidth of the multicast flow, in bits per second (bps)
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• maximum-flow-rate—Maximum bandwidth that is the sum of all multicast flows on

the interface, in bps

• admitted-flow-rate—Admitted bandwidth that is the sum of all multicast flows on

the interface, in bps

When themaximum allowable bandwidth is exceeded on the logical interface (also

known as themap-to interface) to which an outgoing interface (OIF) map directs

(maps)multicast traffic, theRPD_MC_OIF_REJECTandRPD_MC_OIF_RE_ADMITsystem

logmessagesalsodisplay theoif-map-interface-namestring.Theoif-map-interface-name

is an optional string that identifies one or more subscriber interfaces that requested

themulticast traffic and are associated with the OIF map.

The oif-map-interface-name string appears in the RPD_MC_OIF_REJECT and

RPD_MC_OIF_RE_ADMIT system logmessages when all of the following conditions

are met:

• The subscriber interface has CAC enabled, and is associated with an OIF map.

• Themap-to interface (also known as themulticast VLAN, or M-VLAN) has CAC

enabled.

• The subscriber interface that maps traffic to the M-VLAN receives an IGMP or MLD

join message.

• The M-VLAN is not already sending the group and source of the multicast flow.

• Addingamulticast flowto theM-VLANexceeds themaximumbandwidthconfigured

on the M-VLAN interface.

• The group and source is source-specific multicast (SSM), or multicast data traffic

is flowing.

Being able to viewall of this information in a single system logmessagemakes it easier

for you to identify, troubleshoot, and resolve problemswhen usingmulticast protocols

in your network. In earlier Junos OS releases, the RPD_MC_OIF_REJECT and

RPD_MC_OIF_RE_ADMIT system logmessages included only interface-name, but did

not include group-address, source-address, or oif-map-interface-name.

The following example shows an RPD_MC_OIF_REJECT system logmessage for an

oversubscribed interface. Because the interface is not configuredwith anOIFmap, the

oif-map-interface-name string does not appear.

Oct 26 08:09:51 wfpro-mx1-c r1:rpd[12955]: RPD_MC_OIF_REJECT: 225.1.0.2 193.0.1.2

(5000000 bps) rejected due to lack of bandwidth on ge-4/1/0.1 (maximum 12000000

bps, admitted 10000000 bps)

This example includes the following information:

• The group-address is 225.1.0.2

• The source-address is 193.0.1.2

• The flow-rate is 5000000 bps

• The interface-name is ge-4/1/0.1
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• Themaximum-flow-rate is 12000000 bps

• The admitted-flow-rate is 10000000 bps

The following example shows the same RPD_MC_OIF_REJECT system logmessage

for an interface configured with an OIF map. All of the values are the same as in the

preceding RPD_MC_OIF_REJECT example except for the addition of the

oif-map-interface-name string,which is requestedfromge-4/1/0.1ge-4/1/0.2ge-4/1/0.3.

Oct 26 08:17:05wfpro-mx1-c r1:rpd[15133]: RPD_MC_OIF_REJECT: 225.1.0.2 193.0.1.2

(5000000bps) rejected due to lack of bandwidth on ge-4/1/0.4 (maximum 12000000

bps, admitted 10000000 bps) requested from ge-4/1/0.1 ge-4/1/0.2 ge-4/1/0.3

The enhancements to the RPD_MC_OIF_REJECT andRPD_MC_OIF_RE_ADMIT system

logmessages make no changes to how bandwidth is managed on the router for

multicast configurations.

[Multicast Protocols Configuration Guide]

• StaticARPwithmulticastMACaddress foran IRB interface—Enables you toconfigure
a static ARP entry with amulticast MAC address for an IRB interfacewhich acts as the

gateway to the network load balancing (NLB) servers. Earlier, theNLB servers dropped

packetswithaunicast IPaddressandamulticastMACaddress. JunosOS 12.3 supports

the configuration of a static ARP with amulticast MAC address.

To configure a static ARP entry with a multicast MAC address for an IRB interface,

configure the ARP entry at the [edit interfaces irb unit logical-unit-number family inet

address address] hierarchy level.

irb {
unit logical-unit-number{
family inet {
address address{
arp addressmulticast-macmac-add;

}
}

}
}
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Power Management

• Powermanagement support on T4000 routers with six-input DC power supply
—Starting with Junos OS Release 12.3, the power management feature is enabled on

a Juniper Networks T4000 Core Router. This feature enables you to limit the overall

chassis output power consumption. That is, power management enables you to limit

the router from powering on a Flexible PIC Concentrator (FPC) when sufficient output

power is not available to power on the FPC.

Thepowermanagement feature is enabled onlywhen six input feedswith 40amperes

(A) each or four input feeds with 60 A each are configured on the router. The power

management feature is not enabled for any other input feed–current combination.

When the power management feature is not enabled, Junos OS tries to power on all

the FPCs connected to the router.

CAUTION: If you do not configure the powermanagement feature and the
maximumpowerdraw isexceededby the router, FPCs’ statesmightchange
fromOnline toOffline or Present, some trafficmight drop, or the interfaces
might flap.

After you connect the input feeds to the router, youmust configure the number of input

feeds connected to the router and the amount of current received at the input feeds.

Use the feeds statement and the input current statement at the [edit chassis pem]

hierarchy level to configure the number of input feeds and the amount of current

received at the input feeds, respectively.

NOTE: You can connect three 80 A DC power cables to the six-input DC
power supply by using terminal jumpers.When youdo this, ensure that you
set thevalueof feedsstatement to6and thatof the inputcurrentstatement

to 40. If these configurations are not set, the power management feature

is not enabled and, therefore, Junos OS tries to power on all the FPCs
connected to the router.

When the power management feature is enabled, FPCs connected to the router are

powered on based on the power received by the router. If the router receives sufficient

power to power on all the FPCs connected to the router, all the FPCs are powered on.

If sufficient power is not available, Junos OS limits the number of FPCs brought online.

That is, Junos OS uses the total available chassis output power as a factor to decide

whether or not to power on an FPC connected to the router.

[See T4000 Power Management Overview and T4000 Core Router Hardware Guide.]

Routing Policy and Firewall Filters

• Sourcechecking for forwarding filter tables—OnMXSeries3DUniversal EdgeRouters,
you can apply a forwarding table filter by using the source-checking statement at the

[edit forwarding-options family inet6] hierarchy level. This discards IPv6 packets when

the source address type is unspecified, loopback, multicast, or link-local. RFC 4291, IP
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Version 6 Addressing Architecture, refers to four address types that require special

treatment when they are used as source addresses. The four address types are:

Unspecified, Loopack, Multicast, and Link-Local Unicast. The loopback andmulticast

addresses must never be used as a source address in IPv6 packets. The unspecified

and link-local addresses can be used as source addresses but routers must never

forward packets that have these addresses as source addresses. Typically, packets

that contain unspecified or link-local addresses as source addresses are delivered to

the local host. If the destination is not the local host, then the packet must not be

forwarded. Configuring this statement filters or discards IPv6 packets of these four

address types. Configuring this statement filters or discards IPv6 packets of these four

address types.

[See Applying Filters to Forwarding Tables.]

• Unidirectional GRE tunnels across IPv4without tunnel interfaces—For Junos OS
Release 12.3R2 and later, you can configure a tunnel that transports IPv4, IPv6,

protocol-independent, orMPLS traffic acrossan IPv4networkwithouthaving tocreate

tunnel interfaces on services PICs. This type of GRE tunnel is unidirectional and

transports unicast or multicast transit traffic as clear text. Encapsulation,

de-encapsulation, and forwardingofpayloads is executedbyPacketForwardingEngine

processes for logical Ethernet interfaces or aggregated Ethernet interfaces hosted on

MICs and MPCs in MX Series routers. TwoMX Series routers installed as PE routers

provide network connectivity to twoCE routers that lack a native routing path between

them. This feature is also supported in logical systems.

Specify tunnel characteristics by configuring the tunnel-end-point statement on the
ingress PE router:

firewall {
tunnel-end-point tunnel-name {
ipv4 {
source-address source-host-address;
destination-address destination-host-address;

}
gre [key number];

}
}

To configure the ingress PE router to encapsulate passenger protocol packets, attach
a passenger protocol family firewall filter at the input of a supported interface. The
following terminating firewall filter action refers to the specified tunnel and initiates
encapsulation of matched packets:

encapsulate tunnel-name

To configure the egress PE router to de-encapsulate GRE packets and forward the
original passenger protocol packets, attach an IPv4 firewall filter at the input of all
interfaces that are advertised addresses for the router. The following terminating
firewall filter action initiates de-encapsulation of matched packets:

decapsulate [routing-instance instance-name]

By default, the Packet Forwarding Engine uses the default routing instance to forward

payload packets to the destination network. If the payload is MPLS, the Packet
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Forwarding Engine performs route lookup on the MPLS path routing table using the

route label in the MPLS header.

If youspecify thedecapsulateactionwithanoptional routing instancename, thePacket

Forwarding Engine performs route lookup on the routing instance, and the instance

must be configured.

[Firewall Filters Configuration Guide]

Routing Protocols

• Expandedsupport foradvertisingmultiplepathstoadestination inBGP—This feature
now supports graceful restart and additional address families. Previously, graceful

restart was not supported and only the IPv4 address family was supported with the

BGP add-path feature. Now the following address families are supported:

• IPv4 unicast (net unicast)

• IPv6 unicast (inet6 unicast)

• IPv4 labeled unicast (inet labeled-unicast)

• IPv6 labeled unicast (inet6 labeled-unicast)

To configure these address families, include the family <address-family> add-path

statement at the [edit protocols bgp] hierarchy level.

To configure graceful restart, include the graceful-restart statement at the [edit

routing-options] hierarchy level.

[See Example: Advertising Multiple BGP Paths to a Destination.]

• One desirable application of BFD is to detect connectivity to routing devices that span

multiple network hops and follow unpredictable paths. This is known as amultihop

session. Until JunosOSRelease 12.3,multihopBFDwas non-distributed and ran on the

Routing Engine. Starting in Junos OS 12.3, multihop BFD is distributed, meaning that it

runs on the Packet Forwarding Engine. This change provides multiple scalability

improvements.
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Security

• DDoS Protection Flow Detection (MX Series Routers)—Flow detection is an

enhancement to DDoS protection that supplements the DDoS policer hierarchies.

When you enable flowdetection by including the flow-detection statement at the [edit

systemddos-protectionglobal]hierarchy level, a limitedamountofhardware resources

are used tomonitor the arrival rate of host-bound flows of control traffic. This behavior

makes flow detection highly scalable compared to filter policers, which track all flows

and therefore consume a considerable amount of resources.

Flows that violate a DDoS protection policer are tracked as suspicious flows; they

become culprit flows when they violate the policer bandwidth for the duration of a

configurable detection period. Culprit flows are dropped, kept, or policed to below the

allowed bandwidth level. Suspicious flow tracking stops if the violation stops before

the detection period expires.

Most flow detection attributes are configured at the packet level or flow aggregation

level. Table 3 on page 108 lists these statements, which you can include at the [edit

system ddos-protection protocols protocol-group packet-type] hierarchy level. You can

disable flowdetection, configure theaction taken for culprit flows, specify abandwidth

different than the policer bandwidth, configure flows to bemonitored even when a

policer is not in violation, disable automatic event reporting, or enable a timeout period

that automatically removes flows as culprit flows after the timeout has expired.

Table 3: Flow Detection Packet-Level Statements

no-flow-loggingflow-level-detectionflow-detection-mode

physical-interfaceflow-recover-timeflow-detect-time

subscriberflow-timeout-timeflow-level-bandwidth

timeout-active-flowslogical-interfaceflow-level-control

By default, flow detection automatically generates reports for events associated with

the identificationand trackingof culprit flowsandbandwidthviolations.Youcan include

the flow-report-rate and violation-report-rate statements at the [edit system

ddos-protection global] hierarchy level to configure the event reporting rate.

Use the show ddos-protection protocols flow-detection command to display flow

detection information for all protocol groups or for a particular protocol group. Use the

show ddos-protection protocols culprit-flows command to display information about

culprit flows for all packet types, including the number of culprit flows discovered, the

protocol group andpacket type, the interface onwhich the flowarrived, and the source

address for the flow. The show ddos-protection statistics command now provides a

global count of discovered and currently tracked culprit flows. You can use the clear

ddos-protectionprotocolsculprit-flows command toclear all culprit flows, or just those

for a protocol group or individual packet type.

[DDoS Configuration]
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Subscriber AccessManagement

• Support for PPP subscriber services over ATM networks (MX Series routers with
MPCs and ATMMICswith SFP)—Enables you to create PPP-over-ATM (PPPoA)

configurations on an MX Series router that has an ATMMIC with SFP (model number

MIC-3D-80C3-20C12-ATM) and a supported MPC installed. PPPoA configurations

support statically created PPP logical subscriber interfaces over static ATM underlying

interfaces. (Dynamic creation of the PPP interfaces is not supported.) Most features

supported for PPPoE configurations are also supported for PPPoA configurations on

an MX Series router. You can dynamically apply subscriber services such as CoS and

firewall filters to the static PPP logical subscriber interface by configuring the services

in the dynamic profile that creates the PPP logical interface.

PPPoA configurations on an MX Series router support two types of encapsulation on

the ATM underlying interface:

• To configure PPPoA encapsulation that uses LLC, youmust configure the ATM

underlying interface with PPP-over-AAL5 LLC encapsulation. To do so, include the

encapsulation atm-ppp-llc statement at the [edit interfaces interface-name unit

logical-unit-number] hierarchy level.

• To configure PPPoA encapsulation that uses VCmultiplexing, youmust configure

the ATM underlying interface with PPP-over-ATM AAL5multiplex encapsulation.

Todoso, include theencapsulationatm-ppp-vc-mux statementat the [edit interfaces

interface-name unit logical-unit-number] hierarchy level.

PPPoA configurations enable the delivery of subscriber-based services, such as CoS

and firewall filters, for PPP subscribers accessing the router over an ATM network. You

use the same basic statements, commands, and procedures to create, verify, and

managePPPoAconfigurationsasyouuse forPPPoAconfigurationsonMSeries routers

and T Series routers.

[Subscriber Access, Network Interfaces]

• Support for adjusting shaping rate and overhead accounting attributes based on
PPPoE access line parameters for agent circuit identifier interface sets (MX Series
routers with MPCs/MICs)—Extends the functionality available in earlier Junos OS
releases toenableyou toconfigure the router touse theActual-Data-Rate-Downstream

[26-130] and Access-Loop-Encapsulation [26-144] DSL Forum vendor-specific

attributes (VSAs) found in PPPoE Active Discovery Initiation (PADI) and PPPoE Active

Discovery Request (PADR) control packets to adjust the shaping-rate and

overhead-accounting class of service (CoS) attributes, respectively, for dynamic agent

circuit identifier (ACI) interface sets. In earlier Junos OS releases, you used this feature

to adjust the shaping-rate and overhead-accounting attributes only for dynamic

subscriber interfaces not associated with ACI interface sets.

Theshaping-rateattribute isbasedon thevalueof theActual-Data-Rate-Downstream

VSA. The overhead-accounting attribute is based on the value of the

Access-Loop-EncapsulationVSA,andspecifieswhether theaccess loopusesEthernet

(framemode)orATM(cellmode)encapsulation. In subscriber accessnetworkswhere

the router passes downstream ATM traffic to Ethernet interfaces, the different Layer 2

encapsulations between the router and the PPPoE Intermediate Agent on the digital

subscriber line access multiplexer (DSLAM)makemanaging the bandwidth of
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downstreamATM traffic difficult. Using the Access-Loop-Encapsulation VSA to shape

traffic based on frames or cells enables the router to adjust the shaping-rate and

overhead-accounting attributes in order to apply the correct downstream rate for the

subscriber.

You can enable this feature in either the dynamic profile that defines the ACI interface

set, or in the dynamic profile for the dynamic PPPoE (pp0) subscriber interface

associated with the ACI interface set, as follows:

• To configure the router to use the Actual-Data-Rate-DownstreamVSA to adjust the

shaping-rate CoS attribute, include the vendor-specific-tags

actual-data-rate-downstream statement at the [edit dynamic-profiles profile-name

class-of-service dynamic-class-of-service-options] hierarchy level.

• To configure the router to use the Access-Loop-Encapsulation VSA to adjust the

overhead-accounting CoS attribute, include the vendor-specific-tags

access-loop-encapsulation statement at the [edit dynamic-profiles profile-name

class-of-service dynamic-class-of-service-options] hierarchy level.

When you enable this feature, the router adjusts the shaping-rate and

overhead-accounting attributes when the dynamic ACI interface set is created and

the router receives the PADI and PADR packets from the first subscriber interface

member of theACI interface set. The value of theActual-Data-Rate-DownstreamVSA

in the PADI and PADR control packets overrides the shaping-rate value configured at

the [editdynamic-profilesprofile-nameclass-of-servicetraffic-control-profiles]hierarchy

level only if the Actual-Data-Rate-Downstream value is less than the shaping-rate

valueconfiguredwith theCLI. Thevalueof theAccess-Loop-EncapsulationVSAalways

overrides the overhead-accounting value configured at the [edit dynamic-profiles

profile-name class-of-service traffic-control-profiles] hierarchy level.

As part of this feature, the output of the following operational commands has been

enhanced to display the adjustment value (framemode or cell mode) for the

overhead-accounting attribute:

• show class-of-service interface

• show class-of-service interface-set

• show class-of-service traffic-control-profile

[Subscriber Access]

• DHCP relay agent selective traffic processing based on DHCP options (MX Series
routers)—Subscriber management enables you to configure DHCP relay agent to
provide subscriber support based on information in DHCP options. For DHCPv4 relay

agent, you use DHCP option 60 and option 77 to identify the client traffic. For DHCPv6

relay agent, you use DHCPv6 option 15 and option 16.

You can use theDHCPoption information to specify the actionDHCP relay agent takes

on client traffic that meets the specified match criteria, such as forwarding traffic to

a specific DHCP server, or dropping the traffic. You can also specify a default action,

whichDHCP relayagentuseswhen theoption string in theclient traffic doesnot satisfy

any match criteria or when no other action is configured.
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ToconfigureDHCP relayagent selectiveprocessing, youuse the relay-option statement

at the [edit forwarding-options dhcp-relay] or [edit forwarding-options dhcp-relay

dhcpv6] hierarchy level. To display statistics for the number of forwarded packets, use

the show dhcp relay statistics and show dhcpv6 relay statistics commands.

[Subscriber Access]

• Ensuring thatRADIUSclearsexistingsessionstatebeforeperformingauthentication
and accounting for new sessions (MXSeries routers)—At subscriber session startup,
the Junos OS authd process sends an Acct-Onmessage to RADIUS servers. In some

service provider environments, upon receipt of the Acct-Onmessage, the RADIUS

server cleansup theprevious session stateand removesaccounting statistics.However,

authentication or accounting for the new session can start before the RADIUS cleanup

of the previous session—this can result in RADIUS deleting the new session’s

authentication and accounting information (which might include billing information).

To ensure that the new session’s authentication and accounting information is not

deleted, you can optionally configure authd to wait for an Acct-On-Ack response

message fromRADIUSbeforesending thenewauthenticationandaccountingupdates

to the RADIUS server. When this feature is enabled, all authentication requests fail

until the router receives theAcct-On-Ack response fromat leastoneconfiguredRADIUS

server.

To enable this feature, you configure thewait-for-acct-on-ack statement at the [edit

access profile profile-name accounting] hierarchy level. To display the response status

of the Acct-Onmessages (for example, Ack, Pending, None), use the show

network-access aaa accounting command.

[Subscriber Access]

• Enhanced local configuration of DNS name server addresses (MX Series
Routers)—You can now configure the DNS name server addresses locally per routing

instance or per access profile. The new configuration applies to both terminated and

tunneledPPP subscribers (IPv4 and IPv6), DHCP subscribers (DHCPv4andDHCPv6),

and IP-over-Ethernet (VLAN) subscribers. In earlier releases, the local configuration

for the DNS server address applied only to DHCP subscribers (configured as a DHCP

attribute), and only at the more granular level of the address pool.

As with the address-pool configuration, the new statements enable you to configure

multiple DNSname server addresses per routing instance and access profile by issuing

the statement for each address.

Because you can both configure name server addresses at more than one level and

configuremore thanoneaddresswithina level, apreferenceorder for theconfigurations

determines which address is returned to the client.

• Within a configuration level, the preference order for the address matches the order

in which the address is configured. For example, the first address configured within

an access profile is preferred to the second address configured in that profile.

• Among configuration levels, the preference order depends on the client type:

• For DHCP subscribers, the preference in descending order is:

RADIUS > DHCP address pool > access profile > global
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• For non-DHCP subscribers, the preference in descending order is:

RADIUS > access profile > global

• Accordingly, all subscriber types prefer a name server address configured in RADIUS

to the address configured anywhere else.When a name server address is configured

only in a DHCP address pool, then no address is available to non-DHCP subscribers.

For all subscriber types, the global name server address is used only when no other

name server addresses are configured.

To configure a name server address in a routing instance, include the

domain-server-name-inetordomain-name-server statement for IPv4addresses, or the

domain-name-server-inet6 statement for IPv6addresses, at the [editaccess]hierarchy

level.

To configure a name server address in an access profile, include any of the same

statements at the [edit access profile] hierarchy level.

BEST PRACTICE: In practice, choose either the domain-name-server

statement or the domain-name-server-inet statement for IPv4 addresses.

They both have the same effect and there is no need to use both
statements.

[Subscriber Access]

• Gx-Plus support for serviceprovisioning (MXSeries routers)—Gx-Plus nowsupports

service (policy rule) provisioning, service activation, threshold notifications, threshold

updates, service termination, and recovery. Previously, Gx-Plus supported only

notification, termination, and recovery. To request subscriber service provisioning from

the Policy Control and Charging Rules Function (PCRF), include the provisioning-order

gx-plus statement in the subscriber access profile.

Bydefault, Gx-Plusprovisioning requests aremadeonly for IPv4 subscribers. Toenable

requests to bemade also for IPv6 subscribers, include the include-ipv6 statement at

the [edit access gx-plus global] hierarchy level.

The PCRF can request usagemonitoring for the provisioned services for one or more

of the following: number of bytes transmitted (CC-Output-Octets), number of bytes

received (CC-Input-Octets), number of bytes transmitted and received

(CC-Total-Octets), and elapsed time (CC-Time). If the specified threshold is reached,

the router sends a usage report back to the PCRF. The PCRF can then return new

threshold triggers and request that services be activated or deactivated.

When a subscriber has been provisioned with Gx-Plus, only the PCRF can activate or

deactivate services for that subscriber. Accordingly, AAA rejects any RADIUS CoA or

CLI service activation or deactivation requests for these subscribers. You can override

PCRF control on an individual session, which is useful for session and service

troubleshooting. To do so, issue the new request network-access aaa subscriber set

session-id command. You can then activate and deactivate services with the existing

request network-access aaa subscriber add session-id and request network-access aaa

subscriber delete session-id commands, respectively.
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[Subscriber Access]

• Support for maintenance of CoS shaping rates for ANCP subscribers across ANCP
restarts (MX Series Routers)—When ANCP stops due to a process restart or GRES,

CoS now enforces the ANCP downstream shaping-rates until the CoS keepalive timer

expires. When the timer expires, CoS reverts to its configured shaping-rate for the

interfaces.

You can configure the CoS keepalive timer by including the existing

maximum-helper-restart-timeseconds statementat the [editprotocolsancp]hierarchy

level. It specifies howmuch time other daemons such as CoS will wait for ANCP to

restart and is used to configure the CoS rate update keepalive timer.

ANCP does not maintain TCP sessions from neighbors across the restart or GRES.

When it restarts, it must re-establish sessions with neighbors and subscriber sessions

before the timer expires. For all the re-established sessions, ANCP updates CoS with

the updateddownstreamshaping rates andprovidesDSL line attributes to the session

database for AAA.

If CoS stops or restarts while ANCP is up, ANCP retransmits all known subscriber

downstream rates to CoS. Any existing adjusted shaping rates that have not been

updated revert to the configuredCoS shaping rateswhen theCoS restart timer expires.

[Subscriber Access]

• MACaddressvalidation inenhancednetworkservicesmodes—MACaddressvalidation
is now optimized for scaling when the router is configured for Enhanced IP Network

Services mode or Enhanced Ethernet Network Services mode. When MAC address

validation is enabled, the router compares the IP source and MAC source addresses

against trusted addresses, and forwards or drops the packets according to the match

and the validation mode. This feature is not available for IPv6.

NOTE: When the router is configured for either of the enhanced network
servicesmodes, MAC address validation is supported only onMPCs. If the
router has both DPCs andMPCs, or only DPCs, you cannot configure the
chassis to be in enhancedmode.

In contrast, when the router is configured for a normal (non-enhanced)
networkservicesmode,MACaddressvalidation issupportedonbothDPCs
andMPCs. The router can be populated completely with one or the other
type of line card, or have amix of both types. Normal network services
mode is the default.

To configure an enhanced network servicesmode, include the network-services service

statement at the [edit chassis] hierarchy level, and then configure MAC address

validation as usual.
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NOTE: In normal network servicesmode, you can use the show interfaces

statistics interface-name command to display a per-interface count of the

packets that failed validation and were dropped. In enhanced network
servicesmodes, this command does not count the dropped packets; you
must contact Juniper Networks Customer Support for assistance in
collecting this data.

[Subscriber Access]

• Fail filters forRPFchecks indynamicprofiles—Bydefault, unicastRPFchecksprevent
DHCP packets from being accepted on interfaces protected by the RPF check. When

you enable an RPF check with a dynamic profile, youmust configure a fail filter that

identifies and passes DHCP packets.

To configure a fail filter, include the fail-filter filter-name statement at the [edit

dynamic-profiles profile-name interfaces interface-name unit logical-unit-number family

family rpf-check] hierarchy level. To configure the terms of the fail filter, include the

filter filter-name statement at the [edit firewall family family] hierarchy level. Include

conditions in a filter term to identify DHCPpackets, such as fromdestination-port dhcp

and from destination-address 255.255.255.255/32. Define another filter term to drop

all other packets that fail the RPF check. This feature is available for both IPv4 and

IPv6 address families.

To confirm that the fail filter is active, you can issue the show subscribers extensive

command, which displays the name of active filters.

[Subscriber Access]

• Filtering traffic that is mirrored using DTCP-initiated subscriber secure policy—You
cannow filtermirrored traffic before it is sent to amediation device. This feature allows

service providers to reduce the volume of traffic sent to amediation device. For some

types of traffic, such as IPTVor video ondemand, it is not necessary tomirror the entire

content of the traffic because the content might already be known or controlled by

the service provider.

To configure, create a policy at the [edit services radius-flow-tap policy policy-name]

hierarchy level. You can set up the policy to filter IPv4 or IPv6 traffic by source or

destination address or port, protocol, or DSCPvalue. You thenapply the policy by using

the new DTCP attribute X-Drop-Policy. You can use the X-Drop-Policy attribute with

the ADDDTCP command to begin filtering traffic whenmirroring is triggered using the

ADDDTCP command. To begin filtering traffic that is currently being mirrored, use the

X-Drop-Policy attribute with the new ENABLE DTCP command. To stop filtering traffic

that is currently being mirrored, use the X-Drop-Policy attribute with the new DISABLE

DTCP command.

[Subscriber Access Configuration Guide]

• Enhancements toMulticast Subscriber FlowDistribution in anAggregatedEthernet
Bundle (MXSeriesRouters)—Enables you toboth target andseparate thedistribution
of multicast subscriber traffic using enhanced IP chassis network services mode in an

aggregated Ethernet bundle that is configured without link protection.
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This feature enhances already released scheduling and scaling improvements made

for subscribers inanaggregatedEthernetbundleand includes support for the following:

• IP demux subscriber interfaces on the EQ DPC and MPC/MICmodules and VLAN

demux subscriber interfaces on MPC/MICmodules.

NOTE: This feature is not supported for VLAN subscriber interfaces.

• Multicast using the enhanced-ipmode setting at the [edit chassis network-services]

hierarchy level.

• Multicast traffic to egress in parallel with unicast traffic, sharing the CoS hierarchy

and aggregated Ethernet flow distribution.

• Targetedmulticast flow distribution over inter-chassis redundancy (ICR)

configurations wheremulticast traffic flows toward the subscriber primary interface

even if that interface resides on a remote chassis within the virtual system.

• The ability to separate unicast andmulticast subscriber traffic on a per VLAN basis

using OIF mapping.

Targeted distribution enables you to target egress traffic for subscribers on a link. The

system distributes subscriber interfaces equally among the links. For multicast traffic

to egress in parallel with unicast traffic, share the CoS hierarchy and aggregated

Ethernet flow distribution:

• Configure subscriber distribution. See Distribution of Demux Subscribers in an

Aggregated Ethernet Interface.

• Configure the network-services statement at the [edit chassis] hierarchy level to use

enhanced-ipmode to take advantage of using the EQ DPC and MPC/MICmodules.

Separated target distribution enables you to target multicast traffic to use a specific

VLANover theaggregatedEthernet interface insteadof flowingover the same interface

in parallel. To configure separated targeted distribution for a multicast link:

• Configure an interior gateway protocol. See the Junos OS Routing Protocols

Configuration Guide.

• Configure IGMP or MLD on the interfaces. See the Junos OSMulticast Protocols

Configuration Guide for static configuration. See the Junos OS Subscriber Access

Configuration Guide for dynamic configuration.

• Configure the network-services statement at the [edit chassis] hierarchy level to use

enhanced-ipmode to take advantage of using the EQ DPC and MPC/MICmodules.

• Configure an OIF mapping for any subscriber VLAN interfaces. See Example:

Configuring Multicast with Subscriber VLANs in the Junos OSMulticast Protocols

Configuration Guide.

• Configure the distribution type for demux subscribers on an aggregated Ethernet

interfaceby including the targeted-distribution statementat the [editdynamic-profiles
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profile-name interfaces demux0 unit unit-name] or [edit interfaces demux0 unit

unit-name] hierarchy level.

When links are removed, affected flows are redistributed among the remaining active

backup links. When links are added to the system, no automatic redistribution occurs.

New subscriber andmulticast flows are assigned to the links with the least number of

subscribers (typically, the new links). You can configure the system to periodically

rebalance thedistributionof subscriberson the linksby including the rebalance-periodic

time hours:minutes interval hours statement at the [edit interfaces ae0

aggregated-ether-options] hierarchy level. To manually rebalance the subscribers on

the interface, issue the request interface rebalance interface interface-name command.

To display a summary of the targeted distribution on a logical interface, issue the show

interface interface-name extensive command. To display the targeted distribution on

aspecific aggregatedEthernetbundle, issue the showinterfacetargetingaexcommand.

[Subscriber Access, Network Interfaces]

• Layer-2 Control Packets-The forwarding path supports the following types of Layer-2
controlpackets (excludingOperation,Administration,andMaintenance(OAM)packets)

in both directions, receiving and forwarding:

• Ethernet control packets—ARP, IS-IS, 1588v2, Ethernet Synchronization Messaging

Channel (ESMC).

• Host Path—The host path to and from the CPU is supported in the following ways:

• Host-bound traffic, prioritized intomultiplequeues, to support various levelsof traffic.

• Hardware-based policing used to limit denial of service attacks.

• Protocol and flow-based policing.

• Code point-based classification and prioritization of packets from the host to the

external world.

• Counters and statistics—Most packet and byte-level statistics for various entities in
the forwarding path available in Junos OS are supported. The following counters and

statistics are supported:

• Ingress and egress packet and byte counters for logical interfaces, Ethernet

pseudowires, and MPLS transit label-switched paths.

• Discardpackets counter for system-wideglobalPacketForwardingEngine statistics.

• Statistics collection and reporting for Gigabit Ethernet interfaces—For Gigabit
Ethernet interfaces, Packet Forwarding Engine statistics are disabled by default. To

enable Gigabit Ethernet interface statistics, youmust specifically configure them. To

configure Gigabit Ethernet interface statistics, include the new statistics statement at

the [edit interfaces interface-name unit logical-unit-number] hierarchy level. To display

statistics, issue the show interfaces interface-name (brief-|-extensive) operational

mode command.

• Address Resolution Protocol (ARP) parameters—Themaximum number of ARP

entries is 7,000.
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• Support forconfiguringNAS-PortandNAS-Port-TypeRADIUSattributesperphysical
interface, VLAN, or S-VLAN (MX Series routers with MPCs/MICs)—Enables you to
configure the NAS-Port-Type (61) RADIUS IETF attribute, and an extended format for

the NAS-Port (5) RADIUS IETF attribute, on a per-physical interface, per-static VLAN,

or per-static stacked VLAN (S-VLAN) basis. The router passes the NAS-Port and

NAS-Port-Typeattributes to theRADIUSserverduring theauthentication, authorization,

and accounting (AAA) process.

TheNAS-Port-Typeattribute specifies the typeofphysical port that thenetworkaccess

server (NAS) uses to authenticate the subscriber. TheNAS-Port attribute specifies the

physical port number of the NAS that is authenticating the user, and is formed by a

combination of the physical port’s slot number, port number, adapter number, VLAN

ID, and S-VLAN ID. The NAS-Port extended format configures the number of bits (bit

width) for each field in the NAS-Port attribute: slot, adapter, port, VLAN, and S-VLAN.

Configuring theNAS-Port-Type and the extended format for NAS-Port on a per-VLAN,

per–S-VLAN, or per-physical interface basis is useful in the following network

configurations:

• 1:1 accessmodel (per-VLANbasis)—Ina 1:1 accessmodel, dedicatedcustomerVLANs

(C-VLANs) provide a one-to-one correspondence between an individual subscriber

and the VLAN encapsulation.

• N:1 access model (per–S-VLAN basis)—In an N:1 access model, service VLANs are

dedicated toaparticular service, suchasvideo, voice, or data, insteadof toaparticular

subscriber. Because a service VLAN is typically shared bymany subscribers within

the same household or in different households, the N:1 access model provides a

many-to-one correspondence between individual subscribers and the VLAN

encapsulation.

• 1:1 or N:1 access model (per-physical interface basis)—You can configure the

NAS-Port-Type and NAS-Port format on a per-physical interface basis for both the

1:1 access model and the N:1 access model.

To configure the NAS-Port-Type and the format for NAS-Port on a per-VLAN, or

per–S-VLAN, or per-physical interface basis, youmust create a NAS-Port options

definition. The NAS-Port options definition includes the NAS-Port extended format,

the NAS-Port-Type, and either the VLAN range of subscribers or the S-VLAN range of

subscribers to which the definition applies.

The basic tasks for configuring a NAS-Port options definition are as follows:

• To create a named NAS-Port options definition, include the nas-port-options

nas-port-options-namestatementat the [edit interfaces interface-name radius-options]

hierarchy level.

• To configure the extended format for the NAS-Port, include the

nas-port-extended-format statement and appropriate options at the [edit interfaces

interface-name radius-options nas-port-options nas-port-options-name] hierarchy

level. To includeS-VLAN IDs, in addition toVLAN IDs, in the extended format, include

the stacked statement at the [edit interfaces interface-name radius-options

nas-port-options nas-port-options-name nas-port-extended-format] hierarchy level.
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• To configure the NAS-Port-Type, include the nas-port-type port-type statement at

the [edit interfaces interface-name radius-options nas-port-options

nas-port-options-name] hierarchy level.

• Toconfigure theVLAN rangeof subscribers towhich theNAS-Port options definition

applies, include the vlan-ranges statement at the [edit interfaces interface-name

radius-options nas-port-options nas-port-options-name] hierarchy level. To specify

all VLANs in the VLAN range, include the any statement at the [edit interfaces

interface-name radius-options nas-port-options nas-port-options-name vlan-ranges]

hierarchy level.

• To configure the S-VLAN range of subscribers to which the NAS-Port options

definition applies, include the stacked-vlan-ranges statement at the [edit interfaces

interface-name radius-options nas-port-options nas-port-options-name] hierarchy

level. To specify all VLAN IDs in the outer tag of the S-VLAN range, include the any

statement at the [edit interfaces interface-name radius-options nas-port-options

nas-port-options-name stacked-vlan-ranges] hierarchy level. You cannot configure

the inner tag (S-VLAN ID) of the S-VLAN range; the inner tag is always specified as

any to represent all S-VLAN IDs.

NOTE: You can create amaximum of 16 NAS-Port options definitions per
physical interface. Each definition can include amaximum of 32 VLAN
ranges or 32 S-VLAN ranges, but cannot include a combination of VLAN
ranges and S-VLAN ranges.

[Subscriber Access]

• Support foronedynamicprofile forbothsingle-stackanddual-stacksubscribers—On
PPPaccessnetworks, youcanuseonedynamicprofile to support the followingaddress

combinations: IPv4 only, IPv6 only, and IPv4 and IPv6 dual stack.

[Designingan IPv6Architectureand Implementing IPv4and IPv6DualStack forBroadband

Edge]

• Support for DHCPv6 requests that include a request for both DHCPv6 IA_NA and
DHCPv6 prefix delegation—For DHCPv6 subscribers on DHCP access networks, a
client can solicit both an IA_NA address and a prefix for DHCP prefix delegation, and

the session comes up even if either the address or the prefix is not allocated. In earlier

releases, an error was returned if the BNG did not return both an address for DHCPv6

IA_NA and a prefix for DHCPv6 prefix delegation.

[Designingan IPv6Architectureand Implementing IPv4and IPv6DualStack forBroadband

Edge]

• Support for new Juniper Networks Diameter AVP (MX Series routers)—Junos OS
supports a new Juniper Networks Diameter AVP, Juniper-State-ID (AVP code 2058).

Juniper-State-ID specifies the value assigned to each synchronization cycle for the

purpose of identifying which messages to discard. The Juniper-State-ID AVP can be

included in Diameter messages and used by supported Diameter applications such as

JSRC and PTSP.
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[Subscriber Access Configuration Guide]

System Logging

New and deprecated system log tags—The following set of system logmessage is new

in this release:

• LLDP—This section describes messages with the LLDP prefix. They are generated by

the link layer discovery protocol process (lldpd) which is used by EX Series switches

to learn and distribute device information on network links. The information allows the

switch to quickly identify a variety of devices, including IP telephones, resulting in a

LAN that interoperates smoothly and efficiently.

The following system logmessages are new in this release:

• ASP_NAT_PORT_BLOCK_ACTIVE

• ASP_PCP_NAT_MAP_CREATE

• ASP_PCP_NAT_MAP_DELETE

• ASP_PCP_TPC_ALLOC_ERR

• ASP_PCP_TPC_NOT_FOUND

• AUTHD_ACCT_ON_ACK_NOT_RECEIVED

• CHASSISD_FPC_OPTICS_HOT_NOTICE

• CHASSISD_MAC_ADDRESS_VIRB_ERROR

• CHASSISD_RE_CONSOLE_ME_STORM

• COSD_CLASS_NO_SUPPORT_IFD

• COSD_CLASS_NO_SUPPORT_L3_IFL

• COSD_MAX_FORWARDING_CLASSES_ABC

• DDOS_SCFD_FLOW_AGGREGATED

• DDOS_SCFD_FLOW_CLEARED

• DDOS_SCFD_FLOW_DEAGGREGATED

• DDOS_SCFD_FLOW_FOUND

• DDOS_SCFD_FLOW_RETURN_NORMAL

• DDOS_SCFD_FLOW_TIMEOUT

• ESWD_VMEMBER_MAC_LIMIT_DROP

• FC_PROXY_NP_PORT_RESTORE_FAILED

• LIBJNX_PRIV_RAISE_FAILED

• LLDP_NEIGHBOR_DOWN

• LLDP_NEIGHBOR_UP

• PPMD_MIRROR_ERROR
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• RPD_PARSE_BAD_COMMAND

• RPD_PARSE_BAD_FILE

• RPD_PIM_JP_INFINITE_HOLDTIME

• UFDD_LINK_CHANGE

• WEB_CERT_FILE_NOT_FOUND_RETRY

• WEB_DUPLICATE_HTTPD

The following system logmessages are no longer documented, either because they

indicate internal softwareerrors thatarenot causedbyconfigurationproblemsorbecause

theyareno longer generated. If thesemessagesappear in your log, contact your technical

support representative for assistance:

• FABOAMD_TASK_SOCK_ERR

• JCS_EXT_LINK_STATE

• JCS_RSD_LINK_STATE

• JCS_SWITCH_COMMUNICATION_OK

• LIBJNX_AUDIT_ERROR

• LIBJNX_COMPRESS_EXEC_FAILED

• LIBJNX_INVALID_CHASSIS_ID

• LIBJNX_INVALID_RE_SLOT_ID

• LIBJNX_REPLICATE_RCP_EXEC_FAILED

User Interface and Configuration

• Support for HTTP Reverse Proxy and HTTP Transparent Proxy on Application
Services Modular Line Card (MX240, MX480, MX960 3D Edge Universal
Routers)--The Application Services Modular Line Card with Media Flow Controller

software installed enables configuring support for HTTP reverse proxy and HTTP

transparent proxy caching.

The Application Services Modular Line Card (ASMLC) has three components:

• Application Services Modular Carrier Card (ASMCC)

• Application Services Modular Processing Card with 64G (ASMXC)

• Application Services Modular Storage Card with 6.4 TB capacity (AS MSC)

TheASMLC forMXSeries routers supports high throughput for applicationsdeveloped

with Juniper Networks Media Flow Controller software. A Media Flow Controller

application functionsasaweb-cachingproxy server thatprocessesHTTPtraffic.HTTP

requests are routed to theMedia FlowController either explicitly for a domain (reverse

proxy) or by redirecting traffic based on a policy (transparent proxy).

Media Flow Controller software can operate in HTTP reverse proxy mode, HTTP

transparent proxy mode, or mixedmode.
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In HTTP reverse proxy configurations, the service provider provides services to a set of

domains (content providers) that buy content caching capability from the service

provider. Clients connect tocontentproviders throughvirtual IP (VIP)addresses.Service

providers in the reverse proxy scenario generally deploy the routers with ASMLC

hardware to honor service requests (such as caching) from the domain users.

HTTP reverse proxy supports the following features:

• Retrieve and deliver content from content providers in response to client requests

as if the content originated at the proxy

• Prevent attacks from theWeb when a firewall is included in the reverse proxy

configuration

• Load balance client requests amongmultiple servers

• Lessen load on origin servers by caching both static and dynamic content

InHTTP transparent proxy configurations, the serviceprovider implements theASMLC

to improve its own caching capability and to reduce the load on its own network.

Implementing caching on an MX Series router with an ASMLC improves the retrieval

speeds for data and optimizes the back-end network utilization. Typically, HTTP

transparent proxy retrieves content for clients from the Internet. The client identifies

the target of the request, which is commonly a location on the Internet.

HTTP transparent proxy does not enforce local policies: it does not add, delete, or

modify information contained in the messages it forwards. HTTP transparent proxy is

a cache for data. HTTP transparent proxy satisfies client requests directly because it

retains the data that was previously requested by the same or by a different client.

HTTPtransparentproxy improves theefficiencyandperformanceofnetworkbandwidth

within the content provider’s data center.

In mixedmode, both reverse proxy and transparent proxy are configured on the same

router.

[Junos OS Ethernet Interfaces Configuration Guide]

• Features from Junos 12.1X48 are now integrated in Junos OS Release 12.3 (PTX
Series)—All features supported in the JunosOSRelease 12.1X48 release are supported
in Junos OS Release 12.3. [See PTX Series Packet Transport Switch Software

Documentation.]

• Support for 10-port 10-Gigabit EthernetMICwithSFPPonMPC3E(MX240,MX480,
andMX960 routers)—Starting with Junos OS Release 12.3, the MPC3E supports the
10-port 10-Gigabit Ethernet MIC with SFPP (MIC3-3D-10XGE-SFPP). The 10-port

10-Gigabit Ethernet MIC with SFPP uses SFP+ optical transceiver modules for

connectivity. The MIC supports up to ten 10-Gigabit Ethernet interfaces and occupies

MIC slot 0 or 1 in the MPC3E.

The MIC supports both LAN-PHY andWAN-PHY interface framingmodes. You can

configure the framingmode on a per-port basis. Use the existing command to switch

between LAN-PHY andWAN-PHYmodes:

set interfaces interface-name framing (lan-phy | wan-phy)
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The 10-Gigabit Ethernet MIC with SFPP supports the same features as the other MICs

supported on the MPC3E.

[SeeMPC3EMIC Overview.]

[MX Series 3D Universal Edge Router Line Card Guide, Ethernet Interfaces Configuration

Guide, System Basics.]

• Inline flowmonitoring support (MX Series routers with MPC3E)—Junos OS Release
12.3 supports inline flowmonitoring and sampling services on MX Series routers with

MPC3E. To configure inline flowmonitoring, include the inline-jflow statement at the

[edit forwarding-options sampling instance instance-name family inet output] hierarchy

level. Inline flowmonitoring supports a specified sampling output format designated

as IP_FIX and usesUDPas the transport protocol. Inline flowmonitoring supports both

IPv4 and IPv6 formats.

[See Configuring Inline Sampling, and Protocols and Applications Supported by MX240,

MX480, MX960MPC3E.]

• Enhancements to IPv4 and IPv6 inline-jflow Flow IPFIX Record Templates—Junos
OS Release 12.3 introduces the VLAN ID field in the inline-jflow flow IPFIX record

templates for IPv4 and IPv6 traffic. The VLAN ID field is not valid for egress traffic, and

returns a value of 0 for egress traffic. Note that the VLAN ID field is updated while

creating a new flow record, and any change in VLAN ID after thatmight not be updated

in the record. [Services Interfaces]

• Support for IPv6 FlowServers on InterfacesHosted onMICs orMPCs—Starting with
Release 12.3, Junos OS enables you to configure IPv6 flow servers for inline flow

monitoring. When you configure an IPv6 address for the flow-server statement at the

[edit forwarding-options sampling instance instance-name family (inet |inet6 |mpls)

output] hierarchy level, you must also configure an IPv6 address for the inline-jflow

source-address statement at the [edit forwarding-options sampling instance

instance-name family (inet | inet6 | mpls) output] hierarchy level. You can configure

different families thatuse IPv4and IPv6 flowserversunder thesamesampling instance.

However, you can configure only one flow server per family. [Services Interfaces]

• Optical transceiversupport forMIC3-3D-1X100GE-CFPonMPC3E(MX240,MX480,
andMX960 routers)—Starting with Junos OS Release 12.3, the 100-Gigabit Ethernet
MIC with CFP (MIC3-3D-1X100GE-CFP) on MPC3E supports the CFP-100GBase-ER4

optical transceiver.

If the ambient temperature exceeds 40° C and the other MIC slot is not empty, the

CFP-100GBase-ER4 optical transceiver is put on low powermode, which disables the

transmitter and takes the optic modules on the MIC offline. This protects the optical

transceiver and also prevents damage to adjacent components.

When the optical transceiver is taken offline, youmight see the following system log

(syslog) message:

PIC 1 optic modules in Port 0 8 have been disabled since ambient temperature is over

threshold.
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NOTE: The CFP-100GBase-ER4 optical transceiver is NEBS (Network
Equipment Building System) compliant only when plugged into the
100-Gigabit Ethernet MIC with CFP andwhen the other MIC slot is empty.

To reactivate the optical transceiver, use the request chassis optics fpc-slot

fpc-slot-number reactivate operational mode command.

[System Basics Configuration Guide]

• Optical transceiver support forMIC3-3D-10XGE-SFPPonMPC3E (MX240,MX480,
andMX960 routers)—Starting with Junos OS Release 12.3, the 10-port 10-Gigabit
Ethernet MIC with SFPP (MIC3-3D-10XGE-SFPP) on MPC3E supports the

SFPP-10GE-ZR optical transceiver.

If the ambient temperature exceeds 40° C, the transmitter on the SFPP-10GE-ZR

optical transceiver is disabled, which takes the optic modules on the MIC offline. This

protects the optical transceiver and also prevents damage to adjacent components.

When the optical transceiver is taken offline, youmight see the following system log

(syslog) message:

PIC 1 optic modules in Port 0 8 have been disabled since ambient temperature is over

threshold.

NOTE: The SFPP-10GE-ZR optical transceiver is not NEBS (Network
Equipment Building System) compliant when plugged into the 10-port
10-Gigabit EthernetMICwith SFPP. If other optical transceivers have been
added, they can continue to operate.

To reactivate the optical transceiver, use the request chassis optics fpc-slot

fpc-slot-number reactivate operational mode command.

[System Basics Configuration Guide]

VPLS

• PIM Snooping for VPLS—PIM snooping is introduced to restrict multicast traffic to

interesteddevices in aVPLS. A newstatement,pim-snooping, is introducedat the [edit

routing-instances instance-name protocols] hierarchy level to configure PIM snooping

on the PE device. PIM snooping configures a device to examine and operate only on

PIM hello and join/prune packets.

A PIM snooping device snoops PIM hello and join/prune packets on each interface to

find interestedmulticast receivers and populates the multicast forwarding tree with

this information. PIM snooping can also be configured on PE routers connected as

pseudowires, which ensures that no new PIM packets are generated in the VPLS, with

the exception of PIMmessages sent through LDP on the pseudowire.
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PIM snooping improves IP multicast bandwidth in the VPLS core. Only devices that

are members of a multicast group receive the multicast traffic meant for the group.

This ensuresnetwork integrity and reliability, andmulticastdata transmission is secured.

[See Example: Configuring PIM Snooping for VPLS.]

• Improved VPLSMAC address learning on T4000 routers with Type 5 FPCs—Junos
OS Release 12.3 enables improved virtual private LAN service (VPLS) MAC address

learningonT4000routerswithType5FPCsbysupportingup to262,143MACaddresses

per VPLS routing instance. In Junos OS releases before Release 12.3, T4000 routers

with Type 5 FPCs support only 65,535 MAC addresses per VPLS routing instance.

To enable the improved VPLSMAC address learning on T4000 routers with Type 5

FPCs:

• Include theenhanced-modestatementat the [editchassisnetwork-services]hierarchy

level and perform a system reboot. By default, the enhanced-mode statement is not

configured.

• Include themac-table-size statement at the [edit routing-instances vpls protocols

vpls ] hierarchy level.

NOTE:
• Youcan configure the enhanced-mode statement only onT4000 routers

with Type 5 FPCs.

• The enhanced-mode statement supports up to 262,143 MAC addresses

per VPLS routing instance. However, the MAC address learning limit for
each interface remains the same (that is, 65,535MAC addresses).

• Youmust reboot the system after configuring the enhanced-mode

statement. Otherwise, the improved VPLSMAC address learning does
not take effect.

• When the T4000 router reboots after the enhanced-mode statement

has been configured, all Type 4 FPCs go offline.

[See Configuring Improved VPLSMAC Address Learning on T4000 Routers with Type 5

FPCs.]
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• VPLSMultihoming(supportextendedtoFEC129)–Enablesyou toconnectacustomer
site to twoormorePE routers toprovide redundant connectivity. A redundantPE router

can provide network service to the customer site as soon as a failure is detected. VPLS

multihoming helps to maintain VPLS service and traffic forwarding to and from the

multihomed site in the event of network failures. BGP-basedVPLSautodiscovery (FEC

129) enables eachVPLSPE router to discover the other PE routers that are in the same

VPLS domain. VPLS autodiscovery also automatically detects when PE routers are

added or removed from the VPLS domain. You do not need tomanually configure the

VPLS andmaintain the configuration when a PE router is added or deleted. VPLS

autodiscovery uses BGP to discover the VPLSmembers and to set up and tear down

pseudowires in the VPLS. To configure, include themulti-homing statement at the

[edit routing-instances instance-name] hierarchy level.

[See Example: Configuring VPLSMultihoming (FEC 129).]

• BGPPathSelection for Layer 2VPNsandVPLS—Bydefault, JuniperNetworks routers
use just the designated forwarder path selection algorithm to select the best path to

reach each Layer 2 VPN or VPLS routing instance destination. However, you can now

configure the routers in your network to use both the BGP path selection algorithm

and the designated forwarder path selection algorithm. The Provider routers within

the network can use the standard BGP path selection algorithm. Using the standard

BGP path selection for Layer 2 VPN and VPLS routes allows a service provider to

leverage the existing Layer 3 VPN network infrastructure to also support Layer 2 VPNs

and VPLS. The BGP path selection algorithm also helps to ensure that the service

provider’s network behaves predictably with regard to Layer 2 VPN and VPLS path

selection. This is particularly important in networks employing route reflectors and

multihoming.

The PE routers continue to use the designated forwarder path selection algorithm to

select the preferred path to reach each CE device. The VPLS designated forwarder

algorithm uses the D-bit, preference, and PE router identifier to determine which path

to use to reach each CE device in the Layer 2 VPN or VPLS routing instance.

Toenable theBGPpathselectionalgorithmfor Layer 2VPNandVPLS routing instances,

do the following:

• Specify a unique route distinguisher on each PE router participating in a Layer 2 VPN

or VPLS routing instance.

• Configure the l2vpn-use-bgp-rules statement on all of the PE and Provider routers

participating in Layer 2 VPN or VPLS routing instances. You can configure this

statement at the [edit protocols bgp path-selection] hierarchy level to apply this

behavior to all of the routing instances on the router or at the [edit routing-instances

routing-instance-name protocols bgp path-selection] hierarchy level to apply this

behavior to a specific routing instance.

On all of the PE and Provider routers participating in Layer 2 VPN or VPLS routing

instances, run Junos OS Release 12.3 or later. Attempting to enable this functionality

on a network with amix of routers that both do and do not support this feature can
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result in anomalous behavior. [See Enabling BGP Path Selection for Layer 2 VPNs and

VPLS.]

VPNs

• Provider Edge Link Protection in Layer 3 VPNs—A precomputed protection path can
be configured in a Layer 3 VPN such that if a link between a CE router and a PE router

goes down, the protection path (also known as the backup path) between the CE

router andanalternatePE router canbeused. This is useful in anMPLSserviceprovider

network, where a customer can have dual-homed CE routers that are connected to

the serviceprovider throughdifferentPE routers. In this case, theprotectionpathavoids

disruption of service if a PE-CE link goes down.

The protection path can be configured on a PE router in a Layer 3 VPN by configuring

the protection statement at the [edit routing-instances instance-name protocols bgp

family inet unicast] or [edit routing-instances instance-name protocols bgp family inet6

unicast] hierarchy level.

The protection statement indicates that protection is required on prefixes received

from a particular neighbor or family. After protection is enabled for a given family,

group, or neighbor, protection entries are added for prefixes or next hops received from

the respective peer.

A protection path can be selected only if the best path has already been installed by

BGP in the forwarding table. This is because a protection path cannot be used as the

best path. There are two conditions under which the protection path will not work:

• When configured for an internal BGP peer.

• When configured with external and internal BGPmultipath.

[See Example: Configuring Provider Edge Link Protection in Layer 3 VPNs.]

• Edge node failure protection for LDP-signaled pseudowires—This feature provides
a fast protectionmechanism against egress PE router failure when transport LSPs are

RSVP-TE LSPs. This is achieved by using multihomed CEs, upstream assigned labels,

context-specific label switching (egress-protectionandcontext-identifierstatements),

and by extending RSVP facility backup fast reroute (FRR) to enable node protection

at the penultimate hop router of the LSP. With node protection capability, the

penultimate hop router can perform local repair upon an egress PE failure and redirect

pseudowire traffic very quickly to a protector PE through a bypass LSP. Youmust

configure a Layer 2 circuit and transport LSP to enable this feature. Use the show rsvp

sessionand showmpls lspcommands toviewbypassLSPandbackupLSP information

on the penultimate hop router and a protector PE router.

[VPNs]

• Support for ConfiguringMore Than OneMillion Layer 3 VPN Labels—For Layer 3
VPNs configured on Juniper Networks routers, Junos OS normally allocates one inner

VPN label for each customer edge (CE)-facing virtual routing and forwarding (VRF)

interface of a provider edge (PE) router. However, other vendors allocate one VPN

label for each route learned over the CE-facing interfaces of a PE router. This practice

increases the number of VPN labels exponentially, which leads to slow system

processing and slow convergence time.
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For Juniper Networks routers participating in a mixed vendor network with more than

onemillion Layer 3 VPN labels, include the extended-space statement at the [edit

routing-options forwarding-table chained-composite-next-hop ingress l3vpn] hierarchy

level. The extended-space statement is disabled by default.

We recommend that you configure the extended-space statement in mixed vendor

networks containing more than onemillion BGP routes to support Layer 3 VPNs.

However, becauseusing this statement canalsoenhance theLayer 3VPNperformance

of Juniper Networks routers in networks where only Juniper Networks routers are

deployed, we recommend configuring the statement in these networks as well. [See

Accepting BGP Updates with Unique Inner VPN Labels in Layer 3 VPNs.]

• Layer 2 circuit switching protection—Provides traffic protection for the Layer 2 circuit
paths configured between PE routers. In the event the path (working path) used by a

Layer 2 circuit fails, traffic can be switched to an alternate path (protection path).

Switching protection is supported for locally switched Layer 2 circuits and provides 1

to 1 protection for each Layer 2 circuit interface.

Eachworking path can be configured to have a either a protection path routed directly

to the neighboring PE router or indirectly using a pseudowire configured through an

intermediate PE router. The protection path provides failure protection for the traffic

flowing between the PE routers. Ethernet OAMmonitors the status of these paths.

When OAM detects a failure, it reroutes the traffic from the failed working path to the

protection path. You can configure OAM to revert the traffic automatically to the

working path when it is restored. You can also manually switch traffic between the

working path, the protection path, and back.

Layer 2 circuit switching protection is supported on MX Series routers only. Nonstop

routing (NSR) and graceful Routing Engine switchover (GRES) are not supported.

To enable Layer 2 circuit switching protection, include the connection-protection

statement at the [edit protocols l2circuit local switching interface interface-name

end-interface] hierarchy level. You also need to configure OAM for the working path

and the protection path by configuring themaintenance-association statement and

sub-statements at the [edit protocols oam ethernet connectivity-fault-management

maintenance-domainmaintenance-domain-name] hierarchy level. [See Example:

Configuring Layer 2 Circuit Switching Protection]

• History enhancements for Layer 2 circuit, Layer 2 VPN, and FEC 129-based
pseudowires—Adds the instance-historyoption to the showvplsconnectionsand show
l2vpn connections commands. Also adds instance-level logs for the following events:

• Catastrophic events

• Route withdrawals

• Pseudowire switchovers

• Connect protect switchovers

• Protect interface swaps

• Interface flaps (interface down events)

• Label block changes
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These logs are maintained until the instance is deleted from the configuration.

Related
Documentation

Changes in Default Behavior and Syntax, and for Future Releases in Junos OS Release

12.3 for M Series, MX Series, and T Series Routers on page 128

•

• ErrataandChanges inDocumentation for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 142

• Outstanding Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series

Routers on page 146

• Resolved Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 156

• UpgradeandDowngrade Instructions for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 182

Changes in Default Behavior and Syntax, and for Future Releases in Junos OS Release 12.3 for
M Series, MX Series, and T Series Routers

• Changes in Default Behavior and Syntax on page 128

• Changes Planned for Future Releases on page 141

Changes in Default Behavior and Syntax

The following are changes made to Junos OS default behavior and syntax.

• High Availability (HA) and Resiliency on page 129

• Interfaces and Chassis on page 129

• J-Web on page 132

• Junos OS XML API and Scripting on page 132

• Multiprotocol Label Switching (MPLS) on page 132

• Multicast on page 133

• Network Address Translation (NAT) on page 133

• Network Management and Monitoring on page 134

• Routing Policy and Firewall Filters on page 135

• Routing Protocols on page 135

• Security on page 136

• Subscriber Access Management on page 137

• User Interface and Configuration on page 140

• VPNs on page 141
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High Availability (HA) and Resiliency

• Configuration support to prevent the LACPMC-LAG system ID from reverting to the
default LACP system ID on ICCP failure—You can now configure the

prefer-status-control-active statementwith thestatus-control standbyconfiguration
at the [edit interfacesaeXaggregated-ether-optionsmc-aehierarchy level toprevent
the LACPMC-LAG system ID from reverting to the default LACP system ID on ICCP

failure. Use this configuration only if you can ensure that ICCPdoes not go downunless

the router is down. Youmust also configure the hold-time down value (at the [edit
interfaces interface-name] hierarchy level) for the interchassis link with the
status-control standby configuration to be higher than the ICCP BFD timeout. This
configuration prevents traffic loss by ensuring that when the router with the

status-control active configuration goes down, the router with the status-control
standby configuration does not go into standbymode.

Interfaces and Chassis

• On the Channelized OC48/STM16 Enhanced IQ (IQE) PIC with SFP (Model number

PB-1CHOC48-STM16-IQE), in thepresenceof line remotedefect indication (LRDI) and

linealarm indication signal (LAIS), the3LSBsofK2bytecannotbemonitoredor viewed

through the show interfaces coc48-x/y/z extensive command.

• Multichassis Link Aggregation (MC-LAG)–When you configure the

prefer-status-control-active statement at the [edit interfaces aex

aggregated-ether-optionsmc-aeevents iccp-peer-down]hierarchy level, youmust also

configure the status-control active statement at the [edit interfaces aex

aggregated-ether-optionsmc-ae] hierarchy level. If you configure the status-control

standbystatement with the prefer-status-control-active statement, the system issues

a warning. [Junos OS Ethernet Interfaces Configuration Guide]

• Starting with Junos OS Release 12.3, the output of the show chassis fabric topology

operational command for a TXMatrix Plus Router has been changed. The string that

identifies a cross-chassis serial link for an F13SIB now includes an additional character

to identify the SF chip to which the link connects.

• New fast-failoveroption forLACP—Youcannowconfigure theLinkAggregationControl
Protocol for aggregatedEthernet interfaces to facilitate subsecond failover. Tooverride

the default behavior for the IEEE 802.3ad standard and allow the standby link always

to receive traffic, include the fast-failover statement at the [edit interfaces aex

aggregated-ether-options lacp] hierarchy level. [Junos OS Ethernet Interfaces

Configuration Guide]

• New options for Multichassis Link Aggregation (MC-LAG)—For MC-LAG, you can
now specify one of two actions to take if the Inter-Chassis Communication Protocol

(ICCP)peer if the switchor router goesdown.Tobringdownthe interchassis link logical

interface if the peer goes down, include the force-icl-down statement at the [edit

interfaces aeX aggregated-ether-options events iccp-peer-down] hierarchy level. To

have the router or switch become the active nodewhen a peer goes down, include the

prefer-status-control-active statement at the[edit interfaces aeX

aggregated-ether-optionsmc-ae events iccp-peer-down] hierarchy level. When you

configure the prefer-status-control-active statement, you must also configure the
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status-control active statement at the [edit interfaces aeX

aggregated-ether-options-mc-ae] hierarchy level. If you do not configure the

status-control as activewith the prefer-status-control-active statement, the router or

switch does not become the active node if a peer goes down. [Junos OS Ethernet

Interfaces Configuration Guide]

• Enhancementtoshowinterfacesqueuecommand—Theoutput for the showinterfaces
queue command now displays rate-limit statistics for class-of-service schedulers for

all IQ and Enhanced IQ (IQ2E) PICs when rate-limiting is configured, even when no

traffic is dropped.When rate limiting is configured but no traffic is dropped, the output

for the RL-dropped packets and RL-dropped-bytes fields display the value zero (0).

Previously, these fieldswerenotdisplayedwhenno trafficwasdroppedand rate-limiting

was configured. To configure rate-limiting for queues before packets are queued for

output, you include the rate-limit statement at the [edit class-of-service schedulers

transmit-rate rate] hierarchy level. [Interfaces Command Reference]

• New Link Aggregation Control Protocol (LACP) Commands and SNMPMIB--You
can now view and clear LACP timeout entries. To display information about LACP

timeout entries, use the show lacp timeouts command. Include the interfaces

interface-name option to view timeout information about a specific interface only. To

clear LACP timeoutentries, use the clear lacptimeoutscommand. Include the interfaces

interface-name option to clear timeout information for a specific interface only. A new

SNMPMIB is nowalso available. The jnxLacpAggTimeoutMIB lists all interfaceswhere

the jnxLacpTimeOut trap is sent. [Interfaces Command Reference]

• Connectivity Fault Management MEPs on Layer 2 Circuits and Layer 2 VPNs (MX
Series 3D Universal Edge Routers)--On interfaces configured on Modular Port
Concentrators (MPCs) only, you no longer need to configure the no-control-word

statement for Layer 2 circuits and Layer 2 VPNs over which you are running CFM

maintenance endpoints (MEPs). The control word is enabled by default. For all

interfacesnot configuredonMPCs, youneed tocontinue to include theno-control-word

statement at either the [edit protocols l2circuit neighbor neighbor-id interface

interface-name] or the [edit routing-instances routing-instance-name protocols l2vpn]

hierarchy levelwhenyouconfigureCFMMEPs. [Ethernet InterfacesConfigurationGuide]

• The OID jnxBfdSessIntfName has been added to the BFD SNMPMIB to associate the

BFD session and the interface it uses.

[SNMPMIBs and Traps Guide]

• On the Channelized OC48/STM16 Enhanced IQ (IQE) PIC with SFP (model number

PB-1CHOC48-STM16-IQE), in the presence of line remote defect indication and line

alarm indication signal, the 3 least significant bits of the K2 byte cannot bemonitored

or viewed through the show interfaces coc48-x/y/z extensive command.

• Starting with Junos OS Release 12.3R1, the quality level parameter for a Synchronous

Ethernet interface is optional when the quality-mode option is enabled and the

selection-mode option is set to receive-quality. The default quality level for a

Synchronous Ethernet interface is SEC for the option-1 network type and ST3 for the

option-2 network type.

• Starting with Junos OS Release 12.3, the output of the show chassis fabric topology

operational mode command for a TXMatrix Plus router has been changed. The string

Copyright © 2013, Juniper Networks, Inc.130

Junos OS 12.3 Release Notes



that identifies a cross-chassis serial link for an F13 SIB now includes an additional

character to identify the SF chip to which the link connects.

• VersionCompatibility for JunosSDK—Asof JunosOSRelease 12.3, Junos applications
will install on Junos only if the application is built with the same release as the Junos

OS release on which the application is being installed. For example, an application

builtwithRelease 12.3R2will only install on JunosOSRelease 12.3R2andwill not install

on Junos OS Release 12.3R1 or Junos OS Release 12.3R3 or Junos OS Release 13.1R1.

• Enhancement to Link Layer Discovery Protocol (LLDP) (MX Series and T Series
routers)—You can now configure LLDP to generate the interface name as the port ID

Type, Length, and Value (TLV). To generate the interface name as the port ID TLV,

include the interface-name statement at the [edit protocols lldp port-id-subtype]

hierarchy level. The default behavior is to generate the SNMP Index of the interface as

the port ID TLV. If you have changed the default behavior, include the locally-assigned

statement at the [edit protocols lldp port-id-subtype] hierarchy level to reenable the

default behavior of generating the SNMP Index of the interface as the port ID TLV.

When you configure LLDP to generate the interface name as the port ID TLV, the show

lldp neighbors command displays the interface name in the Port ID field. The default

behavior is for the command to display the SNMP index of the interface in the Port ID

field. [Ethernet Interfaces Configuration Guide, Interfaces Command Reference]

• Configuring the flow-tap service for IPv6 traffic: The family inet | inet6 statement at
the [edit services flow-tap]hierarchy enables you to specify the typeof traffic forwhich

you want to apply the flow-tap service. If the family statement is not included, the

flow-tap service is, by default, applied to the IPv4 traffic. To apply the flow-tap service

to IPv6 traffic, you must include the family inet6 statement in the configuration. To

enable the flow-tap service for IPv4 and IPv6 traffic, you must explicitly configure the

family statement for both inet and inet6 families.

However, you cannot configure the flow-tap service for IPv6 along with port mirroring

or sampling of IPv6 traffic on routers that support LMNR-based FPCs. This restriction

is in effect even if the router does not have any LMNR-based FPC installed on it. There

is no restriction on configuring the flow-tap service on routers that are configured for

port mirroring or sampling of IPv4 traffic. [Services Interfaces]

• Prior to Junos OS Release 12.2, when you issue the show systemmemory command on

MX80 routers, the unable to load pmap_helper module: No such file or directory error

message is displayed in the output of the command. Starting with Junos OS Release

12.2, PMAP information is correctly displayed in the output of this command for MX80

and ACX Series routers.

[System Basics and Services Command Reference]

• Newrange formessage-rate-limit–The range formessage-rate-limitunder the syslog
configuration for services has changed to 0 through 2147483647.

• Configuration support to prevent the LACPMC-LAG system ID from reverting to the
default LACP system ID on ICCP failureYou can now configure the

prefer-status-control-active statementwith thestatus-control standbyconfiguration
at the [edit interfacesaeXaggregated-ether-optionsmc-aehierarchy level toprevent
the LACPMC-LAG system ID from reverting to the default LACP system ID on ICCP

failure. Use this configuration only if you can ensure that ICCPdoes not go downunless
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the router is down. Youmust also configure the hold-time down value (at the [edit
interfaces interface-name] hierarchy level) for the interchassis link with the
status-control standby configuration to be higher than the ICCP BFD timeout. This
configuration prevents traffic loss by ensuring that when the router with the

status-control active configuration goes down, the router with the status-control
standby configuration does not go into standbymode.

J-Web

• On all M Series, MXSeries, and T Series platforms, the username field does not accept

HTML tagsor the<and>characters. The followingerrormessageappears:Ausername

cannot include certain characters, including < and >.

Junos OS XML API and Scripting

• IPv6 address text representation is stored internally and displayed in command
output using lowercase—Starting with Junos OS Release 11.1R1, IPv6 addresses are
stored internally and displayed in the command output using lowercase. Scripts that

match on an uppercase text representation of IPv6 addresses should be adjusted to

either match on lowercase or perform case-insensitve matches.

• <get-configuration> RPCwith inherit="inherit" attribute returns correct time
attributes for committed configuration—In Junos OS Release 12.3R1, when you
configured some interfaces using the interface-range configuration statement, if you

later requested the committed configuration using the <get-configuration> RPCwith

the inherit="inherit" and database="committed" attributes, the device returned

junos:changed-localtime and junos:changed-seconds in the RPC reply instead of

junos:commit-localtime and junos:commit-seconds. This issue is fixed in Junos OS

Release 12.3R2 and later releases so that the device returns the expected attributes in

the RPC reply.

Multiprotocol Label Switching (MPLS)

• Starting in Junos OS Release 9.3, when you run the show route tablempls.0 protocol

ccc command, the next-hop information includes the outgoing interface and the name

of the label-switchedpath. Previously, the next-hop information included the outgoing

interface and the MPLS label value. [MPLS]

• Policers for MPLS LSPs (T Series Core Routers)—You can now configure an MPLS

LSP policer for a specific LSP to be shared across different protocol family types. To

do so, youmust configure the LSP policer as a logical interface policer. Include the

logical-interface-policer statement at the [edit firewall policer policer-name] hierarchy

level. Previously, you could not configure an MPLS LSP policer as a logical interface

policer. When you configure an MPLS LSP policer as a logical interface policer, that

single policer polices traffic for all protocol families for an LSP. An MPLS LSP policer

not configured as a logical interface policer continues to police traffic for a specific

protocol family only. [Firewall Filters and Traffic Policers Configuration Guide,MPLS

Applications Configuration Guide]

• Starting in JunosOSRelease 12.2, at theendof eachadjust-interval, LSP’smax_average

for the auto-bandwidth functionally does not reset to zero. Themax_average retains

the value from the last interval until the first sample of the current interval is received.
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When the first sample of the current interval is received, the max_average is updated

to the first sample value.

In the showmpls lsp command output, the value forMax AvgBWutil now displays the

value of the maximum average bandwidth utilization from the previous interval until

the first sample of the current interval is obtained.

[MPLS Operational Mode Commands]

Multicast

• Inabootstrap router (BSR)-enabledbidirectionalPIMdomain,mixing JunosOSRelease

pre-12.1R7 releases and later releases can cause unexpected outages. If you have a

deployment with routers running Junos OS Release pre-12.1R7 and if you upgrade a

subset of the routers to Junos OS release 12.1R7 or later, the group-to-RPmapping

across the domain breaks and an outage occurs.

Network Address Translation (NAT)

• ProtectionofMX,M,andTSeries routers fromdenialof service (DOS)attacks—New
CLI options provide improved protection against DOS attacks.

• NATmapping refresh behavior—Prior to Junos OS Release 12.3, a conversation was

kept alive when either inbound or outbound flows were active. This remains the

default behavior. As of this release, you can also specify mapping refresh for only

inbound flowsoronlyoutbound flows.Toconfiguremapping refreshbehavior, include

themapping-refresh(inbound|outbound| inbound-outbound) statementat the [edit

services nat rule rule-name term term-name then translated secure-nat-mapping]

hierarchy level.

• EIF inbound flow limit—Previously. the number of inbound connections on an EIF

mapping was limited only by the maximum flows allowed on the system. You can

now configure the number of inbound flows allowed for an EIF. To limit the number

of inboundconnectionsonanEIFmapping, include theeif-flow-limitnumber-of-flows

statement at the [edit services nat rule rule-name term term-name then translated

secure-nat-mapping] hierarchy level.

[Next-Generation Network Addressing Carrier-Grade NAT and IPv6 Solutions]

• Limitationonnumberof termsforNATrulesapplied to inlineservices interfaces—You
are limited to amaximum of 200 for a NAT rule that is applied to an inline services

(type si) interface. If you specify more than 200 terms, you will receive following error

when you commit the configuration:

[edit]
  'service-set service-set-name'
    NAT rule rule-name with more than 200 terms is disallowed for si-x/y/z.n
error: configuration check-out failed 

• Themethod for computingblock size for deterministic port blockallocation for network

address port translation (NAPT)when the configured block size is 0 has changed, and

is computed as follows:

1. number of subscribers per source pool IP address = ceil(number of subscribers in

the from clause / number of source pool IP addresses)
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2. block-size = port-range per source pool IP / number of subscribers per source pool

IP address

Next-Generation Network Addressing Solutions

Network Management andMonitoring

• EachRoutingEngine runs itsownSNMPprocess (snmpd), allowingeachRoutingEngine

to maintain its own engine boots. However, if both Routing Engines have the same

engine ID and the Routing Engine with the lesser snmpEngineBoots value is selected

as the master Routing Engine during the switchover process, the snmpEngineBoots

value of the master Routing Engine is synchronized with the snmpEngineBoots value

of the other Routing Engine.

[Network Management Configuration Guide]

• SNMPMIB support for subscriber interface index-–The Juniper Networks
enterprise-specificSubscriberMIB,whoseobject ID is{jnxSubscriberMibRoot1}, supports

a newMIB table, jnxSubscriberInterfaceHardwareIndexTable, to display the index of

subscriber interfaces. The jnxSubscriberInterfaceHardwareIndexTable, whose object

identifier is{jnxSubscriberGeneral4}, contains jnxSubscriberInterfaceHardwareIndexEntry

that maps to the specification of each subscriber. Youmust provide the session ID of

the subscriber in theSNMPGetandGetNextqueries.When youperformanSNMPwalk

operation, you need to provide only the name of the subscriber interface index table

or the name of the object.

Each jnxSubscriberInterfaceHardwareIndexEntry, whose object identifier is

{jnxSubscriberInterfaceHardwareIndexTable 1}, contains the objects listed in

Table 4 on page 134.

Table 4: jnxSubscriberInterfaceHardwareIndexTable

DescriptionObject IDObject

Subscriber handle
associated with each
subscriber. Returns the
most significant 32 bits of
the 64-bit subscriber ID.
The value of the
subscriber handle is a
monotonically increasing
number.

jnxSubscriberInterfaceHardwareIndexEntry
1

jnxSubscriberInterfaceHardwareIndexHandleHiWord

Subscriber handle
associated with each
subscriber. Returns the
least significant 32 bits of
the 64-bit subscriber ID.
The value of the
subscriber handle is a
monotonically increasing
number.

jnxSubscriberInterfaceHardwareIndexEntry
2

jnxSubscriberInterfaceHardwareIndexHandleLoWord

Thehardware indexof the
subscriber interface.

jnxSubscriberInterfaceHardwareIndexEntry
3

jnxSubscriberInterfaceHardwareIndex
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[SNMPMIBs and Traps Reference]

Routing Policy and Firewall Filters

• Firewall filter option to force premium treatment for traffic (MX Series routers)—
Bydefault, a hierarchical policer processes the traffic it receivesaccording to the traffic’s

forwarding class. Premium, expedited-forwarding traffic has priority for bandwidth

over aggregate, best-effort traffic. Now you can include the force-premium option at

the [edit firewall filter filter-name term term-name] hierarchy level to ensure that traffic

matching the term is treated as premium traffic by a subsequent hierarchical policer,

regardless of its forwarding class. This traffic is given preference over any aggregate

traffic received by that policer.

Consider a scenario where a firewall filter is applied to an interface that receives both

expedited-forwarding voice traffic and best-effort video traffic. Traffic that matches

the first term of the filter is passed to a hierarchical policer in the second term. The

hierarchical policer also receives best-effort data traffic from another source. The

filtered video traffic is treated the same as this data traffic, as aggregate traffic with

a lower priority than the premium voice traffic. Consequently, some of the video traffic

might be dropped and some of the data traffic passed on.

To avoid that situation, include the force-premium option in the firewall filter term that

passes traffic to the hierarchical policer. This term forces the video traffic to bemarked

as premium traffic. The hierarchical policer gives both the voice traffic and the video

traffic priority over the aggregate data traffic.

NOTE: The force-premium filter option is supported only on MPCs.

• Extends support for Layer 2 policers toMX Series routers with MPC3—You can now
configure Layer 2 policers for the ingress and egress interfaces on MX Series routers

with MPC3. Policer types include single-rate two-color, single-rate three-color

(color-blindandcolor-aware), and two-rate three-color (color-blindandcolor-aware).

To configure Layer 2 policing, include the policer statement at the [edit firewall]
hierarchy level.

[Junos OS Firewall Filters and Traffic Policers]

Routing Protocols

• Bidirectional Forwarding Detection (BFD) is a protocol that verifies the liveliness of

data paths. One desirable application of BFD is to detect connectivity to routers that

spanmultiple network hops and follow unpredictable paths. On M Series, MX Series,

and T Series platforms only, starting in Junos OS Release 12.3, multihop BFD runs on

theCPU in theFPC,DPC,orMPC.Previously,multihopBFDran fromtheRoutingEngine.

• Junos OS Release 12.3 supports a new show firewall templates-in-use operational

command. This command enables you to display the names of filters configured using

the filter statement at either the [edit firewall] or [edit dynamic-profiles profile-name

firewall] hierarchy level and that are being used as templates for dynamic subscriber

filtering. Thecommandalsodisplays thenumberof times the filter hasbeen referenced
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by subscribers accessing the network. [Routing Protocols and Policies Command

Reference]

• When configuring the advertise-external statement for an AS confederation, we

recommendthatEBGPpeersbelonging todifferentautonomoussystemsbeconfigured

in a separate EBGP peer group. This ensures consistency while BGP sends the best

external route to peers in the configured peer group.

[Routing Protocols Guide]

• If youconfigure the route-distinguisherstatement inaddition to the route-distinguisher-id

statement, the value configured for route-distinguisher supersedes the valuegenerated

from route-distinguisher-id. To avoid a conflict in the two route distinguisher values,

we recommend ensuring that the first half of the route distinguisher obtained by

configuring the route-distinguisher statement be different from the first half of the

route distinguisher obtained by configuring the route-distinguisher-id statement.

[Routing Protocols Guide]

Security

• DDoS protection support formore protocol groups and packet types (MXSeries 3D
Universal Edge Routers)—DDoS protection now supports the following additional

protocol groups and packet types:

• amtv4—IPv4 automatic multicast (AMT) traffic.

• amtv6—IPv6 AMT traffic.

• frame-relay—Frame relay traffic.

• inline-ka—Inline service interfaces keepalive traffic.

• inline-svcs—Inline services traffic.

• keepalive—Keepalive traffic.

• l2pt—Layer 2 protocol tunneling traffic.

Two packet types are available for the frame-relay protocol group:

• frf15—Multilink frame relay FRF.15 packets.

• frf16—Multilink frame relay FRF.16 packets.

The PPPprotocol group has an additional packet type available,mlppp-lcp forMLPPP

LCP packets.
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[System Basics and Services Command Reference]

Subscriber Access Management

• Effect of changing the forwarding class configuration with PPP fast keepalive (MX
Series routers with MPC/MIC interfaces)—To change the default queue assignment
(forwarding class) for outbound traffic generated by the Routing Engine, you can

include the forwarding-class class-name statement at the [edit class-of-service

host-outbound-traffic] hierarchy level.

For PPP fast (inline) keepalive LCP Echo-Request and LCP Echo-Reply packets

transmitted between anMXSeries router withMPCs/MICs and a PPP client, changing

the forwarding class configuration takes effect immediately for both new

PPP-over-Ethernet (PPPoE),PPP-over-ATM(PPPoA), andL2TPnetwork server (LNS)

subscriber sessions created after the configuration change, and for existing PPPoE,

PPPoA, and LNS subscriber sessions established before the configuration change.

In earlier Junos OS releases with PPP fast keepalive, forwarding class configuration

changes applied only to new PPPoE, PPPoA, and LNS subscriber sessions created

after the configuration change. The forwarding class setting was fixed for existing

PPPoE,PPPoA,andLNSsubscriber sessions, andcouldnotbechangeduntil thesession

was terminated and re-established.

[JunosOSSubscriberAccessConfigurationGuide, JunosOSClassofServiceConfiguration

Guide]

• Display of a warningmessage for enhanced policer statistics (MX Series
routers)—When you commit a configuration that contains the enhanced-policer

statement at the [edit chassis] hierarchy level, a warningmessage is displayed stating

that all the FPCs in the router need to be rebooted for the configuration changes to

become effective. At this point, youmust confirm that you want to proceed with the

reboot of the FPCs. If you do not reboot the FPCs, the FPCs return all 0s (zeros) when

youperformaquery for the retrieval of detailed statistics—for example,when you issue

the show firewall detail command.

[System Basics, Chassis-Level Features]

• When an MX Series router configured as an L2TP network server (LNS) sends an

Access-Request message to RADIUS for an LNS subscriber, the LNS now includes the

Called-Station-ID-Attribute when it receives AVP 21 in the ICRQmessage from the

L2TP network concentrator (LAC).

• The user username option for the clear services l2tp session command is no longer

available in the CLI for LNS on MX Series routers. Added to the option’s previous

unavailability for LAC onMXSeries routers, thismeans that L2TP onMXSeries routers

does not support clearing L2TP sessions based on subscriber username. As an

alternative, you can determine the session ID for the username by issuing the show

subscribers detail command, and then remove the session with the clear services l2tp

session local-session-id session-id command.

[Subscriber Access]

• The user username option for the show services l2tp session command is no longer

available in the CLI for L2TP LAC or L2TP LNS on MX Series routers. To view L2TP
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session information organized by subscriber username, you can issue the show

subscribers detail command or the show network-access aaa subscribers username

command.

[Subscriber Access]

• Enhanced filtering for tracing PPP and PPPoE operations (MX Series
routers)—Capturing relevant traces forparticularPPPandPPPoEsubscribers increases
in complexity as the number of subscribers increases. New filter options have been

added to simplify tracing PPP service operations and PPPoE subscriber operations in

a scaled subscriber environment. You can include one ormore of the following options

at the [edit protocols ppp-services traceoptions filter] or [edit protocols pppoe

traceoptions filter] hierarchy levels:

• aci regular-expression—Regular expression to match the agent circuit identifier

provided by PPP or PPPoE client.

• ari regular-expression—Regular expression to match the agent remote identifier

provided by PPP or PPPoE client.

• service regular-expression—Regular expression to match the name of PPP or PPPoE

service.

• underlying-interface interface-name—Name of a PPP or PPPoE underlying interface.

You cannot use a regular expression for this filter option.

When you applymore than one of these trace filters, events for a particular connection

are traced only when it matches all of the filter conditions. For example, when you

configure the following filter options, PPP (jpppd) events are traced only for PPP

connections where the agent circuit identifier begins with the string west-metro-ge

and the agent remote identifier includes the string CUST-0102:

user@host1> set protocol ppp-service traceoptions filter aci west-metro-ge*
user@host1> set protocol ppp-service traceoptions filter ari *CUST-0102*

Similarly, when you configure the following filter options, PPPoE events are traced only

for PPPoE connections where the subscribers are on static interface pp0.50001 and

receive the premium service:

user@host1> set protocol pppoe traceoptions filter interface pp0.50001
user@host1> set protocol pppoe traceoptions filter service premium

Theamountof information loggedwhenaconnectionmatches the filters is considerably

less than when no filters are applied. If the connection does not match the configured

filters, some information is still logged, but only a minimal amount.

[Subscriber Access]

• Increased visibility for PPP session state in trace logs (MXSeries routers)—Log files
generated by tracing jpppd (ppp-service) operations now display the interface name

for each line of the traced events. The new informationmight also include themodule

or the session state and event type for each event. This new information appears

immediately after the timestamp andmakes it easier to distinguish PPP packet

exchange and session states in the logs.

[Subscriber Access]
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• Interface names logged for PPPoEmessages (MX Series routers)—Log output for
PPPoE PADI, PADM, PADN, PADO, PADR, PADS, and PADT packets now explicitly

includes the interface name rather than just the index.

[Subscriber Access]

• Microsecond timestamps for certain tracing operations (MX Series routers)—The
logsgeneratedwhen tracingauthd, jpppd, andpppoedoperationshavebeenenhanced

toprovidemoreprecise timestamps.Thetimestampsnowrecordeventsatmicrosecond

intervals.

[Subscriber Access]

• OnMX80 routers, you can configure only four inline services physical interfaces as

anchor interfaces for L2TP LNS sessions: si-1/0/0, si-1/1/0, si-1/2/0, si-1/3/0. You

cannot configure si-0/0/0 for this purpose on MX80 routers.

• Source Class ParameterizedMatch Condition (MX Series routers with
MPCs/MICs)—You can now reference source-class in the parameterizedmatch
condition of the dynamic profile filter. Source class usage allows you to limit traffic to

specific subscribers from specific network zones. These limits are per subscriber and

the profile name is communicated using RADIUS. The source-class parameterized

match condition is supported for both IPv4 and IPv6.

[Subscriber Access Configuration Guide]

• L2TP support for SNMP statistics (MX Series routers)—By default, SNMP polling is
disabled for L2TP statistics. As a consequence, the L2TP tunnel and global counters

listed in the table have a default value of zero.

Table 5: SNMPCounters for L2TP Statistics

TypeCounter Name

TunneljnxL2tpTunnelStatsDataTxPkts

TunneljnxL2tpTunnelStatsDataRxPkts

TunneljnxL2tpTunnelStatsDataTxBytes

TunneljnxL2tpTunnelStatsDataRxBytes

GlobaljnxL2tpStatsPayloadRxOctets

GlobaljnxL2tpStatsPayloadRxPkts

GlobaljnxL2tpStatsPayloadTxOctets

GlobaljnxL2tpStatsPayloadTxPkts

You can enable collection of these statistics by including the

enable-snmp-tunnel-statistics statement at the [edit services l2tp] hierarchy level.

When enabled, the L2TP process polls for these statistics every 30 seconds for 1000

sessions. The potential age of the statistics increases with the number of subscriber
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sessions; the data is refreshedmore quickly as the number of sessions decreases. For

example, with 30,000 sessions, none of these statistics is more than 15 minutes old.

BEST PRACTICE: The system load can increase when you enable these
countersandalsouseRADIUS interimaccountingupdates.Werecommend
you enable these counters when you are using only SNMP statistics.

Subscriber Access

• RADIUS accounting support of duplicate reporting for nondefault VRFs (MX Series
routers)—You can now configure duplicate RADIUS accounting records to be sent to

a nondefault VRF; that is, to an LS:RI combination other than default:default. You can

also specify up to five access profiles in the target VRF that list the RADIUS servers

that receive the duplicate reports. Include the vrf-name statement at the new [edit

access profile profile-name accounting duplication-vrf] hierarchy level to designate the

single nondefault target VRF. Include the access-profile-name statement at the same

hierarchy level to designate the access profiles listing the RADIUS servers.

• DNSAddress Assignment in DHCPv6 IA_NA and IA_PD Environments (MX
Series)—Starting in Junos OS Release 12.3R3 and Release 13.3R1 (but not in Releases
13.1 and 13.2), DHCPv6 local server returns the DNS server address (DHCPv6 attribute

23) as a global DHCPv6 option, rather than as an IA_NA or IA_PD suboption. DHCPv6

returns the DNS server address that is specified in the IA_PD or IA_NA pools—if both

address pools are requested, DHCPv6 returns the address specified in the IA_PD pool

only, and ignores any DNS address in the IA_NA pool.

In releases prior to 12.3R3, and in releases 13.1 and 13.2, DHCPv6 returns the DNS server

address as a suboption inside the respective DHCPv6 IA_NA or IA_PD header. You can

usethemulti-address-embedded-option-responsestatementat the [editsystemservices

dhcp-local-server dhcpv6 overrides] to revert to the prior behavior. However, returning

the DNS server address as a suboption can create interoperability issues for someCPE

equipment that cannot recognize the suboption information.

[Subscriber Access]

• Support forVLAN IDnone configuration forMC-LAGbridgedomains in active-active
mode (MX Series)—To facilitate forwarding andmedia access control (MAC) and
Address Resolution Protocol (ARP) synchronization amongmultichassis link

aggregation (MC-LAG)peerswhen theVLAN identifier isnone, youmustnowconfigure

a service identifier within bridge domains in active-active mode.

To configure a service identifier for a bridge domain, configure the service-id statement

at the [edit bridge domain bridge-domain-name] hierarchy level. Youmust configure

the same service identifier for MC-LAG peers.

• ANCP sessions may not persist across a graceful Routing Engine switchover andmay

need to be reestablished.

User Interface and Configuration

• Enhancement to set date ntp command—You can now specify an authentication-key

number for the NTP server used to synchronize the date and time on the router or
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switch. Include the new key number option with the set date ntp command. The key

number you includemust match the number you configure for the NTP server at the

[edit system ntp authentcation-key number] hierarchy level.

• TFEB Slot—OnMX80 routers, the FPC Slot output field has been changed to TFEB
Slot for the show services accounting flow inline-jflow, show services accounting errors

inline-jflow, and show services accounting status inline-jflow commands.

VPNs

• On a Layer 3 VPN PE routing device, a direct subnet route on a LAN PE-CE interface is

advertised with amatching next-hop label. Previously, when there were multiple

matching next hops, one of the next-hop labels was selected for the direct subnet

route. There was room for improvement because a packet with a destination address

matching the subnet route might need to be sent to another next hop in the LAN.

Starting in Release 12.3, Junos OS no longer advertises the direct subnet route on a

LAN PE-CE interface when there are multiple matching next hops. The direct subnet

route on LAN PE-CE interface is advertised only if there is a single matching next hop.

[VPNs]

• Starting in JunosOSRelease 11.4, vrf-importpoliciesmust referencea target community

in the from clause. If the import policy does not reference a specific community target

or if the referencedcommunity isawildcard, thecommitoperation fails. Asanexception,

the policy does not need to reference a community target in the from clause when the

policy action in the then clause is "reject." Prior to Junos OS Release 11.4, when the

vrf-import policy did not reference a specific community target in the from clause, the

commit operation succeeded, but the import policy had a non-deterministic effect.

[VPNs]

Changes Planned for Future Releases

The following are changes planned for future releases.

Routing Protocols

• Change in the Junos OS support for the BGPMonitoring Protocol (BMP)—In Junos
OS Release 13.3 and later, the currently supported version of BMP, BMP version 1, as

defined in Internet draft draft-ietf-grow-bmp-01, is planned to be replaced with BMP

version3, asdefined in Internetdraftdraft-ietf-grow-bmp-07.txt. JunosOScansupport

only one of these versions of BMP in a release. Therefore, Junos OS release 13.2 and

earlier will continue to support BMP version 1, as defined in Internet draft

draft-ietf-grow-bmp-01. JunosOS release 13.3and later support only theupdatedBMP

version 3 defined in Internet draft draft-ietf-grow-bmp-07.txt. This also means that

beginning in JunosOS 13.3, BMPversion3configurationsarenotbackwardscompatible

with BMP version 1 configurations from earlier Junos OS releases.

[Routing Protocols]

Related
Documentation

New Features in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 72

•
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• ErrataandChanges inDocumentation for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 142

• Outstanding Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series

Routers on page 146

• Resolved Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 156

• UpgradeandDowngrade Instructions for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 182

Errata and Changes in Documentation for Junos OS Release 12.3 for M Series, MX Series, and
T Series Routers

Errata

Class of Service

• The Example: Configuring Scheduling Modes on Aggregated Interfaces topic fails to

mention the following additional information regarding the parameters that are scaled

for aggregated interfacemember links when the scheduler parameters are configured

using scheduler maps:

Apart from transmit rate and buffer size that are scaled when the parameters are

configured using scheduler maps, shaping rate is also scaled if you configure it in bits

per second (bps). Shaping rate is not scaled if you configure it as a percentage of the

available interface bandwidth.

[Class of Service, Schedulers on Aggregated Ethernet and SONET/SDH Interfaces]

• The following additional information regarding the processing of custom EXP rewrite

rules on MPCs applies to the Rewriting IEEE 802.1p Packet Headers with an MPLS EXP

Value topic:

For MPCs, default EXP rewrite rules do not exist for logical interfaces. The EXP CoS

bits for MPLS labels are obtained from the IP precedence bits for IP traffic. The EXP

bits for labels that are pushed or swapped are inherited from the current label of the

MPLSpackets. For non-IPandnon-MPLSpackets, theEXPbits are set to0. If a custom

EXP rewrite rule is configured on the core-facing interface, then it overrides the EXP

bits.

[Class of Service, CoS Re-Marking of Packets Entering or Exiting the Network]

Infrastructure

• The following additional information regarding the configuration of peer IP addresses

for ICCP peers andmultichassis protection forMC-LAGapplies to theConfiguring ICCP

for MC-LAG topic:

For Inter-Chassis Control (ICCP) in a multichassis link aggregation group (MC-LAG)

configured in an active-active bridge domain, youmust ensure that you configure the

same peer IP address hosting the MC-LAG by including the peer ip-address statement

at the [edit protocols iccp] hierarchy level and themulti-chassis-protection peer
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ip-address statementat the [edit interfaces interface-name]hierarchy level.Multichassis

protection reduces the configuration at the logical interface level for MX Series routers

with multichassis aggregated Ethernet (MC-AE) interfaces. If the ICCP is UP and the

interchassis data link (ICL) comes UP, the router configured as standby will bring up

the MC-AE interfaces shared with the peer active-active node specified by the peer

statement.

For example, the following statements illustrate how the same peer IP address can

be configured for both the ICCP peer andmultichassis protection link:

set interfaces ae1 unit 0multi-chassis-protection 10.255.34.112 interface ae0.0
set protocols iccp peer 10.255.34.112 redundancy-group-id-list 1

Although you can commit an MC-LAG configuration with various parameters defined

for it, youcanconfiguremultichassisprotectionbetween twopeerswithoutconfiguring

the ICCP peer address. You can also configure multiple ICCP peers and commit such

a configuration.

[Network Interfaces, Ethernet Interfaces]

• The following additional information regarding the behavior of the accept-data

statement for MC-LAG in an active-active bridge domain applies to the Active-Active

Bridging and VRRP over IRB Functionality on MX Series Routers Overview topic:

For a multichassis link aggregation group (MC-LAG) configured in an active-active

bridgedomain andwithVRRPconfiguredover an integrated routing andbridging (IRB)

interface, youmust include the accept-data statement at the [edit interfaces

interface-nameunit logical-unit-number family inet addressaddressvrrp-groupgroup-id]

hierarchy level to enable the router that functions as the master router to accept all

packets destined for the virtual IP address.

On an MC-LAG, if youmodify the source MAC address to be the virtual MAC address,

youmust specify the virtual IP address as the source IP address instead of the physical

IP address. In such a case, the accept-data option is required for VRRP to prevent ARP

from performing an incorrect mapping between IP and MAC addresses for customer

edge (CE) devices. The accept-data attribute is needed for VRRP over IRB interfaces

inMC-LAGtoenableOSPForother Layer 3protocols andapplications toworkproperly

over multichassis aggregated Ethernet (mc-aeX) interfaces.

[Network Interfaces, Ethernet Interfaces]

• The following additional information regarding the support of vlan-id none statement

for MC-LAG applies to the Active-Active Bridging and VRRP over IRB Functionality on

MX Series Routers Overview topic:

In an IPv6 network, you cannot configure a multichassis link aggregation group

(MC-LAG) inanactive-activebridgedomain if you specified the vlan-idnone statement

at [edit bridge-domain bd-name] hierarchy level. The vlan-id none statement that

enables the removal of the incoming VLAN tags identifying a Layer 2 logical interface

when packets are sent over VPLS pseudowires is not supported for IPv6 packets in an

MC-LAG.

[Network Interfaces, Ethernet Interfaces]
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Interfaces and Chassis

• The Redundancy Fabric Mode on Active Control Boards subsection in the Corrective

Actions for Fabric Failures on MX Series Routers topic and the Configuring Redundancy

Fabric Mode for Active Control Boards on MX Series Routers topic incorrectly contain

the following information about the default mode of redundant operation of active

control boards on MX Series routers:

Until Junos OS Release 12.1, the MX Series routers that contain the enhanced Switch

Control Board (SCB) with Trio chips and the MPC3E, the control boards operate in

redundancy fabric mode (all the FPCs use 4 fabric planes as active planes). Starting

with Junos OS Release 12.2, on MX Series routers that contain the enhanced SCBwith

Trio chips and the MPC3E, the control boards operate in increased fabric bandwidth

mode by default (all the available fabric planes are used).

The preceding description is incorrect because the enhanced SCB operates by default

in redundancy fabric mode and not increased fabric mode in Junos OS Release 12.2

and later. The correct default operation of enhanced SCBs with Trio chips and the

MPC3E is as follows:

The MX Series routers that contain the enhanced Switch Control Board (SCB) with

Trio chips and the MPC3E, the control boards operate in redundancy fabric mode (all

the FPCs use 4 fabric planes as active planes) by default.

[System Basics, Chassis-Level Features]

• The redundancy-mode configuration statement topic fails to state the following

additional information regarding the default behavior for enhanced Switch Control

Board (SCB) with Trio chips and the MPC3E on MX Series routers:

The MX Series routers that contain the enhanced Switch Control Board (SCB) with

Trio chips and the MPC3E, the control boards operate in redundancy fabric mode (all

the FPCs use 4 fabric planes as active planes) by default.

[System Basics, Chassis-Level Features]

• The following additional information regarding the binding of multiple port-mirror

instances at the FPC level of M320 routers applies to the Filter-Based Forwarding with

Multiple Monitoring Interfaces section in the Configuring Port Mirroring topic:

Because M320 routers do not support multiple bindings of port-mirror instances per

FPC, theport-mirror-instanceaction is not supported in firewall filters for these routers.

[Services Interfaces]

• The forwarding-mode (100-Gigabit Ethernet) configuration statement topic fails to

mention that this statement is supported onMXSeries routers from JunosOSRelease

12.1. The Supported Platforms section of this topic fails to list MX Series routers on

which this command is supported.

[Network Interfaces, Ethernet Interfaces]
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Routing Policy and Firewall Filters

• In routing instances, when a BGP neighbor sends BGPmessages to the local routing

device, the incoming interfaceonwhich thesemessagesare receivedmustbeconfigured

in the same routing instance that the BGP neighbor configuration exists in. This is true

for neighbors that are a single hop away or multiple hops away. [Routing Protocols]

Services Applications

• “The showservices stateful-firewall subscriber-analysis command shouldbe included

in theSystemBasicsandServicesCommandReferenceGuide.This commanddisplays

information about the number of active subscribers on the service physical interface

card (PIC).”

• “The show services stateful-firewall flow-analysis command should be included in

the System Basics and Services Command Reference Guide. This command displays

stateful firewall flow statistics.”

Subscriber Access Management

• In theSubscriberAccessConfigurationGuide, there is anerror in theExample: Configuring

RADIUS-Based Subscriber Authentication and Accounting topic. In the example, the

profile stanza incorrectly includes theauthentication statement. Thecorrect statement

is authentication-order, as shown in the following sample:

profile isp-bos-metro-fiber-basic {
authentication-order radius;

}

[Subscriber Access]

• The L2TP for Subscriber Access Overview topic in the Junos OS Subscriber Access

Configuration Guide incorrectly states that L2TP is supported only on MX240, MX480,

andMX960 routers. In fact, support for MX80 routers was added in Junos OS Release

12.3. In that release and later releases, the MX80 supports all L2TP features that were

supported on the MX240, MX480, and MX960 routers as of Junos OS Release 11.4.

[Subscriber Access]

User Interface and Configuration

• For the set system login format command, the des option has been deprecated.

• The output for show configuration | display inheritance | display set now displays the

set commands needed to duplicate the fully inherited configuration.

VPNs

• The followingguideline regarding the support of LSI traffic statistics onMSeries routers

is missing from the General Limitations on IP-Based Filtering section in the Filtering

Packets in Layer 3 VPNs Based on IP Headers topic:

Label-switched interface (LSI) traffic statisticsarenot supported for IntelligentQueuing

2 (IQ2), Enhanced IQ (IQE), and Enhanced IQ2 (IQ2E) PICs on M Series routers.

[VPNs, Layer 3 VPNs]
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• The following limitation regarding firewall filters configured in conjunction with the

vrf-table-label statement is missing from the General Limitations on IP-Based Filtering

in the Filtering Packets in Layer 3 VPNs Based on IP Headers topic:

Firewall filters cannot be applied to interfaces included in a routing instance on which

you have configured the vrf-table-label statement.

This documentation is applicable to all J Series, M Series, T Series, and SRX Series

routers.

[VPNs, Layer 3 VPNs]

Changes to the Junos OS Documentation Set

The following are the changes made to the Junos OS documentation set:

• A new topic, CGN Implementation: Best Practices, which provides experience-based

recommendations for configuring carrier-grade NAT, has been added to the

documentation set. The new topic is available at

http://www.juniper.net/techpubs/en_US/junos12.3/topics/concept/nat-best-practices.html

• ALGdocumentation forMXplatformshasbeenupdated.The topichasbeen reorganized

and expanded, with particular emphasis on SIP and SIP-NAT interaction. An updated

version of the documentation is available at the following PR link location: PR817816

Related
Documentation

New Features in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 72

•

• Changes in Default Behavior and Syntax, and for Future Releases in Junos OS Release

12.3 for M Series, MX Series, and T Series Routers on page 128

• Outstanding Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series

Routers on page 146

• Resolved Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 156

• UpgradeandDowngrade Instructions for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 182

Outstanding Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

Thecurrent software release isRelease 12.3. For informationaboutobtaining the software

packages, see “Upgrade and Downgrade Instructions for Junos OS Release 12.3 for M

Series, MX Series, and T Series Routers” on page 182.

• Class of Service (CoS)

• Forwarding and Sampling

• General Routing

• High Availability and Resiliency

• Infrastructure

• Interfaces and Chassis
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• Internet Protocol Security (IPSec)

• J-Web

• Layer 2 Ethernet Services

• MPLS

• Multicast

• NetworkManagement andMonitoring

• Platform and Infrastructure

• Routing Protocols

• Services Applications

• Subscriber AccessManagement

• User Interface and Configuration

• VPNs

Class of Service (CoS)

• The names "best-effort", "assured-forwarding", "expedited-forwarding",

"network-control" are reserved and cannot be currently used in Forwarding Class alias

configuration, with several classes mapped to the same queue: user@router# show

class-of-serviceuser@router#setclass-of-service forwarding-classesclassbest-effort

queue-num 0 user@router# set class-of-service classifiers inet-precedence test

forwarding-class best-effort loss-priority low code-points 000 user@router# commit

check configuration check succeeds user@router# set class-of-service

forwarding-classes class myBE queue-num 0 user@router# commit check [edit

class-of-service classifiers inet-precedence test forwarding-class] 'best-effort'

forwarding classundefined: best-effort error: configuration check-out failed.PR827496

Forwarding and Sampling

• Possibility of duplicate packets when sampling and interface-style nat are configured.

PR861984

General Routing

• The auto-complete feature is not working for the show policy command. PR471332

• For an IPv4 pool, only the all-0 host and the all-1 host addresses are precluded from

allocation, both for gateway-assigned and external address assignment. PR729144

• Changing static route with qualified-next-hop and order option to next-hop option

results in static route missing from route table. We need to restart routing process to

see the route again. PR830634

• In rare case, after no graceful FPC rebooting (i.e. temporary power failure on egress

FPC), fabric ASIC on ingress Stoli FPC can run into temporary problematic status. This

will cause temporary large delay on fabric traffic from Stoli-FPC to the egress FPC.

PR831743

• FPC restart can lead todfwdbeing terminated.Thiswill requirea restart of theopenflow

daemon for the Openflow functionality to work properly again. PR842923
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• Withminimal flowconfiguration,RPDcoresduring theshutdownprocessdue tomissing

safety checks. PR852766

• When an MPC fails in a specific manner, while failing it continues to send traffic into

the switching fabric for a time, the fabric ASICs report errors such as these with large

counts: chassisd[82936]: %DAEMON-3: New CRC errors found on xfchip 0 plane 0

subport 16xfport4new_count 17651aggr_count 17651 chassisd[82936]:%DAEMON-3:

New CRC errors found on xfchip 0 plane 0 subport 17 xfport 4 new_count 17249

aggr_count 17249 chassisd[82936]: %DAEMON-3: New CRC errors found on xfchip 0

plane 0 subport 18 xfport 4 new_count 65535 aggr_count 65535 chassisd[82936]:

%DAEMON-3:NewCRCerrors foundonxfchip0plane0subport 19xfport4new_count

65535 aggr_count 65535 This can cause DPC(s) to stall and not send traffic into the

switching fabric to other DPCs or MPCs. Messages such as thesemight be reported by

the affected DPC(s) : [Err] ICHIP(1)_REG_ERR:packet checksum error in output

fab_stream 4 pfe_id 64 [Err] ICHIP(1)_REG_ERR:packet checksum error in output

fab_stream 6 pfe_id 64 [Err] ICHIP(1)_REG_ERR:packet checksum error in output

fab_stream 8 pfe_id 64 This failure on the affected DPCs persists, and will likely affect

all traffic destined to the fabric from affected DPCs. The only temporary resolution is

to restart the affected DPCs, which will resume fabric traffic from the affected DPCs.

PR856560

• Digital Optical Monitor MIB values for SFP+ are incorrect. PR878843

• If CE facing interface is aggregated Ethernet with multiple member ports (more than

twomembers), BUM traffic fromMPLS core will be replicated on all child link of

aggregated Ethernet interface and BUM fromCEwill be replicated at sending out from

MPLS core facing interface. The problem is specific to M10i router running with I-chip

based CFEB. PR880422

• We cannot change "flow term-order" behavior without "restart routing". Although

"restart routing" restores this behavior, all routes are affected. PR885091

• The Routing Engine might become non-responsive due to the exhaustion of kernel

mbufswith followingmessages. /kernel:Mbuf:HighUtililizationLevel: (Low)Throttling

low priority requests (10ms) /kernel: Mbuf: High Utililization Level: (Medium) Throttle

low priority requests (150ms) /kernel: Mbuf: High Utililization Level: (High) Block low

priority requests. PR886083
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High Availability and Resiliency

• On TX Series routers with GRES enabled, if a mastership switch is being requested on

an LCCwhose Backup Routing Engine's em0 interface has physically failed, all FPCs

on that LCC disconnects from the old master Routing Engine, but does not reconnect

the newmaster Routing Engine. PR799628

Infrastructure

• Every 10minutes kernel reports "%KERN-6:MTUfor 2001:4c0:1:1301:0:1:0:250 reduced

to 1500" after reducing MTU once. There is no impact to the system due to this

additional log message. PR888842

Interfaces and Chassis

• For Automatic Protection Switching (APS) on SONET/SDH interfaces, there are no

operational mode commands that display the presence of APSmodemismatches.

AnAPSmodemismatch occurswhen one side is configured to use bidirectionalmode,

and the other side is configured to use unidirectional mode. PR65800

• On the Juniper Control System (JCS) platform, the control andmanagement traffic

for all Routing Engines share the samephysical link on the same switchmodule. In rare

cases, the physical link might become oversubscribed, causing the management

connection to Protected System Domains (PSDs) to be dropped. PR293126

• When you have the following configuration on a logical interface, unit 2000 {

encapsulation vlan-bridge; vlan-tags outer 40 inner-list [ 20 3000 ]; family bridge; }

and you execute "show interface intf-name extensive", you will see the following:

Under "Flags:SNMP-TrapsRedundancy-Device0x20004000VLAN-Tag[0x8100.40

0x8100.200020,3000 ] ", youwill see the unit number 2000betweenouter and inner

tags configured. This is just a display issue and no functionality is affected. PR723188

• Issue is seen only when the following steps are followed: 1. Enable IRB MAC Sync

feature. 2. Deactivate BD/MAC Sync/Service ID on the higher MAC node. 3. Activate

virtual switch that configues MCAE under the virtual switch. The result: IRB MAC Sync

happens even though the feature is not enabled. PR793889

• M7i Routing Engine crashed with last reboot reason panic:page fault and kernel core,

after commit. PR868212

• snmpwalk of "jnxPPPoEIfLockoutTable" didn’t capture pppoe locked out clients.

PR869024

• MC-LAGwill no longer change just the LACP System Identifiers directly, but will also

remove the "Synchronization, Collecting, Distributing" bits from the Actor State bits

advertised in the PDU. PR871933

• Injecting Enhanced RDI-P(G1 bit5-7:0x2 Payload defect) alarm to a MPC 10GbE

WAN-PHY interface causes RDI_P and LCD-PAIS-V alarm onmessages. This is due to

string typo. RDI_P and LCD-P should be printed onmessages. PR872133
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Internet Protocol Security (IPSec)

• When both Routing Engines in a dual-Routing Engine system reboot too quickly with

GRES enabled, 'ipsec-key-management' process would require a manual restart.

PR854794

J-Web

• When you use anHTTPS connection in theMicrosoft Internet Explorer browser to save

a report from the following pages in the J-Web interface, the error message "Internet

Explorer was not able to open the Internet site" is displayed on the following pages: -

Files page (Maintain > Files) - History page (Maintain >ConfigManagement >History)

- Port Troubleshooting page (Troubleshoot > Troubleshoot > Troubleshoot Port) -

Static Routing page (Monitor > Routing > Route Information) - Support Information

page (Maintain > Customer Support > Support Information) - View Events page

(Monitor > Events and Alarms > View Events). PR542887

• For 2013 MR releases as well for all TOTs Jweb Home page copyright information

should be changed from "2012" to "Copyright 2013." PR845904

• In the J-Web interface on M Series and MX Series switches, you cannot configure

OSPFv3 by using the point and click function (Configure > Point&Click > Protocols >

Configure > Ospf3). As a workaround, configure OSPFv3 options by using the CLI. You

can then view and edit the OSPFv3 parameters by using the point and click function

in the J-Web interface. PR857540

• On the J-Web interface, HTTPS access might work with an invalid certificate. As a

workaround, after you change the certificate, issue the "restart web-management"

command to restart the J-Web interface. PR700135

Layer 2 Ethernet Services

• jdhcpd interface traceoptions are not saved to the default log file jdhcpd and require

an explicit file name. PR823129

• DHCPv6Local Server implementationdeletes the client ona reconfigure, so that client

can reconfigure. DHCPv6 relay is not forwarding the Reply to the client and simply

tearing the client down (generating a release to the server). PR879904

MPLS

• For point-to-multipoint LSPs configured for VPLS, the "ping mpls" command reports

100 percent packet loss even though the VPLS connection is active. PR287990

• Customers upgrading the network using features involving non-penultimate hop

popping behavior and out-of-bandmapping should upgrade routers involved together

to Releases 13.1 or later. PR852808

• The LDP protocol might use the lowest IP address configured on an interface even if

there is another (higher) address that is explicitly configured as primary. This can lead

tounexpectedLDPsession flap if the lowestbutnon-primaryaddress isbeing removed

from the configuration. PR858838
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• In an RSVP environment with AutoBw, the Bandwidth Adjustment timer for new LSPs

added simultaneously is not smeared along with the rest of the existent LSPs when

the smearing algorithm is triggered. PR874272

• This issue can be triggered if LDP FEC's are in aggregation with the one session and

later a second session comes up. If one of the FEC's is trying to deaggregate towards

the newly-up session due to best path, then this issue happens. PR889585

Multicast

• Replication Error on Multichassis system (SCC - LCC setup) while using

multicast—Whenmulticast is running on amulti-chassis environment, during flapping

of 224/4 or ff/8 pointing to mResolve(NH), wemight get an out-of order state sync

(RTM_NAME_TABLEdelete). The out-of order sync causes replication error on the LCC

master. This flapping of resolve route for multicast can occur because of any of the

following reasons: enabling or disabling multicast, hitting multicast table limit and

deletion of resolve route, or routing restart. PR892619

NetworkManagement andMonitoring

• When we do snmp polling via CLI on a big MIB node which has lots of OIDs and huge

data, like "show snmpmib walk 1.3.6.1.4.1". CLI might not be able to consume data at

the rate it was being generated by snmpd, so the snmpd buffer is occupiedmore and

more, eventualy this would cause snmpd to reach its rlimit then crash. PR864704

• SNMPquery fromvalid client on routing-instance-1with community string thatbelongs

to routing-instance-2 gets the details of routing-instance-2 instead of blocking such

queries based on community. PR865023

Platform and Infrastructure

• Junos OS does not support dynamic ARP resolution on Ethernet interfaces that are

designated forportmirroring.This causes thePacketForwardingEngine todropmirrored

packets. As a workaround, configure the next-hop address as a static ARP entry by

including the 'arp ip-address' statement at the [edit interfaces ] hierarchy level.

PR237107

• Following a large output with jcs:get-input() will truncate the output after the

---(more)--- prompt and cause all following user input to be hidden. As aworkaround,

add the "| no-more" option when executing op scripts. PR473816

• Commit time warning is changed to trace message. PR480082

• On the process details page (Monitor > System View > Process Details) of the J-Web

interface, there are multiple entries listed for a few processes that do not impact any

functionality. PR661704

• On the JCS-1200 RE-JCS-1X2400-48G-S Routing Engine configuration of the MAC

address on the external interfaces em0 and em1 is not allowed. You cannot configure

the MAC address on fxp0 on the other routing engines supported on the JCS-1200 as

well. Therefore, the Junos OS CLI to configure the MAC address on em0 and em1

interfaces has been disabled. PR770899
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• When changing configuration repeatedly, in rare conditions, some internal errorsmight

cause the CLI process to hogmemory and the utilization keeps on increasing due to

memory leak. When thememory usage of CLI process increases to around 85% of

system limit, the following logs could be seen: /kernel: Process (1383,cli) has exceeded

85% of RLIMIT_DATA: used 62048 KBMax 65536 KB Thememory will be released

once user logs out from the router. PR813673

• Commit might fail, when a config object is deleted and re-added as transient change

from a commit script. PR814796

• There's a problem going from 12.2 to 12.3 using ISSU. The blobs being created in 12.2

are using the newer format which is not compatible with 12.3 code. PR818947

• Cli command 'show route forwarding-table' would only display <= 16 ecmp paths

when CBF is used. PR832999

• The L2 RPM isn’t working as the L2 RPM packets are not being sent out fromMS-PIC

to the Packet Forwarding Engine on RPM client side. PR870259

• If interface flaps of a bridge-domain with igmp-snooping are enabled or multicast

snooping routes are pruned due to Designated Router changes, LUCHIPmight report

traps and EDMEM read errors. These conditions are transient and only seen once the

system is operating with enhanced-ip mode. PR879158

Routing Protocols

• When you configure damping globally and use the import policy to prevent damping

for specific routes, and a peer sends a new route that has the local interface address

as the next hop, the route is added to the routing table with default damping

parameters, even though the importpolicyhasanondefault setting.Asa result, damping

settings do not change appropriately when the route attributes change. PR51975

• When "passive" and "disable" knobs are both configured under [edit protocols isis

interface <intf> level <N>] hierarchy, the interface is treated as "passive" instead of

being disabled. PR697553

• After upgrade to 10.4R9 following messages are seen "Cancelling deferral pp0 index

131" Thesemessages are not indicative of any problem and only cosmetic. PR742534

• With this fix, "jnxBgpM2PrefixesInPrefixesRejected" counter will return the number of

prefixes from a BGP peer, that are not eligible to become active. This changemakes

the variable conform to definition in the specification

http://tools.ietf.org/html/draft-ietf-idr-bgp4-mibv2-03. There is a new variable

"jnxBgpM2PrefixInPrefixesActive" introduced, to return the number of active prefixes

from a BGP peer. So the new sequence of variables for the table is as follows:

root@wfpro-mx4-c> show snmpmib walk jnxBgpM2PrefixCountersTable

jnxBgpM2PrefixCountersAfi.0.1.1 = 1 jnxBgpM2PrefixCountersSafi.0.1.1 = 1

jnxBgpM2PrefixInPrefixes.0.1.1 = 0 jnxBgpM2PrefixInPrefixesAccepted.0.1.1 = 0

jnxBgpM2PrefixInPrefixesRejected.0.1.1 = 0 jnxBgpM2PrefixOutPrefixes.0.1.1 = 3

jnxBgpM2PrefixInPrefixesActive.0.1.1 = 0. PR778189

• This issuecapturesachange inbehaviorobserved fromprevious releases.Theadjacency

hold down is taking longer than expected on passive interfaces and subsequently the

issue disappears. This will not cause any functionality break since the functionality is
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restored eventually and seen only on passive interfaces immediately after ISSU.

PR780684

• OSPF route will not be deleted from routing/forwarding table if configuration satisfies

belowsimultaneously. 1. Router ID is not specifiedand it canbechangeddue to interface

down. 2. There is an interface where OSPF is not running. Suppose OSPF is running on

interface A and it is not running on interface B. IP address of interface A is selected as

router ID. When interface A goes down and router ID is changed to the IP address of

interface B, OSPF on interface A will lose adjacency to the remote OSPF router but

router will keep routes learnt via OSPF. PR820909

• BFD triggered local-repair not initiated immediately. PR825283

• Junos OS checks for mask-lengthmismatch for P2P-over-LAN interfaces, but skip the

check if an interface has /32mask configured. The behavior is incorrect and was fixed

by this PR. PR840122

• Whenpim traceoptions "flag all" and "flag hello disabled" are configured, traces about

hello from ppmd are still seen. The workaround is to configure "flag hello detail

disabled" as well. PR842627

• If the SNMPMIB for BGP is walked, the AFI=1, SAFI=5 entries are missing. If an SNMP

"get" is performed, the values can be retrieved. PR868424

• RPD CPU utilization keeps 100% due to "BGP resync" task when BGP is configured

with no neighbor and NSR is configured. id@router> show configure routing-options

nonstop-routing; id@router> show configure protocols bgp { group bgp-group { type

internal; inactive: neighbor 1.0.0.1; } } PR884602

• The issue will happen under following conditions: * NSR is enabled; * The primary

Routing Engine will send BGP route with two or more of aggregator attribute, cluster

attribute, or an unknown attribute; * The backup Routing Engine might store the BGP

route with an incorrect data structure. Trigger: * Perform switchover. Because of the

incorrect format route stored in the backup Routing Engine, the RPDwill crash and

generate a core file. PR885305

Services Applications

• When you specify a standard application at the [edit security idp idp-policy

<policy-name> rulebase-ips rule <rule-name>match application] hierarchy level, IDP

does not detect the attack on the nonstandard port (for example, junos:ftp on port

85). Whether it is a custom or predefined application, the application name does not

matter. IDP simply looks at the protocol and port from the application definition. Only

when traffic matches the protocol and port does IDP try to match or detect against

the associated attack. PR477748

• When sending traffic through IPSec tunnels for above 2.5Gbps on anMS-400 PIC, the

Service-PICmight bounce due to prolonged flow control. PR705201

• Adaptive Service PIC (Service PIC II) is not supported by 12.1R4. Upon getting its

configuration, the Service PIC reboots. PR819833
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• When rollback from v9 to v5 is done, sampling logic was not rolling back, as sampling

registers are not getting released from the Packet Forwarding Engine and because in

v5 the sampling is the Routing Engine based it was not working. PR824769

• In L2TP subscriber management environment, after issuing CLI command "commit

full", jl2tpd process (l2tp daemon) deletes all tunnel profiles and brings downall L2TP

subscribers. Even though there are no configuration changes. PR834504

• In a CGNAT environment when sp- interfaces, which are underlying rsp- interface, are

present in the configuration, sp- interfaces service-optionsmight incorrectly overwrite

rsp- interfaces service-options. PR881792

Subscriber AccessManagement

• authd process can potentially experience a core dump at authd_util.c:189. PR821639.

• In situation when CoAmessage includes both LI attributes and CoA attributes authd

process fails to respond to CoA. PR821876

• DTCP - First 127 triggers are applied. PR873013

• The authdlib logout/terminate release notify request might experience a processing

loop. PR888281

User Interface and Configuration

• The logical router administrator canmodify and delete master administrator-only

configurations by performing local operations such as issuing the load override, load

replace, and load update commands. PR238991

• Selecting the Monitor port for any port in the Chassis Viewer page takes the user to

the common Port Monitoring page instead of the corresponding Monitoring page of

the selected port. PR446890

• The J-Web interface allows the creation of duplicate term names in the Configure >

Security > Filters > IPV4 Firewall Filters page. But the duplicate entry is not shown in

the grid. There is no functionality impact on the J-Web interface. PR574525

• Using the IE7 browser, while deleting a user from the Configure > System Properties >

User Management > Users page on the J-Web interface, the system is not showing

warningmessage,whereas in theFirefoxbrowsererrormessagesareshown.PR595932

• If you access the J-Web interface using the Microsoft InternetWeb browser version 7,

on the BGP Configuration page (Configure > Routing > BGP), all flagsmight be shown

in the Configured Flags list (in the Edit Global Settings window, on the Trace Options

tab) even though the flags are not configured. As aworkaround, use theMozilla Firefox

Web browser. PR603669

• When you configure the OSPF interface on the J-Web interface, the OSPF status

changes to "disabled" from the default "enabled" status. As a workaround, instead of

using the J-Web interface, use the following CLI commands to configure OSPF and

the interface: - set protocols ospf area 10.1.2.5 area-range 12.26.0.0/16 - set protocols

ospf area 10.1.2.5 interface pfh-0/0/0.16. PR671052
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• On the J-Web interface, next hop column in Monitor > Routing > Route Information

displays only the interface address and the corresponding IP address is missing. The

title of the first columndisplays "static routeaddress" insteadof "DestinationAddress."

PR684552

• Protected sections of the group hierarchy do not have their protection status displayed

correctly and are not prevented from adding new elements into existing groups.

PR717527

• "annotate" was not valid under firewall filter then hierarchy level and displayed "No

valid completions" , and led to the configuration not committing under "edit private"

mode . [edit] liutao@mx480-a-re1# show | compare [edit firewall family inet filter

LOOPBACK-OUTBOUND term allow-ipv6 then] + /* Don't process the packet here;

it's IPv6, not IPv4. + * Accept it and have it be processed by the IPv6 ACL. */ accept;

syntax error. liutao@mx480-a-re1# commit full [edit firewall family inet filter

LOOPBACK-OUTBOUND term allow-ipv6 then] 'accept' outgoing comment does not

match patch: PR812111

• On the J-Web interface, Configure > Routing> OSPF> Add> Interface Tab is showing

only the following three interfaces by default: - pfh-0/0/0.16383 - lo0.0 - lo0.16385

To overcome this issue and to configure the desired interfaces to associated ospf

area-range, perform the followingoperationon theCLI: - set protocols ospf area 10.1.2.5

area-range 12.25.0.0/16 - set protocols ospf area 10.1.2.5 interface fe-0/3/1. PR814171

• On HTTPS service J-Web is not launching the chassis viewer page at IE7. PR819717

VPNs

• Whenyoumodify the frame-relay-tcc statementat the [edit interfaces interface-name

unit logical-unit-number] hierarchy level of a Layer 2 VPN, the connection for the

second logical interface might not come up. As a workaround, restart the chassis

process (chassisd) or reboot the router. PR32763

• In case graceful restart (GR) is enabled for BGP-MVPN, after RPD restart on ingress

PE, PIM never installs PIM (S,G) route IF the CE1->PE1 BGP connection comes up after

the PE1->RR BGP connection. As a result, multicast flows stop. Graceful restart with

BGP-MVPN is not a supported feature. PR872009

• VPLS connections in MI state—In rare scenarios, the routing protocol daemon can fail

to read themesh-group information from kernel, which might result in the VPLS

connections for that routing-instance to stay inMI (Mesh-Group IDnotavailable) state.

The workaround is to deactivate/activate the routing-instance. PR892593

Related
Documentation

New Features in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 72

•

• Changes in Default Behavior and Syntax, and for Future Releases in Junos OS Release

12.3 for M Series, MX Series, and T Series Routers on page 128

• ErrataandChanges inDocumentation for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 142
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• Resolved Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 156

• UpgradeandDowngrade Instructions for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 182

Resolved Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

Thecurrent software release isRelease 12.3. For informationaboutobtaining the software

packages, see “Upgrade and Downgrade Instructions for Junos OS Release 12.3 for M

Series, MX Series, and T Series Routers” on page 182.

• Current Software Releases on page 156

• Previous Releases on page 172

Current Software Releases

Class of Service

• A fewmemory leaks have been fixed in the class of service process. PR811613

• This cosmetic issue is specific of 3D linecards, based on Trio chipset. In these cards,

the logical interfaces with family mpls do not have any EXP rewrite rule applied by

default. In otherwords, EXP value is copied from the previous codepoints: for example,

from IP Precedence in IPv4->MPLS next hops. However, the command "show

class-of-service interface" still shows the exp-default rule as if it was applied (in fact,

it isn't): user@router> show class-of-service interface ge-2/3/1.204 | match rewrite

Rewrite exp-default exp (mpls-any) 33. PR824791

• When 'scheduler-map-chassis derived' configuration is used under class-of-service,

interface related configuration changes can lead to cosd process crash. PR863734

Forwarding and Sampling

• There is always a chance to see this issue if any daemon adds a blob sizewhich comes

closer to 65520(after IDR encoding). PR700635

• Memory leak could happen to pfed, dcd, cosd, cfmd and dfcd processes if user

frequentlyand repeatedlyexecutes "show interfaceextensive"command frommultiple

telnet sessions under the conditions below. 1. Set screen-length value to small value.

Screen length can be changed by the command "set cli screen-length <n> ". 2. User

enters "show interface extensive" command simultaneously frommultiple telnet

sessions. And cancel the output of the command with "q" as soon as "---(more)---"

shows up at the end of the output. PR843145

• MPLS forwarding table filter (ftf) not getting linked in JTREEafter router or FPC reboot.

PR851599

• When committing a firewall filter with a "then decapsulate" action, the router might

throw the following errors Feb 19 11:20:59 user@host dfwd[45123]:

DFWD_FW_PGM_READ_ERR: Read of segment 0/0 in filter 2 failed: Unknown error: 0

Feb 19 11:21:01 user@hostdfwd[45123]:DFWD_CONFIG_WRITE_FAILED: Failed towrite

firewall filter configuration for FILTER idx=2 owned by CLI. Error: Message too long This
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issuehappensonanMXSeries router that hasat least one I-chipboard (MXwithDPC).

This happens because the firewall daemon fails to properly update the Packet

Forwarding Engine firewall configuration. PR857708

• In T4000 platforms with ES-FPC, for IPv6 firewall filters with match conditions on

address prefixes longer than 64 bits, in some corner cases, the filter might not be

correctly evaluated and packet loss might occur. PR879829

General Routing

• Prior to this change, the L2TP sessions with cos/ firewall attachments fail to come up

when the L2TP Access Concentrator (LAC) is reachable over a unilist nexthop.

PR660208

• The 'RL-dropped' lines of "> show interfaces queue" will be missing when the PIC is

bounced. PR749283

• If dynamic profile versioning is configured and In-service software upgrade (ISSU) is

performed from 11.4x27.35 (GA build) to 11.4x27.38(Nov-2012), exiting subscribers

might either lose traffic or might get terminated. PR817018

• VPLS traffic gets flooded back over the ingress interface on the local PE as the

split-horizon gets disabled upon interface flap. PR818926

• In a race conditionwheremultiple interrupts are asserted, timer tickmight not get well

handled and remain asserted. This caused panic and core. PR828496

• RPDon thebackupRoutingEnginemight crashwhen it receives amalformedmessage

from themaster. This can occur at high scale with non-stop routing enabled when a

large flood of updates are being sent to the backup. There is no workaround to avoid

the problem, but it is rare and backup RPDwill restart and the systemwill recover

without intervention. PR830057

• Since the AC Power System on the MX2020 is a N+N feed redundant and N+1 PSM

redundant, there are two separate input stages per PSM, each connected to one of

the two different/redundant feeds. However, only one stage is active at a time. This

means, the other input stage (unused input stage) might be bad and systemwill not

know about it till it tries to switch to it in case of a feed failure. This is a pretty bad

corner case and needs to be addressed. The way to work around this problem is by

testing both stageswhen the power supply is first powered on. This test is done by the

system software and an alarm is raised if any feed failure is detected. PR832434

• Memory leak is observed in authd process, with a churn of 1000 subscribers over 3min

period. PR835204

• It is possible that RPD's higher priority tasks (HPTs) are scheduled to run such that

lower priority tasks (LPTs) might not be able to complete until HPTs are completed.

This problem has been resolved and fix available in the following Junos OS releases:

12.3R3 12.2R5 13.1R1 13.2R1 11.4R8 12.3R3 12.1R7 11.4R7-S2. PR836197

• Enabling PIM - Bidir feature (possibly pim rp with 224.0.0.0/4 group) and rpd restart

triggers this issue is hit during regression test for PIM bidir. 2) HW type of

chassis/linecard/Routing Engine. If it affects all, just say ?all?. =>all. 3) Suspected

software feature combination. (If customer turns on feature X along with Y, they may
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hit, etc) =>PIM - Bidir feature (rp configured) and rpd restart is causing the issue. 4)

Describe if any behavior/ change to existing function =>None. PR836629

• After a Routing Engine switchover with Graceful Routing Engine Switchover (GRES)

enabled, and then deactivate and activate a routing-instance, 4xOC48 IQE PICmight

reboot unexpectedly. This is causedby aproblem in channel allocation for the4xOC48

PIC logical interfaces in kernel. PR841822

• LMNR Chipset type FPC generates a core file with copy-plp-all enabled when adding

link to existing AE interface, which is part of downstream interface list of a multicast

route. PR842046

• WhenMXSeries router runningwith DPC is upgraded by ISSU, someof interfacemight

show incorrect input packet/byte count. And the incorrect count is also seen to the

related interface MIB. The value will be a large number. Physical interface: xe-3/1/0,

Enabled, Physical link is Up Interface index: 138, SNMP ifIndex: 5449, Generation: 141

Link-level type: Ethernet, MTU: 1514, LAN-PHYmode, Speed: 10Gbps, BPDU Error:

None, Loopback: Local, Source filtering: Disabled, Flow control: Enabled Device flags

: Present Running Loop-Detected Interface flags: SNMP-Traps Internal: 0x4000 Link

flags : None CoS queues : 8 supported, 8 maximum usable queues Hold-times : Up 0

ms, Down 0ms Current address: 00:24:dc:9c:7c:30, Hardware address:

00:24:dc:9c:7c:30 Last flapped : 2013-01-13 14:36:25 JST (02:07:52 ago) Statistics

last cleared: Never Traffic statistics: Input bytes : 3867797326912475 0 bps Output

bytes : 0 0 bps Input packets: 15108583308733 0 pps Output packets: 0 0 pps ~snip~

Logical interface xe-3/1/0.0 (Index 196614) (SNMP ifIndex 5450) (Generation 140)

Flags: SNMP-Traps 0x4004000 Encapsulation: ENET2 Traffic statistics: Input bytes

:3867797326912475Outputbytes :0 Inputpackets: 15108583308733Outputpackets:

0 Local statistics: Input bytes : 0 Output bytes : 0 Input packets: 0 Output packets: 0

Transit statistics: Input bytes : 3867797326912475 0 bps Output bytes : 0 0 bps Input

packets: 15108583308733 0 pps Output packets: 0 0 pps Protocol inet, MTU: 1500,

Generation: 160, Route table: 0 Flags: Sendbcast-pkt-to-re Addresses, Flags:

Is-Preferred Is-Primary Destination: 10.3.1/24, Local: 10.3.1.1, Broadcast: 10.3.1.255,

Generation: 141 Protocol multiservice, MTU: Unlimited, Generation: 161, Route table: 0

Policer: Input: __default_arp_policer__ gladiolus:Desktop$ grep .5449

mib_value_after_issu.txt ifName.5449 = xe-3/1/0 ifInMulticastPkts.5449 = 0

ifInBroadcastPkts.5449 = 0 ifOutMulticastPkts.5449 = 0 ifOutBroadcastPkts.5449 =

0 ifHCInOctets.5449 = 3867797326912475 ifHCInUcastPkts.5449 = 0

ifHCInMulticastPkts.5449 = 0 ifHCInBroadcastPkts.5449 = 0 ifHCOutOctets.5449 =

0 ifHCOutUcastPkts.5449 = 0 ifHCOutMulticastPkts.5449 = 0

ifHCOutBroadcastPkts.5449=0gladiolus:Desktop$grep .5450mib_value_after_issu.txt

ifName.5450 = xe-3/1/0.0 ifInMulticastPkts.5450 = 0 ifInBroadcastPkts.5450 = 0

ifOutMulticastPkts.5450 = 0 ifOutBroadcastPkts.5450 = 0 ifHCInOctets.5450 =

3867797326912475 ifHCInUcastPkts.5450 = 15108583308733

ifHCInMulticastPkts.5450 = 0 ifHCInBroadcastPkts.5450 = 0 ifHCOutOctets.5450 =

0 ifHCOutUcastPkts.5450 = 0 ifHCOutMulticastPkts.5450 = 0

ifHCOutBroadcastPkts.5450 = 0. PR847106

• It is possible for RPD corewhen the following conditions aremet: - VRFwithmultipath

knobconfigured - static routeswithnext-hopswhichare indirect typeandneeds further

resolution - the numerically lowest (smallest IP) next-hop of indirect type becomes

unreachable RPD core is NOT triggered in either of the following scenarios: - no
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multipath under VRF - if there is no static route entry - static route whose next-hops

are indirect type requiring further resolutionmultipath under VRF is supported only for

BGP configurations. multipath in other conditions are not supported, and a bug in this

detection phase is fixed in this PR. PR847214

• mlfr/mlppp interface are not reachable after restart FPC (primary MSPIC) followed

by deactivate and activate R.I or GRES followed by deactivate and activate R.I. This is

because link FPC does not have the interfaces programmed towards the bundle.

PR847278

• In certain Graceful Routing Engine Switchover (GRES) scenarios, with IPv6 address

configured on at least two interfaces, Solicited nodemulticast addresses (SNMA) and

link local addresses with same prefix might be created on the two interfaces. There is

a possibility that there could be inconsistency in the Next Hop database between

Master and Backup Routing Engines. When the Backup becomes Master in these

scenarios, it'll try to program the Packet Forwarding Engines with the bad Next Hop

data.Thismightcauseundesired forwardingbehavioron thePacketForwardingEngines.

PR850625

• Ptsp failed to append policy with multi-rules since 'msg over size limit'. PR852224

• FPC or PIC connects to the Routing Engine Kernel for the first time when it comes up

or reconnects during connection trip. After the connection is established with the

RoutingEngine, if FPC/PICdoesnot respondkernel for 300seconds, a timer is triggered

to disconnect theRouting Engine fromFPC/PIC. In a particular race condition between

kernel processing received data on the connection and the fired timer trying to close

the connection, kernel crashes and dumps core. FPC/PIC's slow responsemay be

attributed to high traffic or a faulty hardware. Before kernel crash, the following logs

could be seen: fpc3 LCHIP(3): 1 new Lin SIF ins eope errors fpc3 LIN(3): PIC HSR is not

OK, LCHIP(3) <- PIC 3 HSR 1. PR853296

• If routing-instance is popping thempls label through vt tunnel interface and the egress

interface MTU of the vrf needs fragmentation and the dont-fragment bit is set in the

ipv4 header, the egress vrf interfacemight stop forwarding traffic. The following syslog

message will be reported fpc4 LCHIP(3): 1 new errors in LSIF To recover from this

conditionyoucaneitherbring the interfacedownviadisable knobordeactivate/activate

the interface from the configuration. The following platforms are exposed to this

condition: M320 (excluding E3 FPCs),T/TX systems (excluding ES FPCs and FPC Type

5). PR854806

• In the T4000 Type 5 FPC platform, aperture management can lead to a collision

between the sched tick timer and asic driver interrupt handlers, whichwill result in FPC

crashes. PR857167

• In a virtual chassis environment in the event power is loss on theMaster virtual chassis

the standby chassis has potential to experience slot resets during transition period.

PR859717

• BOOTP request packets might get dropped because of the DDOS protection feature

in oldMXSeries router withMPCs/MICs. In this case, the bootp packets is comingwith

1 byte option. So the length of bootp become241which is larger than 240. ThenPacket

Forwarding Engine will identify it not as BOOTP as per the current DDOS algorithm,
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and tries to parse it as DHCP. Since the packet lacks the options fields which need for

DHCP, then pfe_nhdb_dhcpv4_msg_type() mark it as DHCPNOMSGTYPE. PR862206

• When a prefix next-hop address resolution requires a recursive lookup, the next-hop

might not be updated correctly after an egress interface is disabled. PR862989

• When using BGP Flow Spec with rate-limit option, even though the value is in

Bytes/second, the value being programmed is in bits/second. PR864496

• Output of "show subscribers physical-interface aex" displays multiple AE links.

PR864555

• "set chassis fru-poweron-sequence .... " configuration is not supported for T4000

platform in Junos OS Release 12.3R2 . PR868035

• On T Series platforms with ES-FPC equipped, while adding and deleting source-class

usage (scu) or unicast Reverse path forwarding (uRPF) configuration, Jtree memory

leakand the followingerrormessagescouldbeobserved: fpc0nh_jtree_fe_posthandler:

RNH_TABLE 1 missing ext rnh. PR869651

• In subscriber management environment, with scaling subscribers login (110K DHCP

and 20KPPPoE), after restarting one of the line cardswhich has subscribers, autoconf

processmight crash anddumpcore due tomemory corruption ormemory double free.

Only 11.4X27.45 is affected by this issue. PR870661

• In a scenariowith scaleRouting Instances (RIs) configured, afterdeactivating/activating

two RIs, routing protocol daemon (rpd) might try to free a specific pointer pointing to

an incorrect structure that is actively in use. Then rpd process crashes and generate

core files. PR870683

• Whenconfiguration stanza: [protocols router-advertisement] starts as:#### inactive:

protocols router-advertisement ## interface ge-0/0/1.1 { virtual-router-only; } Then

perform the following actions: Step 1 - activate protocols router-advertisement Step

2 -deactivateprotocols router-advertisement interfacege-0/0/1.1 Step3 - setprotocols

router-advertisement interface ge-0/0/1.2 After issuing "commit check", there are no

problems. But after issuing "commit", routing protocol daemon (rpd) crashes and

dumps core with following logs: rpd[1422]: RPD_RA_CFG_UNKNOWN_ACTION:

Unknown configuration action 3 received. PR871359

• Addinga routing-instancewith "/" in its namewill cause the router not toboot properly

if logical-systems were previously configured. PR871392

• Under high scale, expiration of a Kernelside reconnect timer would cause it to send a

non-serviceable message to the Packet Forwarding Engine (asking the line cards to

restart and resync since reconnect failed). Since there is no ack- to this Kernel msg,

Kernel thought it sent themessageanduntoggles theGRESflag.ThePacketForwarding

Engine wasn't expecting anything so it continued along. The EFFECT: The system is

permanently not ready for GRES... CLI GRES check will always report: [cmd] request

chassis routing-engine master switch check Apr 14 19:03:13 [INFO ] warning: Standby

Routing Engine is not ready for graceful switchover. PR873679

• OnMX Series routers with DPC (I-Chip based) type FPCs running a 11.4 (or newer)

Junos OS release, disabling uRPF on a logical interface might result in another logical

interface on the router to drop all incoming packets. This problem happens only when
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the following conditions are met concurrently: a) 2 different logical interfaces share

the same lookup indexb)both logical interfaceshaveuRPFenabledc) these2different

logical interfaces belong to 2 different FPCs d) at least one of the logical interfaces

belongs to a DPC (ICHIP based) type FPC The lookup index is calculated by taking the

lower 16 bits of the logical interface index (also called the IFL index). In other words

lookup index = IFL index MOD 65536 . It is normal, valid and expected to have logical

interfaces which share the same lookup index. The problem described in this PR is

_not_ the fact that the lookup indexes are the same. Here is an example of 2 different

logical interfaces on 2 different FPCs which share the same lookup index: Interface

ge-0/1/0.945 has an IFL index of 1774 and a lookup index 1774: user@router-re1> show

interfaces ge-0/1/0.945 Logical interface ge-0/1/0.945 (Index 1774) (SNMP ifIndex

1635) ^^^^^^^^^^Flags:Device-DownSNMP-Traps0x4000VLAN-Tag [0x8100.945

] Encapsulation: ENET2 Input packets : 0 Output packets: 0 Protocol inet, MTU: 4462

Flags: Sendbcast-pkt-to-re, uRPF, uRPF-loose Addresses, Flags: Dest-route-down

Is-Preferred Is-Primary Destination: 52.3.168.216/29, Local: 52.3.168.217, Broadcast:

52.3.168.223 Protocol multiservice, MTU: Unlimited And interface xe-2/2/0.0 has an

IFL indexof 198382anda lookup indexof 198382MOD65536=1774:user@router-re1>

show interfaces xe-2/2/0.0Logical interfacexe-2/2/0.0 (Index 198382) (SNMP ifIndex

698) ^^^^^^^^^^^^ Flags: SNMP-Traps 0x4004000 Encapsulation: ENET2 Input

packets : 381Outputpackets: 376Protocol inet,MTU: 1500Flags:Sendbcast-pkt-to-re,

uRPF, uRPF-loose Addresses, Flags: Is-Preferred Is-Primary Destination:

155.154.153.0/30, Local: 155.154.153.1, Broadcast: 155.154.153.3 Protocol multiservice,

MTU: Unlimited In the example above if uRPF is disabled on ge-0/1/0.945 then

xe-2/2/0.0 will start dropping all incoming packets due to RPF failure. When this

condition occurs the only way to recover is to disable, commit and re-enable uRPF on

the broken interface. When this is done the following error messages are generated:

Apr 15 16:02:53 router-re1 fpc2 rt_iff_generic_topo_handler: jtree error Not found for

disconnecton iff-post-srcApr 15 16:02:54 router-re1 fpc2RT(rt_rpf_jtree_drt_remove_ifl):

Unable to remove logical interface 198382 from drt(4) Apr 15 16:02:54 router-re1 fpc2

RT(rt_rpf_jtree_drt_remove_ifl): Unable to remove logical interfacel 198382 from

loose(7). PR873709

• The default setting for the sysctl "net.pfe.relayg_merge_enabled" is 0 (off), this results

in a support limit of 16 line-cards within the VC. Even with the groupmerge disabled,

line-cards may have been grouped at system start-up only presenting an issue after

they restart. PR874791

High Availability and Resiliency

• The backupRouting Engine sends Arp 128.0.0.6 to the Packet Forwarding Engine, then

they are counted as "unknown" on show pfe statistics traffic. PR830661

• This issue is seen on IQ2 PICs during ISSU on TX platform. When upgrading to 12.3R2

from releases prior to 12.3R2 through ISSU, IQ2 PICs will report error. This error is due

to IQ2 PICs not able to download image during ISSU. PR855661
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Infrastructure

• The root cause of theproblemwas IFADDRchange inVRRPcontextwas not replicated

to GRES backup. PR790485

• Kernel fails to generate ICMP ttl expired when IP packet len is a multiple of 256.

PR829567

• Aggregate Bundle interface with IPV6 Interface stuck in Tentative state. Trigger was

deactivation/activation of ae-interface. PR844177

• Delay in bringing online an FPC after it is inserted into the chassis. PR853304

• TCP is mistakenly enabling re-transmit timer for pure ACK's which is causing the FPC

to reboot. PR858489

• With nonstop active routing (NSR) enabled, while performingGraceful Routing Engine

Switchover (GRES), Junos OS fails to restore BGP peers' TCP connections on the new

master Routing Engine's replicated socket due to it is not able to find the BGP peer

address's route, causing BGP peers to flap with following logs: /kernel: jsr_sdrl_merge:

PSRMmerge failed 65 rpd[xx]: RPD_BGP_NEIGHBOR_STATE_CHANGED: BGP peer

a.b.c.d (Internal AS X) changed state from Established to Idle (event

TcpSocketReplicationError). PR862796

• When a sonet interfacewith PPP encapsulation is used as forwarding next hop for the

IPv6 remote router loopback address on IPv6 BGP sessions, if the sonet link is down,

the IPv6 BGP session might flap at same time although there is valid route via other

interface. PR863462

• After enabling firewall filter of IPv6 on Aggregated Ethernet (AE) interface to block

Micro BFD Packets (Dst Port 6784), kernel crashes continually on Master and the

backup Routing Engine due to double free of memory. PR864112

• IPv6Neighbor discovery(ND) failed aftermultiple GRES. Nexthop getting stuck in hold

state forever. We also see that the neighbor state is in NO_STATE and it is on ND timer

queue. In this condition, on ND timer expiry it never sends neighbor solicitation (NS)

out and it never transitions to known ND states. PR864133

Interfaces and Chassis

• WhenMAC address filters are configured on an AE, MAC filters might not be

programmed on the child link of the AE if and only if the following sequence of events

occur: AE is disabled via a configuration change, a Graceful Routing Engine switch over

occurredandAE is subsequently enabledon thenewmasterRoutingEngine.PR561106

• There can be amismatch between the ifIndex value on IF-MIB-ifName and the ifIndex

value on SONET-APS-MIB-apsMapGroupName and apsMapEntry. PR771877

• This issue is specific to theM120hardware since thereare two independent FRU's from

where the PIC needs to be detached/attached. This IPCmessages goes out-of-order

due to the additional control-planemessages related to routing-change as a result of

PIC restart which happens in this case due to the buffer configuration change. When

PIC needs to be detached and at the same time there are still a lot of protocol

information which should be process as well, the ?detached?messages will NOT be

able to be delivered in time. After PIC restarts it request to be attached again but
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obviously this action failed because from other FRU?s perspective the PIC has NOT

been detached at all. PR773081

• With LSQ interface, the MLPPP fragments cannot use the egress queue 4 to 7 on the

MLPPPmember links. There is no workaround. PR805307

• Incorrect Detection timestamp in show chassis fabric reachability. PR811846

• Faulty SCG causes continuous interrupts to HCFPCmaking its CPU Utilization 100%

and unusable for any service. As a fix the monitoring mode for the SCG is changed to

polling statusofSCGdevice rather then interruptsbasedawakeandmonitoring system.

PR827489

• In Integrated Routing and Bridging (IRB) interface over Aggregate Ethernet (AE)

interface scenario, if there is an MACMove event or an L2 IFL change event with IRB,

Junos OSwill remove the IRB nexthops on the backup Routing Engine and Packet

Forwarding Engines first and then remove it from themaster Routing Engine. During

this phase, if an logical interface change event of the underlying AE interface occurs,

JunosOSmight try toaccessastalepointerwhichwas freedalreadyandcausememory

corruption. In some conditions, the memory corruption occurs in kernel, hence cause

kernel crash and dump core. PR829093

• The kernel "devbuf" memory leaks when fxp0 interface is in down state (admin up).

PR829521

• A request(like snmp query) for collecting input ipv6 stats of ae IFL on abc chipset is

not working properly. PR831811

• Removing IP address on ATM interface after adding another IP address from the

commonsubnetcan lead toa racecondition.New IPaddressconfiguredon the interface

still refering to shared broadcast-nexthop. Then when TCP/IP access this

broadcast-nexthop kernel panic might happen. PR833015

• When packet has to be forwarded over NH topology unilist->indirect-indexed and

when the packet size is greater than egress interface MTUw/ DF set, then wemight

log the following message and not send themessage back to source indicating "frag

needed and DF set". fpc0 NH: Can not find logical interface for nh 1048590 fpc0

NH(nh_get_mtu_iff) : get unilist mtu failed. PR844987

• In a scenario of PPP sessions over L2TP tunnels, on L2TP network server (LNS), if

authentication is none or if authentication is enabled but radius does not return any

Framed-IP-Address/Framed-Pool, jpppd process is not setting the IP address key of

subscriber to "255.255.255.254" thereby resulting in address allocation failure in authd

process. Then the L2TP tunnels can not be established, hence subscribers can not

login. When issue happens, the following logs of authd process could be seen: client

type jpppd client type REQUESTING: OldStyle 0OldStyleFilled 0 hint null network null

client pool name. PR849191

• Whenever tunnel interface -pe/-pd got created using theMS-DPC instead of theMPC

it will not be able to process register messages. Because of MPC and MS-DPC have

different multicast architecture and they are incompatible if chassis is configured in

"enhanced-ip"mode this issuewill be seennecessary changes hasbeenmade to code

so that these interfaces will not be created on MS-DPC. PR853995
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• SDG :After rebootingboth theRoutingEngines together, theFPCsandMS-DPCsmight

come online, go offline (with "Chassis connection dropped" and "Chassis Manager

terminated" error messages) and come back online again automatically. This issue is

seen only when both Routing Engines are rebooting at once. There is exactly one

additional reboot of the FPCs when this happens, and the FPCs come back up online,

and system stabilized by itself within 2 to 3 additional minutes. PR854519

• In certain topology set up such as multiple trunks are used on a PE with P and the

CE-PE interface is MLFR, and enhanced-ip and MS-DPC route-localization are

configured, if the active trunk FPC is offlined, VRF traffic fromPE towards CE using the

mlfr interface might get blackholed. PR854623

• MultilinkFrame-relay (MLFR)stuck in readystateafter restartingFPCand thenGraceful

routing engine switchover (some of the MLFR bundles will show "ready" although the

interfaces are in up/up state which causes data loss). PR857648

• The backup Routing Engine might log the following often in chassisd: Feb 17 12:40:01

CB:1 need not to sync information Feb 17 12:40:21 CB:1 need not to sync information

Feb 17 12:40:41 CB:1 need not to sync information Feb 17 12:41:01 CB:1 need not to sync

information. This is a harmless message that can be ignored. PR857698

• InPPPoEsubscribermanagementenvironment,PPPoEdeamonmightcrashanddump

core in following twoscenarios: 1 - Firewall Filter/Policer is not configuredonBroadband

Remote Access Server (BRAS) side, and AAA pushes the filter name in "Ingress Policy

Name/EgressPolicyName"whichwill expire the lockout timerwaiting tocreate required

dynamic interface, and eventually causes pppoed process crash. 2 - When IPv6 only

capable modem is trying to connect and the configuration does not contain IPv6

dynamic configuration; i.e. under PPPoE dynamic profile/family inet6 stanza; PPPoE

dynamic profile/protocols/router-advertisement, this will again expires lockout timer

waiting for dynamic interface creation, which crashes pppoed process. PR859000

• Interface hold-time-down is not working properly for PIC type 10x10GE(LAN/WAN)

SFPP. PR859102

• Enables maximum-links CLI knob which specifies the maximum number of links in an

aggregated ethernet bundle. This can take a value of 16, 32 or 64 depending on the

platform. PR860152

• ISSU does not support VRRP. PR862052

• MX Series router is sending RADIUS Acct-Start, in spite of the fact that IPCP/IPv6CP

is not established. PR867084

• The chassisd crashes when enable route-localization with MPC2E. PR872500

• If both"startup-silent-period"and"delegate-processing"areconfiguredunderprotocols

vrrp, both vrrp routers keep backup-backup state until "startup-silent-period" expires

when trying to revert. PR873488
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Layer 2 Ethernet Services

• In the rare case of oneGRES is performed after another GRES,without logging out and

logging in subscribers, some ipv4 access routes will not reinstalled. This will result in

traffic loss for the affected dhcp v4 subscribers. PR808932

• DHCPv6 fails for clients using DUID type 2 (Vendor-assigned unique ID), the software

was using the DUID to extract MAC address information. This behavior is fixed and

tested. PR838404

• MXVC-DHCP bindings stuck in a

"RELEASE(RELAY_STATE_WAIT_AUTH_REQ_RELEASE" state. PR850187

• ForMXVC, the derivation of the dhcp server-id has changed fromusing hardware serial

number to lacpmac addr. The reason is that the lacpmac address is guaranteed to

be reflected across the chassis so upon GRES, the same dhcp server id can be built.

However, upon ISSU, theold softwarewill derive server-id fromhardware serial number

and the new software will derive it from lacpmac address and they will not match.

After the ISSU, DHCP packets may be dropped by a dhcp server because the serverid

in the client packet will not match that of the server. This will only happen when

transition to the newmethod of building the serverid. Once that has happened, all

future ISSU should work as before. PR853329

• In DHCP subscriber management environment, while DHCP subscribers login, in rare

conditions, system calls of these subscribers fail, due to only on success does system

free the memory, resulting in a memory leak for the jdhcpd process. If memory usage

of jdhcpd process goes to its limit, no new DHCP subscribers can login. When issue

happens, high weighted CPU usage of jdhcpd process and following logs could be

observed. /kernel: %KERN-5: Process (31403,jdhcpd) has exceeded 85% of

RLIMIT_DATA: used 2825132 KBMax 3145728 KB jdhcpd:

%USER-3-DH_SVC_RTSOCK_FAILURE: Error with rtsock: rtslib: ERROR Failed to

allocate newblock of size 16384 jdhcpd:%USER-3-DH_SVC_RTSOCK_FAILURE: Error

with rtsock: rtslib: ERROR Failed to allocate new block of size 16384 jdhcpd:

%USER-3-DH_SVC_RTSOCK_FAILURE: Error with rtsock: rtslib: ERROR Allocation

Failure for (16384) bytes authd[1822]: %DAEMON-3:

../../../../../src/junos/usr.sbin/authd/plugin/radius/authd_plugin_radius_module.cc:1090

Failed to get SDB snapshot for session-id:3549005. PR856024

• DHCPrelay functionalityover IRBperformingdhcpv4 relay functionality, andconfigured

with both inet and inet6 address families. The removal of the IPv6 address family

configuration from the IRB can cause the IPv4 dhcp relay functionality on that IRB to

break.Thishappens regardlessofwhether the 'family inet6' is configureddirectlyunder

the IRB or applied through a 'apply-group' configuration. In versions that do not have

the fix for this PR, the workarounds to get the dhcp relay functionality working again

over the IRB are *either* of the following:

• Deactivate/activate the IRB configuration.

• Restart the dhcp process using the restart dhcp-service command.
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NOTE: This workaround has to be applied everytime any configuration
change (as explained in the trigger) is applied that could potentially get
the dhcp-relay functionality to break.

PR870543

• When IPv6 is configured on integrated routing & bridging(IRB) interfaces which has

AE interfacesaschild links, afterGRESwasenabledandonechild link failureor removal,

the kernel get crashed. PR878470

MPLS

• In a RSVP P2MP crossover/pass-through scenario, more than one sub-LSP can use

thesamePHOPandNHOP. If linkprotection isenabled in theabovementionedscenario,

when a 'primary link up' event immediately followed by a Path Tear message,

disassociation of the routes/nexthops are sequential in nature. When the

routes/nexthopsdissociation is inprogress if a sub-LSP receivesapath tear/PSBdelete

will lead to this core. PR739375

• Thecleanupproceduresmay leave transient inconsistent referenceswhen the interface

address of an MPLS enabled GRE or IPIP tunnel is being deleted or the action taken

implies an internal reconfigurationof the interfaceaddress (for exampleMTUchange).

During this periods, if these references are being reused by a particular task, the kernel

may report an invalid memory access and restart. PR844790

• The routing protocol daemon (rpd) might leak memory when there are MPLS LSP

changes, the memory leak could eventually cause rpd process to crash. PR847354

• There appears an unsupported feature warning missing for mLDP+NSRwhile doing

ISSU. PR849178

• RPD generates a core file on the backup Routing Engine with

rsvp_mirror_telink_attempt_resolve. PR859602

• ASBRmight not rewrite EXP correctly for egress MPLS packets on the Inter-AS link for

the eBGP-LU LSP if the eBGP session is a multihop BGP session. PR868945

• In a scenario when scaled MPLS tag labels exist, configure and delete ospf overload

configuration. After committing the configuration changes, routing protocol daemon

(rpd)might crash and dump core due to system tries to delete an already freed MPLS

tag label Element. PR878443

Network Management andMonitoring

• When snmp unknown PDUs are received, the appropriate counter in (show snmp

statistics) is not incremented. PR865121

• Polling an snmp oid that was excluded from the snmp view in configuration might

trigger an increase in CPU load related to SNMP and RPD processes. PR866541
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Platform and Infrastructure

• XML tags for get-software-information output missing some elements of new Junos

OS service release naming convention. PR783653

• Due to abug in logical interface localization, aDPC restart/offlinemay cause a removal

of legitimate CCC routes on other DPC's. This can also be triggered by removal of an

unrelated family CCC logical unit. PR835216

• When a junoscript get-configuration RPC query, by default the query is done on

candidate DB, a MGD process is spawned to handle this request. Now at the same

time via another session if the configuration is deleted it is possible for the above

spawnedMGDprocess performing the junoscript query to crash.MGDprocess crashes

whileaccessingaNULLparentwhichcontainedanobjectpreviouslywhichwasdeleted.

The fix addresses this by not exporting the object which has no parent. PR844795

• On a device that is in the configuration private mode, when you attempt to deactivate

apreviouslydefinedVLANmembers list and thencommit thechange, themgdprocess

creates a core file. PR855990

• Packet dropped with reject route are currently subjected to loopback filter processing

on MPCs, as a result the packet dropped by a reject route might be seen in the output

of "show firewall log". This behavior will be changed so that this traffic is no longer

subjected to loopback filter processing to bring it in linewith other line cards.PR858511

• Once ingress queuing is enabled onMX Series routers L2 control traffic had no default

classifier assigned and used best-effort queue. Under queue congestion, L2 control

traffic like ISIS might get behind and trigger an adjacency flap. L3 control traffic and

MPLS control traffic are not affected. PR858882

• In IPFIX context: 1. In an IPv6 single stack environment, when exporting Data and

Template records for family IPv6, the Template records sequence number is not

initialized and is always == 0 for all records. This is because the Template sequence

numbers are blindly copied from family IPv4 and if this is not configured for IPFIX, then

the Sequence Number is always 0. 2. In an IPv4 + IPv6 dual stack environment, since

the Template records sequence numbers will be identical for both families, wewill get

Data and Template records sequence numbers being interleaved when exported. This

could confuse the Flow Collector andmislead it into reporting randommissing flows.

PR859169

• OnMXSeries routerswithMPCs/MICs, errormessage "LUCHIP(x) hasno shadowdata

for IDMEM[0x00xxxx]" might be seen. PR859424

• In some corner cases SPMB can stuck in READY state. Restarting the SPMB does not

help to recover from the problem state. PR866127

• Themgdcrashedwithcore-dumpafter executing "showconfigiration |display rfc5952".

PR869650

• OnTrio-based line cards, after repeated firewall filter delete/changeoperations (which

might occur with interface flaps, e.g.), memory might leak which can cause ASIC

memory exhaustion, causing Trio-based line cards to crash and dump core. PR875276
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• When we are deleting a configuration hierarchy which has no groups applied, the

corresponding group object hierarchy is alsomarked as changed in commit script view.

PR878940

• While configuringa filterwithagenericprefix followedbyspecific one indifferent terms

might lead to incorrect match, this might lead to packet drop. PR886955

Routing Policy and Firewall Filters

• If RPF and/or SCU is enabled then any change to an ingress firewall table filter will

trigger RPF/SCU reconfiguration for every prefix in the routing table. This may cause

transient high CPU utilization on the fpcwhichmay result in SNMP stats request being

time out. PR777082

Routing Protocols

• If you have configured PIM nonstop active routing (NSR), a core file might be created

on an upstream router because of high churn in unicast routes or a continuous clearing

of PIM join-distribution in the downstream router. To prevent this possibility, disable

NSR for PIM. PR707900

• On a device that is running Protocol Independent Multicast (PIM) and with nonstop

active routing (NSR) enabled on the device, if a PIM corresponding interface flaps

continuously, a PIM threadmight attempt to free a pointer that has already been freed,

causing the routing protocol daemon (rpd) to crash and create a core file. PR801104

• With OSPFv3, PIMv6 or LDP configured, the periodic packet management daemon

(ppmd) takes responsibility for these protocols' adjacencies. In a rare condition, kernel

might sents an invalid packet with a null destination in the message header to ppmd

process, causing ppmd process to crash and dump core. PR802231

• In subscriber management environment, routing protocol daemon (rpd) might crash

and dump core due to snmpwalk fails at mplsL3VpnVrfRteInetCidrDestType when a

subscriber access-internal route in a VRF has a datalink nexthop (such aswhen DHCP

subscriber connects into a VRF). When issue happens, the following behaviors could

be observed: user@router> show snmpmib walk ascii mplsL3VpnVrfRteInetCidr |

no-more Request failed: Could not resolve 'mplsL3VpnVrfRteInetCidr' to an OID

user@router> show snmpmib walk ascii mplsL3VpnVrfRteInetCidrDest | no-more

Request failed: General error. PR840323

• In ISIS scenario,withGracefulRoutingEngineSwitchover (GRES)andNonStopRouting

(NSR) enabled, after Routing Engine switchover, in very rare case, routing protocol

daemon (rpd)might crashanddumpcoreonnewmaster (oldbackup)RoutingEngine

. This crash happens upon ISIS lsp generation due to memory corruption. PR841558

• Under certain conditions moving a link that has BFD clients can cause stale BFD entry

for the old link. PR846981

• The upstream interface of multicast rpf not matching multicast route in Inter-AS PIM.

PR847370

• In multicast environment with PIM configured, in RP-on-a-stick scenario (aka

one-legged RP), if the rendezvous point (rp) receivesmulticast traffic but there are no

receivers, RP's kernel will keep sending resolve requests to routing protocol daemon
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(rpd). These reslove requests might get stuck in resolve queue delaying other (S,G)

resolves and thereby multicast traffic will be blackholed. PR851210

• When an import-policy change rejects a BGP-route previously contributing to

BGP-Multipath formation, thePeerActive-route-counters in "showbgpneighbor"may

not get updated correctly. PR855857

• If an invalid PIM-SSMmulticast group is configured on the routing device, then when

you issue the "commit"or "commit check"command,a routingprotocoldaemon(rpd)

core file is created. There is no traffic impact because themain rpd process spawns

another rpd process to parse the corresponding configuration changes, and the new

rpd process crashes and creates a core file. When this problem occurs, youmight see

the followingmessages: user@router#commit checkerror: Check-outpass forRouting

protocols process (/usr/sbin/rpd) dumped core(0x86) error: configuration check-out

failed user@router# commit error: Check-out pass for Routing protocols process

(/usr/sbin/rpd) dumped core(0x86) error: configuration check-out failed. PR856925

• Routing protocol daemon (rpd) crashes and dumps core files when non-bgp routes

(e.g. static route) being advertised as add-path route. PR859307

• RPD generates a core file. PR863148

• Mulicast packets coming with source address as 0.0.0.0, may cause the RPD to be

crashed. PR866800

• In VPLSmulti-homing environment, with same route-distinguisher configured for the

VPLS primary PE and backup PE, routing protocol daemon (rpd)may crash and dump

a core file in each of following two scenarios: 1 - On VPLS backup PE, enable

"advertise-external" knob, then rpd process crashes and dumps a core file on backup

PE. 2 -OnVPLSprimaryPE, enable "advertise-external" knob, after disabling theVPLS

interface, rpdprocesscrashesanddumpsacore fileonprimaryPE.When issuehappens,

the following behavior could be obseved: user@router> show bgp neighbor error: the

routing subsystem isnot runninguser@router>showvpls connectionserror: the routing

subsystem is not running. PR869013

• In Release 12.1 MPLS OAM programs BFD, it does not provide the source address (no

change in behavior). In BFD before programming PPMD it queries kernel for the source

address matching the prefix of the destination address on a interface. BFD programs

PPMDwith this source address. PPMDwill construct BFD packet with BFD provided

source address in the IP header. PR870421

• In inter-AS Option-B L2VPN scenario, the ASBRmight create a L2VPN cloned transit

route incorrectly due to a cloned route is a Juniper specific mpls.0 route which Junos

OScreateson thepenultimatehop router. Then ina rare case, routingprotocol daemon

(rpd) tries to delete the L2VPN cloned transit route (in mpls.0 table) multiple times.

After this, routing protocol daemon (rpd) crashes and dumps core. PR878437

Services Applications

• Extensive CLI requests associated with l2tp (show services l2tp < switch >) might

result in l2tpd process crash. PR755948

• Only 94 GRE(plain) sessions are in Established state after chassisd restart. PR801931
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• Memory leak in key management daemon (kmd) causes some IPSec VPN tunnels to

be dropped and don't get re-negotiated for over 10minutes. Before issue happens, the

following logs could be observed: /kernel: Process (1466,kmd) attempted to exceed

RLIMIT_DATA: attempted 131080 KBMax 131072 KB /kernel: Process (1466,kmd) has

exceeded 85% of RLIMIT_DATA: used 132008 KBMax 131072 KB. PR814156

• The jnxNatSrcNumPortInuse counter is not refreshing when polling the

jnxNatSrcNumPortInuse OID via SNMP after RSP switchover. PR829778

• MAC Flow-control asserted and MS-DPC reboot is needed. PR835341

• 1) corrected the log to state 4 bundles per tunnel to have been exhaused. 2) change

the log level from INFO to DEBUG 3) Addmore context to previous log: New IPSec SA

install time 1356027092 is less than old IPSec SA install time 1356027092 new log =

Tunnel:< tunnel-id><Local_gw,Remote_gw>:< local-gw-ip-addr, remote-gw-ip-addr

> New IPSec SA install time 1356027092 is less than old IPSec SA install time

1356027092 4) addedmore context to previous log: SA to be deleted with index 3 is

not present new log = SA to be deleted with index 3 is not present < Local_gw,

Remote_gw >: < local-gw-ip-addr, remote-gw-ip-addr > 5) added a counter to show

the number of times each of these messages occur per tunnel. PR843172

• Syslog is not sent to remote host when rsp interface is used. PR849995

• When allocate the memory from sharedmemory for bitmaps used in port blocks ,

Junos OS request as many bytes as the size of the block. If customers assign like 10K

block size fordeterministic natorPBAthen JunosOSallocate 10Kbytes for thatbitmap.

However, it only need 10K/8 bytes as one byte can represent 8 ports. This huge

allocations are leading tomemory depletion whenmany source addresses are behind

the NAT, and port blocks are big. PR851724

• The jnxNatSrcNumSessions SNMPOID is broken in 11.4R6-S1 release. PR851989

• Defining an application with destination-port range starting at 0 can cause TCP

handshake to fail through NAT. As a workaround, specify the application with

destination-port range starting at 1 instead of 0. PR854645

• Thenumberof termsperNAT rule cannot exceed200 for the inline-service si- interface.

This constraint check is not applicable for other type of service interfaces like sp-, AMS

andms- etc. Following errormessagewill be displayedwhen there aremore than 200

terms per NAT rule: regress@aria# commit [edit services] 'service-set ss8' NAT rule

rule_8 with more than 200 terms is disallowed for si-0/0/0.8 error: configuration

check-out failed. PR855683

• MS-DPCmight crash in certain scenarios when using CGNAT PBA and junos-rsh,

junos-rlogin, junos-rpc-services-udp and junos-rpc-services-tcp ALGs (either one) in

combination with EIM. PR862756

• WhenDHCPsubscribers log in and radius handsdown flow-tap variables the following

errors are seen in the log:"/kernel: rts_gencfg_dependency_ifstate(): dependency type

(2) is not supported." PR864444
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• Service PICmight crash in corner cases when SIP ALGmedia flows are deleted.

PR871638

• The issue is seen because of receiving malformed LCP configure-request packet with

bad option length from PPP client. In this case when router tries to generate

configure-nak it crashed. As a fix, check is added to discard suchmalformed

configure-request packets. PR872289

Subscriber Access Management

• Subnet mask option is not returned to DHCP client when framed-ip-address is used

with dhcp-local-server. PR851589

• Some requests internally sent to AUTHD process experience a timeout state which

may cause the subscribers to remain as either release or terminated. PR853239

• Authd core experienced whenmultiple DHCP subscriber connection attempts require

SRC for subscriber authentication. PR862037

• Fixed themisbehavior of 'accounting-stop-on-failure' configuration knob. PR865305

• PPPoE subscribers do not always get disconnected after the client-session-timeout

expires. PR869559

User Interface and Configuration

• Theblank set commandwhile indicating the configurationby show|display inheritance

| display set. PR816722

• If a commit sync error occurs for a commit performed in "edit private" mode and later

it is followed by another commit in global mode (without private or exclusive mode),

the configuration file may remain unzipped after the global commit is complete.

PR823555

VPNs

• Deleted logical interfaces may not be freed due to references in MVPN. PR851265

• When "multicast omit-wildcard-address" is configured on a route-reflector for the

MVPN address families, Leaf-AD route NLRIs are not reflected correctly in the newer,

standardized format. The Leaf-AD routes transmitted from the RR in the new format

will have invalid Leaf-IP fields in the NLRI set to 0.0.0.0. As a result, ingress PEs may

fail to properly identify all egress PEs and thus fail to update provider-tunnel state to

deliver traffic to those egress PEs. PR854096

• While l2circuit/l2vpn is not configured, if user requests for PWobject info throughmib,

L2circuit/l2vpn is creating invalid job, which can lead to rpd crash. The fix exists in:

12.3R3, 11.4R8, 13.1R2, 12.2R5, 12.1R7 and later releases. PR854416

• When theegressPEsareonaNGMVPN,which then leadson to theassert being silently

ignoredwhendual forwarders are setup over the PE-CE segment. Eventually duplicate

traffic being delivered by PE routers onto the ethernet where receiver is connected.

PR862586

• RPD can crash when a cmcast leave is received after disabling the internet-multicast.

PR864304
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• Sample topology: multicast +--+ CE_R +--+ PE_R +--MPLS core--+ PE_S +--+ C-BSR

+--+ C-RP +--+multicast receiver sourceWith the NGMVPN setup, when RP failed,

there could be a delay on RP timeout between PE_S (multicast traffic ingress) and

PE_R (multicast traffic egress). And suppose that PE_S removed RP from the PR list

and PE_R still learnt RP. Under the condition above, when RP came back and BSR

informed RP info with generating bootstrapmessage, PE_R would advertise type 6

routes to PE_S across MPLS core via MPBGP. If a RP is learnt on PE_S after PE_S

receives the type 6 routes from the core, PE_S neither creates PIM (*,G) join nor sends

the join to C-RP. PR866962

• If a logical interface is taken out of VPLS or L2VPN Pseudowire Routing Instance and

placed in protocol l2circuit, after the above configuration changes are done in one

commit, routing protocol daemon (rpd) crashes and dumps core. PR872631

Previous Releases

Release 12.3R2

Class of Service

• When rate limit is enabled and disabled on port cos scheduler configuration leaves

rate limit configuration on queues in effect. This causes the rate limit feature in effect

even after rate limit is removed. This PR addresses this issue in lieu with PR 843603.

PR833431: This issue has been resolved.

• Traffic-control-profile-remaining is not working for logical interface in interface-set.

PR835933: This issue has been resolved.

• In PPPoE/DHCP subscriber management environment, with "burst-size

$junos-cos-shaping-rate-burst"configured insubscriberdynamic-profiles,while logging

in/out subscribers, the class-of-service daemon (cosd) memory leak due to cosd

process doesn't free upmemory used for parsing busrt attributes of a

traffic-control-profiles (tcp) guaranteed rate. Thememory usage of cosd process can

bemonitored by following CLI command: user@router> show system processes

extensive | match "PID | cosd" (Note: The "RES" field means "Current amount of

resident memory, in kilobytes") PID USERNAME THR PRI NICE SIZE RES STATE TIME

WCPU COMMAND 1326 root 1 96 0 14732K 4764K select 0:01 0.00% cosd PR846615:

This issue has been resolved.

• This seems to be hard to reproduce and noticed only once after GRES.When the cosd

restarts (due to the GRES test you performed), cosd reconciles the configurations

pushed to the Packet Forwarding Engine with config read from CLI and tries to reuse

the object ID. In this case, it was trying to insert the same ID twice. PR848666: This

issue has been resolved.

• Commit throwsanerror "Invalid rewrite rule rule-namefor ifl <ifl-name>. Ifd<ifd-name>

is not capable to rewrite inner vlan tag 802.1p bits" even though there is no rewrite

configuration related to inner-vlan tag PR849710: This issue has been resolved.

• Configuring Classifiers under groups might result in Class-of-service daemon to core.

Work-around is to avoid configuring Classifiers under groups.PR863109: This issue has

been resolved.
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Forwarding and Sampling

• Withmore than four archive-sites configured under [system archival configuration

archive-sites] hierarchy, after committing the configuration changes, pfed process

crashes and generates a core file due to memory corruption or double free. The core

files couldbeseenbyexecuting theCLI command showsystemcore-dumps.PR849465:

This issue has been resolved.

General Routing

• Prior to this change, the L2TP sessions with cos/ firewall attachments fail to come up

when the L2TP Access Concentrator (LAC) is reachable over a unilist nexthop.

PR660208: This issue has been resolved.

• Reconfiguring a deleted interface with BFD sessions can take up to 20minutes for the

BFD sessions to initialize. PR786907: This issue has been resolved.

• With l3vpn composite next-hops configured and 3 ormore odd number of core uplinks

every l3vpn route deletion will syslog the following error messages. [LOG: Err] JTREE:

(jt_mem_free) size 0 for addr 1595452, seg 1, inst 0 [LOG: Emergency] Multiple Free

:jt_mem_free There is no operational impact. An even number of core-uplinks will not

trigger such error logs. PR786993: This issue has been resolved.

• MPLS LDP traceroute does notwork if you have a default route 0/0 pointing to discard

on the Egress router with DPC cards. PR790935: This issue has been resolved.

• OnT1600-FPC4-ES, T640-FPC3, T640-FPC3-E andT640-FPC3-E2 platformswhich

has the multiple Packet Forwarding Engines, with auto-bandwidth enabled on LSPs

whereCoS-based forwarding (CBF) is configured, auto-bandwidthmight triggerminor

changes on LSP nexthops, after this, flapping corresponding interface or any nexthop

changesmay result inFPCcrashanddumpcore.Thecore filescanbeseenbyexecuting

CLI command "show system core-dumps". This issue will be seen with auto-bw

configurationwhere therewill continuousminor/major changesonLSPnexthopsbased

on traffic conditions. When issue happens, the following logs could be seen: fpc3

PDP(pdp_free):%PFE-3: InvalidPDP0x4e01d7d0 fpc3PDP(pdp_free):%PFE-3: Error

while removingPDP(0x4df4c068) fpc3PDP(pdp_free):%PFE-3:Errorwhile removing

PDP(0x525b3f78) fpc3PDP(pdp_free):%PFE-3: InvalidPDP0x4de522b0'PR818021:

This issue has been resolved.

• icmp redirects are not disabled even after configuring no-redirects on irb interface

PR819722: This issue has been resolved.

• WhenanMS-DPCPIC reboots due to a crash ormanual intervention, itmight get stuck

in a booting loop if the MS-DPC up-time is more than 49 days and 17 hours. After 5

consecutive boot failures, the MS-DPC PIC will go offline automatically and gives the

following error message: [ 15:21:22.344 LOG: Err] ICHIP(0): SPI4 Training failed while

waiting for PLL to get locked, ichip_sra_spi4_rx_snk_init_status_clk [ 15:21:22.344 LOG:

Err] CMSPC: I-Chip(0) SPI4 Rx Sink init status clock failed, cmsdpc_spi4_init [

15:21:22.344 LOG: Err] CMX: I(0) ASIC SPI4 init failed [ 15:21:22.379 LOG: Err] Node for

service control logical interface 68, is already present [ 15:21:23.207 LOG: Err] ASER0

SPI-4XLRsourcecoreOOFdidnotgo low in20ms. [ 15:21:23.208LOG:Err]ASER/XLR0

spi4 stop src train failed! [ 15:21:23.208 LOG: Err] ASER0 XLR SPI-4 sink core DPA

incomplete in 20ms. [ 15:21:23.208 LOG: Err] ASER/XLR0 spi4 sink core init failed! [
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15:21:24.465 LOG: Err] ICHIP(0): SPI4 Stats Unexpected 2'b 11 Error,

isra_spi4_parse_panic_errors [ 15:21:24.465LOG: Err] ICHIP(0): SPI4Tx Lost SyncError,

isra_spi4_parse_panic_errors In order to recover from this state the whole MS-DPC

needs to be rebooted. PR828649: This issue has been resolved.

• PPPoE sessions cannot be established as rpd is unable to read or access profile

database during access-internal route creation via

"dynamic-profile->routing-instances->routing-options->access-internal" stanza

PR830779: This issue has been resolved.

• An FPCmay reboot when a live-core is requested and the /var partition does not have

sufficient space to store the live-core. PR835047: This issue has been resolved.

• OnT4000 systemswhere the following conditions aremet: - the "forwarding-options

sampling input maximum-packet-length" knob is configured to a non-zero value -

packets are sent to be sampled from a Type 5 FPC to an ES-Type FPC housing the

Multiservices PIC used for sampling then an incorrect format of the notification header

sent to the destination ES-Type FPC will trigger a packet loss in the packets sent to

be sampled. The following message will be logged in the syslog on the destination

FPC: [Jan 17 12:43:25.388LOG:Err]SRCHIP(0): 1Badpacketsonp1 [Jan 17 12:43:25.389

LOG: Err] SRCHIP(0): 1 SONN errors on p1 The outcome is that the respective packets

will bedroppedand theywill notbesampled.PR839696: This issuehasbeen resolved.<

• When you configure tunnel interface in MXVC, the tunnel interface is set to harddown,

unfortunately, there is no workaround at this point >High level problem description of

the problem Problem: tunnel interface is set to harddown in MXVC >When does it

occur When a tunnel interface is configured, it is always set to harddown >Is there a

workaround, and if yes, what it is... Unfortunately, there is not workaround to bring this

interface up. A fix is planned for R2. PR839784: This issue has been resolved.

• When the transit traceroute packets with ttl=1 are received on the LSI interface, you

may retrieve the Source Address from the LSI interface to reply ICMP. As LSI does not

have any IFA, it will use first the IFA in routing-instance to reply. So Source Address

usedwas the first IFA added in VPN routing-instance. As aworkaround, if the incoming

interface is LSI, then retrieve Source Address from the logical interface which is having

the Destination IP Address. This will make sure we reply with Source Address from

CE-facing the logical interface. PR839920: This issue has been resolved.

• Dynamic arp or routing does not work when using ether-over-atn-llc in the new PIC.

PR840159: This issue has been resolved.

• mlfr/mlppp interface are not reachable after restart FPC (primary MSPIC) followed

by deactivate and activate R.I or GRES followed by deactivate and activate R.I. This is

because link FPC does not have the interfaces programmed towards the bundle

PR847278: This issue has been resolved.

• Maximum power required for SFBs is changed from 250W to 220W. Maximum power

required for 172mm Fan Trays is increased from 1500W to 1700W. The power

requirement for MX2010's upper fan trays is not changed. It is still 500W.With this

change, the Reserved Power for critical FRUs (CB/Routing Engine, SFB and FanTrays)

changes from7000Wto7360WforMX2020and from6500Wto6660WforMX2010.

PR848358: This issue has been resolved.
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• Distributed protocol adjacencies (LFM/BFD/etc)may experience a delay in keepalives

transmission and/or processing due to a prolongedCPUusage on the FPCmicrokernel

on T4000Type 5-3D FPCs. The delay in keepalive transmission/processingmay result

in amis-diagnosis of a link fault by the peer devices. The issue is seen several seconds

after an Routing Engine mastership switch with NSR enabled and the fault condition

will clear after a couple of minutes. PR849148: This issue has been resolved.

• FPC/PICs usually have high response time when there are loaded with high traffic.

Kernel cores when a PIC/FPC stops responding kernel after a new connection or a

reconnection. PR853296: This issue has been resolved.

• After configuring MX as ingress for RSVP LSP's, all the FPC's start throwing the error

message "TOPO_FLAVOR_IFF_HW_OUT before family (1) : 0x0", this is a cosmetic

issue with no impact to any protocol functionality. PR854499: This issue has been

resolved.

High Availability and Resiliency

• On TXMatrix routers with four LCCs and IQ2 PICs, in-service software upgrade (ISSU)

from 12.3R1.7 to a newer release results in traffic loss and a FRU upgrade error.

PR768502: This issue has been resolved.

Infrastructure

• A kernel crashmay occur on routers running 10.4 or higher (which does not have fix for

this PR), with "targeted-broadcast" knob configured on a broadcast interface. If this

knob is configured, MAC address will be learnt for subnet broadcast IP (configured on

that interface). When this ARP table entry gets timed out, it corrupts an internal data

structure, leading to kernel crash. This MAC learning will happen with one of the

following : 1. Mismatched IP subnet is configured on one of the connected devices 2.

Amalformedpacket (ARP request to subnet broadcast IP) is receivedon that interface

NOTE: - MAC address learnt for the subnet broadcast IP can't be seen using "show

arp" command. - This issue is platform independent. PR814507: This issue has been

resolved.

Interfaces and Chassis

• Under certain circumstances,MX80may crash when using the command "request

system snapshot". PR603468: This issue has been resolved.

• Kernel cancacheahigh incorrect value for statsand is rejecting thecorrect subsequently

stats coming from the PIC. The fix consists in checking if the difference of what is

cached in kernel and what is reported by the PIC is less than an acceptable value. If

the answer is not kernel does not gets stuck permanently and recovers while fetching

stats next time. PR806015: This issue has been resolved.

• "show interfaces redundancy" may display secondary as down upon following

sequence: deactivateR.I.(that contains entiremfr logical interfaces)-->restart fpc(that

holds secondary MS pic)--> activate the R.I. back PR816595: This issue has been

resolved.

• Warningmessageadded is syslogwhenexternal sync is not supported.PR817049: This

issue has been resolved.
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• Hash Key configuration not programmed in the Packet Forwarding Engine correctly

after system reboot PR818035: This issue has been resolved.

• Prior to this PR, the speed of a GE interface capable of working at FE speeds was set

to 'auto' in the Packet Forwarding Engine level. This causes a problemwhenmanually

setting the speed on the Routing Engine. Now the behavior is to set the speed to '1 g'

in the Packet Forwarding Engine. For automatic speed detection the interface should

be set to 'speed auto' in the configuration. PR821512: This issue has been resolved.

• MX's chassis-control interrupt stormmaybe falsely reportedwhenaFieldReplaceable

Unit (FRU) is removed, inserted, or FPM button pushed. A FRUmay not be

recognized/booted, resulting in chassis operational failure. PR823969: This issue has

been resolved.

• IEEE 802.3 ah LFM stats counter "OAM current frame error event information" is not

cleared correctly by cli operation. PR827270: This issue has been resolved.

• If per-unit-schedular is configured under a physical interface(ifd), and trying to delete

this ifd and its sub-interfaces (logical interface) in one single commmit, ksyncdmay

core in the backup Routing Enginewhichwill cause GRESmalfunction. PR827772: This

issue has been resolved.

• Although physical interface is disabled, reseating 1GbE SFP on MPC/MIC restores its

output optical power, hence the opposite router interface turnsUp(Near-end interface

is still down). Only 1g-SFP on MPC/MIC has the problem, but 1g-SFP on DPC/MX, EX

series and 10G-XFP on DPC/MX don't have the problem.When the sfp is reseated,

then the sfp periodic is going ahead and enabling the laser irrespective of the fact that

interface has been enabled or disabled. Driver needs to store the state for each sfp link

and enable laser based on that. This software problem is fixed in 11.4R7, 12.1R6, 12.2R4,

12.3R2 and later release. PR836604: This issue has been resolved.

• Configuring 100-Gigabit Ethernet Link Down Notification for Optics Options Alarm or

Warning. The "optics-options" alarm/warning "low-light"; the syslog action was not

taking effect on T1600 and T4k for 100 GE PICs. This was fixed as part of this PR.

PR836709: This issue has been resolved.

• The Logical Interfaces are marked with 0 (null) after deactivate system commit

synchronize and deactivate chassis redundancy which result backup Routing Engine

to core PR840167: This issue has been resolved.

• ERA events are not credited back by jpppoed. ERA has a purge timer of 10minutes

which reclaims stale events so newconnections are allowedafter the purge timer fires.

In a high scaled scenario this can lead to slow PPPoE connections. PR842935: This

issue has been resolved.

• The device configuration daemon (dcd)may crashwhen a partial demux subinterface

configuration is attempted to be committed. There is no impact to traffic forwarding

but before the configuration can be committed, it must provide a valid

'underlying-interface' for the demux subinterface. PR852162: This issue has been

resolved.
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Layer 2 Ethernet Services

• It can happen that when changing an interface framing from lan-phy (default) to

wan-phy and back a few times, the interface doesn't show up anymore in "show

interfaces terse". PR836382: This issue has been resolved.

• DHCPv6 relay terminates the client if DHCPv6-REPLYmessage from server contains

status-code option PR845365: This issue has been resolved.

• In certain caseswhenMX is configuredasDHCPv6server andservicingDHCPv6clients

through LDRA relay it may send advertismetns with UDP port 546 instead of 547

PR851642: This issue has been resolved.

Network Management andMonitoring

• The default maximum log file size depends on the platform type for TX-Matrix or

TX-Matrix Plus routers it is expected to be 10 MB. However, due to a software defect

this file size was only 1 MB. PR823143: This issue has been resolved.

• On a router with interfaces with Frame Relay encapsulation a SNMPWALK operation

will cause a MIB daemon (mib2d) crash and will generate amib2d core-dump. The

crash itself does not cause any impact on the router as the MIB daemon is restarted

automatically. The only effect is that a SNMPWALKwill never complete successfully.

user@router-re1> show snmpmib walk 1 | no-more sysDescr.0 = Juniper Networks,

Inc. mx480 internet router, kernel JUNOS OS 11.4R6.5 #0: 2012-11-28 21:57:12 UTC

builder@evenath.juniper.net:/volume/build/junos/11.4/release/11.4R6.5/obj-i

386/bsd/kernels/JUNIPER/kernel Build date: 2012-11-28 21:39:15 UTC Copyright (c

sysObjectID.0 = jnxProductNameMX480 sysUpTime.0 = 339594 sysContact.0 <

.................................... > dot3OutPauseFrames.942 = 0 dot3OutPauseFrames.943 = 0

dot3OutPauseFrames.953=0dot3OutPauseFrames.954=0 frDlcmiIfIndex.153= 153

frDlcmiIfIndex.512 = 512 frDlcmiIfIndex.513 = 513 frDlcmiState.153 = 6 Request failed:

General error user@router-re1> show logmessages Dec 20 09:23:20 router-re1

clear-log[8240]: logfile cleared Dec 20 09:23:38.683 router-re1 /kernel:

%KERN-3-BAD_PAGE_FAULT: pid 7382 (mib2d), uid 0: pc 0x810fe09 got a read fault

at 0x7c, x86 fault flags = 0x4 Dec 20 09:23:38.683 router-re1 /kernel: %KERN-3:

Trapframe Register Dump: Dec 20 09:23:38.683 router-re1 /kernel: %KERN-3: eax:

00000000 ecx: bfbeda88 edx: 00000000 ebx: bfbeda7c Dec 20 09:23:38.683

router-re1 /kernel: %KERN-3: esp: bfbeda60 ebp: bfbeda98 esi: 089de834 edi:

089fb680 Dec 20 09:23:38.683 router-re1 /kernel: %KERN-3: eip: 0810fe09 eflags:

00010297 Dec 20 09:23:38.683 router-re1 /kernel: %KERN-3: cs: 0033 ss: 003b ds:

bfbe003bes:003bDec2009:23:38.683 router-re1 /kernel:%KERN-3: fs:003b trapno:

0000000c err: 00000004 Dec 20 09:23:38.683 router-re1 /kernel: %KERN-3: Page

table info for PC address 0x810fe09: PDE = 0x42e60067, PTE = 5290c425 Dec 20

09:23:38.683 router-re1 /kernel: %KERN-3: Dumping 16 bytes starting at PC address

0x810fe09: Dec 20 09:23:38.683 router-re1 /kernel: %KERN-3: 8b 40 7c 89 04 24 e8

5a3f 2f008945ec8b55Dec2009:23:40.787 router-re1 init:%AUTH-3:mib-process

(PID 7382) terminated by signal number 11. Core dumped! Dec 20 09:23:40.787

router-re1 init: %AUTH-6: mib-process (PID 8247) started Dec 20 09:23:40.809

router-re1 mib2d[8247]: %DAEMON-5-LIBJSNMP_SA_IPC_REG_ROWS:

ns_subagent_register_mibs: registering 88 rows Dec 20 09:23:41.595 router-re1

mib2d[8247]: %DAEMON-6-LIBJSNMP_NS_LOG_INFO: INFO:
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ns_subagent_open_session: NET-SNMPversion 5.3.1 AgentX subagent connectedDec

20 09:23:43.533 router-re1 dumpd:%USER-5: Core and context for mib2d saved in

/var/tmp/mib2d.core-tarball.0.tgz Dec 20 09:23:43.793 router-re1 mib2d[8247]:

%DAEMON-6-SNMP_TRAP_LINK_UP: ifIndex 5, ifAdminStatus up(1), ifOperStatus

up(1), ifName dsc < .................................... > user@router-re1> show system core-dumps

/var/crash/*core*: No such file or directory -rw------- 1 root field 680417 Dec 20 09:23

/var/tmp/mib2d.core-tarball.0.tgz /var/tmp/pics/*core*: No such file or directory

/var/crash/kernel.*: No such file or directory /tftpboot/corefiles/*core*: No such file

or directory total 1 PR835722: This issue has been resolved.

Platform and Infrastructure

• When using configure private with large group definition and high number of groups

the commit process can spend a lot of time to merge the configuration change with

the global configuration. PR828005: This issue has been resolved.

• This applies to all Juniper M/MX and T-Series routers. In certain GRES scenarios, the

backup Routing Enginemay not have the complete state of the NH database from the

activeRoutingEngineandmay sendduplicateNHaddmessages toPacket Forwarding

Engine with same NH Ids when it becomes active. This could potentially cause

undesirable behavior in forwarding resulting in broken forwarding state and/or FPC

cores. To limit the affect of these duplicate NH addmessages, only certain duplicate

NHaddsmessageswhichcanbehandledgracefullyareallowedandall otherduplicate

addmessages are rejected. There is no work-around for this problem. PR843907: This

issue has been resolved.

• OnMX Series and T4000, when output Filter-Based Forwarding (FBF) destined to a

routing-instance is configured, the packetsmatchedby the FBF filtermaybediscarded

or sent to the unintended Packet Forwarding Engine. PR845700: This issue has been

resolved.

Routing Protocols

• If maximum-paths or maximum-prefixes is configured for a route table, these limits

are displayed in the output of "show route summary". In affected releases, these limits

wereomitted fromtheoutput of "show route summary"PR753013: This issuehasbeen

resolved.

• Due toduplication of the traffic, assertwill be triggers. *,G andS,Gassert is not handled

properly hence few assert entrieswill not be deleted due to Routing Engine switchover

which result in core. ?HW type of chassis/linecard/RE. "ALL" ?Suspected software

feature combination. Multicast feature ?Describe if any behavior/ change to existing

function - Handle the *,G and S,G assert properly. PR809338: This issue has been

resolved.

• This PR fixes a bug by which the receiving EBGP speakermistakenly accepts a session

establishment attempt from an EBGP peer address that is not directly connected

because it didnot check to see if theaddress towhichpeerwants toestablishasession

belongs to the receiving interface or not. PR816531: This issue has been resolved.

• Changes to add-path prefix-policy do not get absorbed automatically, and require a

manual soft-clearing of the BGP session PR818789: This issue has been resolved.

Copyright © 2013, Juniper Networks, Inc.178

Junos OS 12.3 Release Notes

http://prsearch.juniper.net/PR835722
http://prsearch.juniper.net/PR828005
http://prsearch.juniper.net/PR843907
http://prsearch.juniper.net/PR845700
http://prsearch.juniper.net/PR753013
http://prsearch.juniper.net/PR809338
http://prsearch.juniper.net/PR816531
http://prsearch.juniper.net/PR818789


• RPDon thebackupRoutingEnginemight crashwhen it receives amalformedmessage

from themaster. This can occur at high scale with non-stop routing enabled when a

large flood of updates are being sent to the backup. There is no workaround to avoid

the problem, but it is rare and backup RPDwill restart and the systemwill recover

without intervention. PR830057: This issue has been resolved.

• Multiple route nexthops will not be returned via SNMP for ipCidrRouteTable object

PR831553: This issue has been resolved.

• If LDP-SYNC<hold-down>timer is configuredunder ISIS interfacesafter configuration

change the ISIS interfaces cango to<hold-down>state.PR831871: This issue hasbeen

resolved.

• 1)What triggers the bug to be happened?=>Enabling PIM - Bidir feature (possibly pim

rp with 224.0.0.0/4 group) and rpd restart. This issue is hit during regression test for

PIM bidir. 2) HW type of chassis/linecard/Routing Engine. If it affects all, just say ?all?.

=>all. 3) Suspected software feature combination. (If customer turns on feature X

along with Y, they might hit, etc) =>PIM - Bidir feature (rp configured) and rpd restart

is causing the issue. 4) Describe if any behavior/ change to existing function =>None.

PR836629: This issue has been resolved.

• On EX8200 switches, multiple rpd process core files might be created on the backup

Routing Engine after a nonstop software upgrade (NSSU) has been performed while

multicast traffic is on the switch. PR841848: This issue has been resolved.

• IS-IS reports prefix-export-limit exceeded even though the number of exported routes

is smaller than the configured value of prefix-export-limit. PR844224: This issue has

been resolved.

• In scenarios that use BGP to distribute traffic flow specifications, if the recieved

flow-spec Network Layer Reachability Information (NLRI) contains invalid argument

(suchasdscp is larger that 63), routingprotocol daemon (rpd)will generate flow-spec

routes and install them in the routing table for these NLRIs; but these flow routes with

invalid match conditions are rejected by dynamic firewall daemon (dfwd) from being

added to the flowspec filters.When issue happens, the following errors could be seen:

krt_flow_trans_match_config: Failed defining match conditions

10.0.1.1,1.0.0.1,proto=6,dscp=81 krt_flow_trans_term_add: Failed adding term

10.0.1.1,1.0.0.1,proto=6,dscp=81 to filter 0x9504000 - Unknown error: 0

krt_flow_trans_filter_add: Failed sending transaction (ADD FILTER SINGLE TERM) for

filter0x9504000__flowspec_default_inet__ toadd term10.0.1.1,1.0.0.1,proto=6,dscp=81

- Invalid argumentWhen the bgp peer withdraws these flow routes, they will only be

deleted but not freed, hence causememory leak. PR845039: This issue has been

resolved.

• In BGP scenario with multipath configured, if a static route which has table nexthop

(suchas inet.0) is configured in thesamerouting-instanceasBGP,whenan interconnect

link between BGP pees is brought down or flapping, the corresponding BGP session

takes 90 seconds to timeout. During this period routes received over the BGP session

will stay there. For a multipath transit route recieved from both BGP sessions, initally

both paths are resolved over the interconnect links directly. When one of the

interconnect link is brought down or flapping, that path will be resolved over the static

default route which has table nexthop (such as inet.0). So now, one path is resolved
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over a router nexthop and the other path is resolved over a table nexthop. This will

cause routing protocol daemon (rpd) crash and dump core. This issue usually occurs

in BGP/L3VPN environment. The core files could be seen by executing CLI command

"show system core-dumps". PR851807: This issue has been resolved.

Services Applications

• SIP ALGwas not allowing SIP 603 decline message PR822679: This issue has been

resolved.

• jl2tpd crash _thr_send_sig (thread=0x8a5e000, sig=6) at

../../../../src/bsd/lib/libthr/thread/thr_kern.c:91 jl2tpd crash exhibited in envirement

whereMX480wasconfiguredasLACand terminating500 l2tp subscribers.PR824760:

This issue has been resolved.

• WhenMX uses MS-DPC to provide the tunnelling service for flow-tap traffic, if there

is SCU/DCU configured on the same slot of the flow-tap traffic ingress interface, all

the flow-taped sampled packets will be dropped. It is caused by the wrong nexthop

linking when DCU is confiured. PR825958: This issue has been resolved.

• This issue is seen when two l2tp users get connected to same routing-instance and

they get same framed routes.When last connected user disconnects this issue can be

seen. PR832034: This issue has been resolved.

• In the case of a stateful proxy, two SIP users behind the NAT device (so-called SIP

hairpinning) will be unable to signal the call. PR832364: This issue has been resolved.

• With RTSP ALG enabled, RTSP keep-alive packets might be dropped if it's already

Ack'ed by the receiver. PR834198: This issue has been resolved.

• InCarrierGradeNAT(CGNAT) scenario,without any configuration change, under some

conditions, MS-DPC PICmight crash and core dumped when encountering unknown

flow-type.Servicewill be impactedduring theperiod.When issuehappens, the following

logs could be seen: chassisd[1477]: CHASSISD_SNMP_TRAP10: SNMP trap generated:

FRUpoweroff (jnxFruContentsIndex8, jnxFruL1Index6, jnxFruL2Index2, jnxFruL3Index

0, jnxFruName PIC: MS-DPC PIC@ 5/1/*, jnxFruType 11, jnxFruSlot 5,

jnxFruOfflineReason8, jnxFruLastPowerOff 192338801, jnxFruLastPowerOn33404122)

chassisd[1477]: CHASSISD_SNMP_TRAP10: SNMP trap generated: FRU power on

(jnxFruContentsIndex8, jnxFruL1Index6, jnxFruL2Index2, jnxFruL3Index0, jnxFruName

PIC: MS-DPC PIC@ 5/1/*, jnxFruType 11, jnxFruSlot 5, jnxFruOfflineReason 2,

jnxFruLastPowerOff 192338801, jnxFruLastPowerOn 192338924) PR834899: This

issue has been resolved.

• In scenarios which use sp interface, such as IPSec VPN, multiservice process (mspd)

will memory leak during sp interface flapping. Thememory usage of mspd process

can be checked by following CLI command: user@router> show system processes

extensive | match "PID | mspd" (Note: The "RES" field means "Current amount of

resident memory, in kilobytes") PID USERNAME THR PRI NICE SIZE RES STATE TIME

WCPU COMMAND 2048 root 1 96 0 36216K 34820K select 0:10 0.00%mspdWhen

thememory usage of mspd process increases to system limit(about 131072KB), the

following logs could be seen: /kernel: %KERN-5: Process (2048,mspd) attempted to

exceed RLIMIT_DATA: attempted 131076 KBMax 131072 KB PR836735: This issue has

been resolved.
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• /kernel: GENCFG: op 24 (Lawful Intercept) failed; err 5 (Invalid) PR837877: This issue

has been resolved.

• The "hot-standby" CLI knob under [edit interfaces <RSP-interface-name>

redundancy-options] ismade hidden for the Redundant Service PIC (RSP)PR838762:

This issue has been resolved.

• If flow-tap or radius-flow-tap is configured and logging, dfcdmight be leaking file

descriptors. RPDmay crash and write a core with a signature like "kern.maxfiles limit

exceeded by uid 0" due to this issue. PR842124: This issue has been resolved.

• Service PICmight crash under certain race conditionswhen receiving sip invite packets

PR843047: This issue has been resolved.

• Service PICmight crash in corner cases when receiving specific SIP REGISTER.

PR843479: This issue has been resolved.

• Service PICmight crash in corner cases when EIM is enabled for SIP ALG PR847124:

This issue has been resolved.

• spdcoregeneratedduring swithoverwhenCGATconfig is there.Issue iswell understood

now and has been fixed in later releases. PR854206: This issue has been resolved.

Subscriber Access Management

• Snmpwalk requests sent to MX returns multiple duplicate records for

jnxUserAAAAccessPool. PR840640: This issue has been resolved.

VPNs

• "In a scaledMulticast VPN setup, wheremany selective provider tunnels are used, and

the MVPN instance is deleted, RPD can sometimes crash." PR801667: This issue has

been resolved.

• In BGP-MVPN, when the number of multicast routes falls below the threshold, the

earlier suppressed MVPNmulticast routes because of limit are not added back again.

For MVPN, there was nomechanism to trigger the processing of cmcast entries that

were not added earlier. The fix is to queue the cmcast entries that are suppressed for

multicast route addition in a new list.When the reuse limit is reached, this list iswalked

and used to add back the entries. PR841105: This issue has been resolved.

• In l2circuit (Martini l2vpn) scenarios where a backup neighbor is being defined along

the 'standby' knob, afterdeleting thisbackupneighbor fromconfiguration, itsassociated

vc-route is not being eliminated. Later if user deletes the l2circuit neighbor or restarts

routing protocol daemon (rpd), rpd process will crash and core dumped. PR841522:

This issue has been resolved.

Related
Documentation

New Features in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 72

•

• Outstanding Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series

Routers on page 146

• Changes in Default Behavior and Syntax, and for Future Releases in Junos OS Release

12.3 for M Series, MX Series, and T Series Routers on page 128
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• ErrataandChanges inDocumentation for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 142

• UpgradeandDowngrade Instructions for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 182

Upgrade and Downgrade Instructions for Junos OS Release 12.3 for M Series, MX Series, and T
Series Routers

This section discusses the following topics:

• Basic Procedure for Upgrading to Release 12.3 on page 182

• Upgrade and Downgrade Support Policy for Junos OS Releases on page 185

• Upgrading a Router with Redundant Routing Engines on page 185

• Upgrading Juniper Network Routers Running Draft-Rosen Multicast VPN to Junos OS

Release 10.1 on page 186

• Upgrading the Software for a Routing Matrix on page 187

• Upgrading Using ISSU on page 188

• Upgrading from Junos OS Release 9.2 or Earlier on a Router Enabled for Both PIM and

NSR on page 189

• Downgrading from Release 12.3 on page 190

Basic Procedure for Upgrading to Release 12.3

In order to upgrade to Junos OS 10.0 or later, youmust be running Junos OS 9.0S2, 9.1S1,

9.2R4, 9.3R3, 9.4R3, 9.5R1, or later minor versions, or youmust specify the no-validate

option on the request system software install command.

When upgrading or downgrading Junos OS, always use the jinstall package. Use other

packages (such as the jbundle package) only when so instructed by a Juniper Networks

support representative. For information about the contents of the jinstall package and

details of the installation process, see the Junos OS Installation and Upgrade Guide.

NOTE: With JunosOSRelease 9.0 and later, the compact flash diskmemory
requirement for Junos OS is 1 GB. For M7i andM10i routers with only 256MB
memory, see the Customer Support Center JTAC Technical Bulletin
PSN-2007-10-001 at
https://www.juniper.net/alerts/viewalert.jsp?txtAlertNumber=PSN-2007-10-001

&actionBtn=Search.

Copyright © 2013, Juniper Networks, Inc.182

Junos OS 12.3 Release Notes

http://www.juniper.net/techpubs/en_US/junos12.2/information-products/topic-collections/software-installation-and-upgrade-guide/swconfig-install.pdf


NOTE: Before upgrading, back up the file system and the currently active
Junos OS configuration so that you can recover to a known, stable
environment in case the upgrade is unsuccessful. Issue the following
command:

user@host> request system snapshot

The installation process rebuilds the file system and completely reinstalls
Junos OS. Configuration information from the previous software installation
is retained, but the contents of log files might be erased. Stored files on the
routing platform, such as configuration templates and shell scripts (the only
exceptions are the juniper.conf and ssh files) might be removed. To preserve

the stored files, copy them to another system before upgrading or
downgrading the routing platform. For more information, see the Junos OS
System Basics Configuration Guide.
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Thedownloadand installationprocess for JunosOSRelease 12.3 isdifferent fromprevious

Junos OS releases.

1. Using aWeb browser, navigate to the All Junos Platforms software download URL on

the Juniper Networks web page:

http://www.juniper.net/support/downloads/

2. Select the name of the Junos platform for the software that you want to download.

3. Select the release number (the number of the software version that you want to

download) from the Release drop-down list to the right of the Download Software

page.

4. Select the Software tab.

5. In the Install Package section of the Software tab, select the software package for the

release.

6. Log in to the Juniper Networks authentication system using the username (generally

your e-mail address) and password supplied by Juniper Networks representatives.

7. Review and accept the End User License Agreement.

8. Download the software to a local host.

9. Copy the software to the routing platform or to your internal software distribution

site.

10. Install the new jinstall package on the routing platform.

NOTE: We recommend that you upgrade all software packages out of
band using the console because in-band connections are lost during the
upgrade process.

Customers in the United States and Canada use the following command:

user@host> request system software add validate reboot
source/jinstall-12.3R21-domestic-signed.tgz

All other customers use the following command:

user@host> request system software add validate reboot
source/jinstall-12.3R21-export-signed.tgz

Replace sourcewith one of the following values:

• /pathname—For a software package that is installed from a local directory on the

router.

• For software packages that are downloaded and installed from a remote location:

• ftp://hostname/pathname

• http://hostname/pathname

• scp://hostname/pathname (available only for Canada and U.S. version)
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The validate option validates the software package against the current configuration

as a prerequisite to adding the software package to ensure that the router reboots

successfully. This is the default behavior when the software package being added is

a different release.

Adding the reboot command reboots the router after the upgrade is validated and

installed. When the reboot is complete, the router displays the login prompt. The

loading process can take 5 to 10minutes.

Rebooting occurs only if the upgrade is successful.

NOTE: After you install a Junos OS Release 12.3 jinstall package, you cannot

issue the requestsystemsoftwarerollbackcommandto return to thepreviously

installed software. Instead youmust issue the request system software add

validate command and specify the jinstall package that corresponds to the

previously installed software.

Upgrade and Downgrade Support Policy for Junos OS Releases

Support for upgrades and downgrades that spanmore than three Junos OS releases at

a time is not provided, except for releases that are designated as Extended End-of-Life

(EEOL) releases. EEOL releases provide direct upgrade and downgrade paths—you can

upgrade directly from one EEOL release to the next EEOL release even though EEOL

releases generally occur in increments beyond three releases.

You can upgrade or downgrade to the EEOL release that occurs directly before or after

the currently installed EEOL release, or to twoEEOL releases before or after. For example,

Junos OS Releases 10.0, 10.4, and 11.4 are EEOL releases. You can upgrade from Junos

OS Release 10.0 to Release 10.4 or even from Junos OS Release 10.0 to Release 11.4.

However, you cannot upgrade directly from a non-EEOL release that is more than three

releases ahead or behind. For example, you cannot directly upgrade from Junos OS

Release 10.3 (a non-EEOL release) to Junos OS Release 11.4 or directly downgrade from

Junos OS Release 11.4 to Junos OS Release 10.3.

To upgrade or downgrade fromanon-EEOL release to a releasemore than three releases

before or after, first upgrade to the next EEOL release and then upgrade or downgrade

from that EEOL release to your target release.

For more information on EEOL releases and to review a list of EEOL releases, see

http://www.juniper.net/support/eol/junos.html.

Upgrading a Router with Redundant Routing Engines

If the router has two Routing Engines, perform a Junos OS installation on each Routing

Engine separately to avoid disrupting network operation as follows:

1. Disable graceful Routing Engine switchover (GRES) on themaster Routing Engine

and save the configuration change to both Routing Engines.

2. Install the new Junos OS release on the backup Routing Engine while keeping the

currently running software version on themaster Routing Engine.
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3. After making sure that the new software version is running correctly on the backup

RoutingEngine, switchover to thebackupRoutingEngine toactivate thenewsoftware.

4. Install the new software on the original master Routing Engine that is now active as

the backup Routing Engine.

For the detailed procedure, see the Junos OS Installation and Upgrade Guide.

Upgrading JuniperNetworkRoutersRunningDraft-RosenMulticastVPN to Junos
OS Release 10.1

In releases prior to Junos OS Release 10.1, the draft-rosenmulticast VPN feature

implements the unicast lo0.x address configured within that instance as the source

address used to establish PIM neighbors and create the multicast tunnel. In this mode,

the multicast VPN loopback address is used for reverse path forwarding (RPF) route

resolution to create the reverse path tree (RPT), or multicast tunnel. Themulticast VPN

loopback address is also used as the source address in outgoing PIM control messages.

In Junos OS Release 10.1 and later, you can use the router’s main instance loopback

(lo0.0) address (rather than themulticast VPN loopback address) to establish the PIM

state for the multicast VPN. We strongly recommend that you perform the following

procedure when upgrading to Junos OS Release 10.1 if your draft-rosenmulticast VPN

network includes both Juniper Network routers and other vendors’ routers functioning

as provider edge (PE) routers. Doing so preservesmulticast VPNconnectivity throughout

the upgrade process.

Because JunosOSRelease 10.1 supportsusing the router’smain instance loopback (lo0.0)

address, it is no longer necessary for the multicast VPN loopback address to match the

main instance loopback adddress lo0.0 to maintain interoperability.

NOTE: Youmight want tomaintain amulticast VPN instance lo0.x address

to use for protocol peering (such as IBGP sessions), or as a stable router
identifier, or to support the PIM bootstrap server function within the VPN
instance.

Complete the following steps when upgrading routers in your draft-rosenmulticast VPN

network to Junos OS Release 10.1 if you want to configure the routers’s main instance

loopback address for draft-rosenmulticast VPN:

1. Upgrade all M7i and M10i routers to Junos OS Release 10.1 before you configure the

loopback address for draft-rosen Multicast VPN.

NOTE: Do not configure the new feature until all theM7i andM10i routers
in the network have been upgraded to Junos OS Release 10.1.

2. After you have upgraded all routers, configure each router’s main instance loopback

address as the source address formulticast interfaces. Include thedefault-vpn-source

interface-name loopback-interface-name] statement at the [edit protocols pim]

hierarchy level.
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3. After you have configured the router’s main loopback address on each PE router,

delete the multicast VPN loopback address (lo0.x) from all routers.

We also recommend that you remove themulticast VPN loopback address from all

PE routers from other vendors. In Junos OS releases prior to 10.1, to ensure

interoperability with other vendors’ routers in a draft-rosenmulticast VPN network,

you had to perform additional configuration. Remove that configuration from both

the JuniperNetworks routers and the other vendors’ routers. This configuration should

beon JuniperNetworks routers andon theother vendors’ routerswhere youconfigured

the lo0.mvpnaddress ineachVRF instanceas thesameaddressas themain loopback

(lo0.0) address.

This configuration is not requiredwhen you upgrade to Junos OS Release 10.1 and use

themain loopback address as the source address for multicast interfaces.

NOTE: Tomaintain a loopback address for a specific instance, configure
a loopback address value that does notmatch themain instance address
(lo0.0).

For more information about configuring the draft-rosen Multicast VPN feature, see the

Junos OSMulticast Configuration Guide.

Upgrading the Software for a RoutingMatrix

A routing matrix can use either a TXMatrix router as the switch-card chassis (SCC) or a

TXMatrix Plus router as the switch-fabric chassis (SFC). By default, when you upgrade

software for a TXMatrix router or a TXMatrix Plus router, the new image is loaded onto

the TXMatrix or TX Matrix Plus router (specified in the Junos OS CLI by using the scc or

sfc option) and distributed to all T640 routers or T1600 routers in the routing matrix

(specified in the JunosOSCLI by using the lccoption). Toavoid network disruptionduring

the upgrade, ensure the following conditions before beginning the upgrade process:

• Aminimumof freedisk spaceandDRAMoneachRoutingEngine.Thesoftwareupgrade

will fail on any Routing Engine without the required amount of free disk space and

DRAM.Todetermine theamountofdisk spacecurrentlyavailableonallRoutingEngines

of the routing matrix, use the CLI show system storage command. To determine the

amount of DRAM currently available on all the Routing Engines in the routing matrix,

use the CLI show chassis routing-engine command.

• Themaster Routing Engines of the TXMatrix or TX Matrix Plus router (SCC or SFC)

and T640 routers or T1600 routers (LCC) are all re0 or are all re1.

• The backup Routing Engines of the TXMatrix or TX Matrix Plus router (SCC or SFC)

and T640 routers or T1600 routers (LCC) are all re1 or are all re0.

• All master Routing Engines in all routers run the same version of software. This is

necessary for the routing matrix to operate.

• All master and backup Routing Engines run the same version of software before

beginning the upgrade procedure. Different versions of the Junos OS can have

incompatible message formats especially if you turn on GRES. Because the steps in
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the process include changing mastership, running the same version of software is

recommended.

• For a routing matrix with a TXMatrix router, the same Routing Engine model is used

within a TXMatrix router (SCC) and within a T640 router (LCC) of a routing matrix.

For example, a routing matrix with an SCC using two RE-A-2000s and an LCC using

two RE-1600s is supported. However, an SCC or an LCC with two different Routing

Engine models is not supported. We suggest that all Routing Engines be the same

model throughout all routers in the routing matrix. To determine the Routing Engine

type, use the CLI show chassis hardware | match routing command.

• For a routing matrix with a TXMatrix Plus router, the SFC contains twomodel

RE-DUO-C2600-16G Routing Engines, and each LCC contains twomodel

RE-DUO-C1800-8G Routing Engines.

NOTE: It is considered best practice tomake sure that all master Routing
Engines are re0 and all backup Routing Engines are re1 (or vice versa). For
the purposes of this document, themaster Routing Engine is re0 and the
backup Routing Engine is re1.

To upgrade the software for a routing matrix, perform the following steps:

1. Disable graceful Routing Engine switchover (GRES) on themaster Routing Engine

(re0) and save the configuration change to both Routing Engines.

2. Install the new Junos OS release on the backup Routing Engine (re1) while keeping

the currently running software version on themaster Routing Engine (re0).

3. Load the new JunosOSon the backupRouting Engine. Aftermaking sure that the new

software version is running correctly on the backup Routing Engine (re1), switch

mastership back to the original master Routing Engine (re0) to activate the new

software.

4. Install the new software on the new backup Routing Engine (re0).

For the detailed procedure, see the Routing Matrix with a TXMatrix Feature Guide or the

Routing Matrix with a TXMatrix Plus Feature Guide.

Upgrading Using ISSU

Unified in-service softwareupgrade (ISSU)enables you toupgradebetween twodifferent

Junos OS releases with no disruption on the control plane and with minimal disruption

of traffic. Unified in-service software upgrade is only supported by dual Routing Engine

platforms. In addition, graceful Routing Engine switchover (GRES) and nonstop active

routing (NSR)must be enabled. For additional information about using unified in-service

software upgrade, see the Junos High Availability Configuration Guide.
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Upgrading from JunosOSRelease 9.2 or Earlier on aRouter Enabled for BothPIM
and NSR

Junos OS Release 9.3 introduced NSR support for PIM for IPv4 traffic. However, the

following PIM features are not currently supportedwith NSR. The commit operation fails

if the configuration includes both NSR and one or more of these features:

• Anycast RP

• Draft-Rosenmulticast VPNs (MVPNs)

• Local RP

• Next-generation MVPNs with PIM provider tunnels

• PIM join load balancing

Junos OS 9.3 Release introduced a new configuration statement that disables NSR for

PIM only, so that you can activate incompatible PIM features and continue to use NSR

for the other protocols on the router: the nonstop-routing disable statement at the [edit

protocolspim]hierarchy level. (Note that this statementdisablesNSR for all PIM features,

not only incompatible features.)

If neitherNSRnorPIM is enabledon the router tobeupgradedor if oneof theunsupported

PIM features is enabled but NSR is not enabled, no additional steps are necessary and

you can use the standard upgrade procedure described in other sections of these

instructions. If NSR is enabled and no NSR-incompatible PIM features are enabled, use

the standard reboot or ISSU procedures described in the other sections of these

instructions.

Because the nonstop-routing disable statement was not available in Junos OS Release

9.2 and earlier, if both NSR and an incompatible PIM feature are enabled on a router to

be upgraded from Junos OS Release 9.2 or earlier to a later release, youmust disable

PIM before the upgrade and reenable it after the router is running the upgraded Junos

OS and you have entered the nonstop-routing disable statement. If your router is running

Junos OS Release 9.3 or later, you can upgrade to a later release without disabling NSR

orPIM–simplyuse thestandard rebootor ISSUproceduresdescribed in theother sections

of these instructions.

To disable and reenable PIM:

1. On the router running Junos OS Release 9.2 or earlier, enter configuration mode and

disable PIM:

[edit]

user@host# deactivate protocols pim
user@host# commit

2. Upgrade to Junos OS Release 9.3 or later software using the instructions appropriate

for the router type. You caneither use the standardprocedurewith reboot or use ISSU.

3. After the router reboots and is running the upgraded Junos OS, enter configuration

mode, disablePIMNSRwith thenonstop-routingdisable statement, and then reenable

PIM:
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[edit]

user@host# set protocols pim nonstop-routing disable
user@host# activate protocols pim
user@host# commit

Downgrading fromRelease 12.3

To downgrade from Release 12.3 to another supported release, follow the procedure for

upgrading, but replace the 12.3 jinstall package with one that corresponds to the

appropriate release.

NOTE: Youcannot downgrademore than three releases. For example, if your
routing platform is running Junos OS Release 11.4, you can downgrade the
software to Release 10.4 directly, but not to Release 10.3 or earlier; as a
workaround, you can first downgrade to Release 10.4 and then downgrade
to Release 10.3.

For more information, see the Junos OS Installation and Upgrade Guide.

Related
Documentation

New Features in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 72

•

• Changes in Default Behavior and Syntax, and for Future Releases in Junos OS Release

12.3 for M Series, MX Series, and T Series Routers on page 128

• ErrataandChanges inDocumentation for JunosOSRelease 12.3 forMSeries,MXSeries,

and T Series Routers on page 142

• Outstanding Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series

Routers on page 146

• Resolved Issues in Junos OS Release 12.3 for M Series, MX Series, and T Series Routers

on page 156
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Junos OS Release Notes for PTX Series Packet Transport Routers

• New Features in Junos OS Release 12.3 for PTX Series Packet Transport

Switches on page 191

• Changes inDefault Behavior andSyntax in JunosOSRelease 12.3 for PTXSeriesPacket

Transport Switches on page 194

• Outstanding Issues in Junos OS Release 12.3 for PTX Series Packet Transport

Switches on page 194

• Resolved Issues in Junos OS Release 12.3 for PTX Series Packet Transport

Switches on page 196

New Features in Junos OS Release 12.3 for PTX Series Packet Transport Switches

Powered by Junos OS, PTX Series Packet Transport Switches are a portfolio of

high-performance platforms designed for the service provider supercore. These systems

deliver powerful capabilities based on innovative silicon and a forwarding architecture

focused on MPLS and Ethernet. PTX Series Packet Transport Switches deliver several

critical core functions, including industry-leadingdensityandscalability, costoptimization,

high availability, and network simplification. PTX Series Packet Transport Switches

supported in this release include the PTX5000 system.

The following features have been added to Junos OS Release 12.3 for the PTX Series

PacketTransportSwitches. Following thedescription is the title of themanual ormanuals

to consult for further information:

NOTE: Features described in the Junos OS 12.1X48R4 Release Notes are
supported in Junos OS 12.3 except for real-time performancemonitoring
(RPM) support. See Junos OS 12.1X48R4 Release Notes for Juniper Networks

PTX Series Packet Transport Switches.

• Firewall Filters on page 192

• Interfaces and Chassis on page 192

• Network Management on page 193
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Firewall Filters

• DSCP and Traffic Class firewall filter match conditions on the loopback
interface—You can set the DSCP value for IPv4 traffic and Traffic Class value for IPv6
traffic in firewall filters that you apply to the loopback (lo.0) interface. To configure

these forwarding class and DSCP values, apply an output filter to the lo.0 interface.

[See Standard Firewall Filter Match Conditions for IPv4 Traffic and Standard Firewall

Filter Match Conditions for IPv6 Traffic.]

Interfaces and Chassis

• Support for three-phase delta AC power distribution unit (PDU), three-phase wye
AC PDU, and the AC power supplymodule (PSM) on the PTX5000—The PTX5000
now supports the three-phase delta AC PDU, three-phase wye AC PDU, and the AC

PSM. You can use the show chassis hardware, show chassis hardware-models, and

show environment pdu commands to view these hardware components.

NOTE: Mixing the DC and AC power components on the same chassis is
not supported.

[See the PTX5000 Packet Transport Switch Hardware Guide.]

• Support for new 60 ADC power distribution unit (PDU) and 60 ADC power supply
module (PSM) on the PTX5000 Packet Transport Switch—Each 60 A PDU has four
dual-input input power trays. Each DC power cable, which youmust provide, requires

a 4-AWG cable lug minimum.

NOTE: Mixing the 60ADCPDUand 120ADCPDU is not supported except
during upgrade. The 60 A DC PSM is supported only in the 60 A DC PDU.

[See the PTX5000 Packet Transport Switch Hardware Guide.]

• Aggregated devices support increased to 64 links—This feature adds support for
specifying up to 64 links for aggregated Ethernet devices. You set the number of links

in themaximum-links statement at the [edit chassis aggregated-devices] hierarchy

level.

[See Configuring Junos OS for Supporting Aggregated Devices.]

• SFPP-10GE-ZR transceiver—The PTX5000 supports the SFPP-10GE-ZR transceiver
on the 10-Gigabit Ethernet PIC with SFP+ (model number: P1-PTX-24-10GE-SFPP).

The SFPP-10GE-ZR transceiver supports the 10GBASE-Z optical interface standard.

For more information, see the “Cables and connectors” section in the PIC guide.

[See 10-Gigabit Ethernet 10GBASE Optical Interface Specifications and the PTX Series

Packet Transport Switch PIC Guide.]

• CFP-100GBASE-ER4andCFP-100GBASE-SR10transceivers—ThePTX5000supports
the CFP-100GBASE-ER4 and CFP-100GBASE-SR10 transceivers on the 100-Gigabit
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Ethernet PIC with CFP (model number: P1-PTX-2-100GE-CFP). The

CFP-100GBASE-ER4 transceiver supports the 100GBASE-ER4 optical interface

standard.TheCFP-100GBASE-SR10 transceiver supports the 100GBASE-SR10optical

interface standard. For more information, see the “Cables and connectors” section in

the PIC guide.

[See 100-Gigabit Ethernet 100GBASE-R Optical Interface Specifications and the PTX

Series Packet Transport Switch PIC Guide.]

• WANPHY support for the PTX Series—You can configureWAN PHYmode on
10-Gigabit Ethernet interfaces on PTX Series Packet Transport Switches. Only the

24-port 10-Gigabit Ethernet LAN/WAN PIC with SFP+ (model number:

P1-PTX-24-10G-W-SFPP) supportsWAN PHYmode. To configureWAH PHYmode,

include the framingwan-phy statementat the [edit interfacesxe-fpc/pic/port]hierarchy

level. The default framingmode for 10-Gigabit Ethernet interfaces is LAN PHY.

[PTX Series Transport Switches Software Documentation]

NetworkManagement

• Real-time performancemonitoring (RPM) support on PTXSeries Packet Transport
Switches—Real-time performancemonitoring (RPM) allows the user to perform
service-level monitoring. When RPM is configured on a device, the device calculates

network performance based on packet response time, jitter, and packet loss. You can

configure these values to be gathered by the following types of requests: Hypertext

Transfer Protocol (HTTP) GET, Internet Control Message Protocol (ICMP), TCP, or

UDP. The device gathers RPM statistics by sending out probes to a specified probe

target, identifiedbyan IPaddressorURL.When the target receivesaprobe, it generates

responses that are received by the device. You set the probe options in the probe

statement at the [edit services rpm] hierarchy level. You set the server to receive the

probes in the probe-server statement at the [edit services rpm] hierarchy level. You use

the show services rpm probe-results and show services rpm history-results commands

to view the results of the most recent RPM probes.

NOTE: The PTX5000 supports up to 200 concurrent RPM sessions.

The following statements at the [edit services rpm] hierarchy are not supported:

• twamp

• bgp logical-system

• probe owner test name destination-interface

• probe owner test name hardware-timestamp

• probe owner test name one-way-hardware-timestamp

• probe-server icmp

• probe-server tcp destination-interface

• probe-server udp destination-interface
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[See Configuring Real-Time PerformanceMonitoring.]

Related
Documentation

Changes inDefault Behavior andSyntax in JunosOSRelease 12.3 for PTXSeriesPacket

Transport Switches on page 194

•

• Outstanding Issues in JunosOSRelease 12.3 for PTXSeries Packet Transport Switches

on page 194

• Resolved Issues in Junos OS Release 12.3 for PTX Series Packet Transport Switches

on page 196

Changes in Default Behavior and Syntax in Junos OS Release 12.3 for PTX Series Packet
Transport Switches

• Changes in Default Behavior and Syntax on page 194

Changes in Default Behavior and Syntax

• Junos OS XML API and Scripting on page 194

Junos OS XML API and Scripting

• IPv6 address text representation is stored internally and displayed in command
output using lowercase—Starting with Junos OS Release 11.1R1, IPv6 addresses are
stored internally and displayed in the command output using lowercase. Scripts that

match on an uppercase text representation of IPv6 addresses should be adjusted to

either match on lowercase or perform case-insensitve matches.

• <get-configuration> RPCwith inherit="inherit" attribute returns correct time
attributes for committed configuration—In Junos OS Release 12.3R1, when you
configured some interfaces using the interface-range configuration statement, if you

later requested the committed configuration using the <get-configuration> RPCwith

the inherit="inherit" and database="committed" attributes, the device returned

junos:changed-localtime and junos:changed-seconds in the RPC reply instead of

junos:commit-localtime and junos:commit-seconds. This issue is fixed in Junos OS

Release 12.3R2 and later releases so that the device returns the expected attributes in

the RPC reply.

Related
Documentation

New Features in Junos OS Release 12.3 for PTX Series Packet Transport Switches on

page 191

•

• Outstanding Issues in JunosOSRelease 12.3 for PTXSeries Packet Transport Switches

on page 194

• Resolved Issues in Junos OS Release 12.3 for PTX Series Packet Transport Switches

on page 196

Outstanding Issues in Junos OS Release 12.3 for PTX Series Packet Transport Switches

The following issues currently exist in Juniper Networks PTX Series Packet Transport

Switches. The identifier following the descriptions is the tracking number in the Juniper

Networks Problem Report (PR) tracking system.
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Class of Service

• If a subset of the available queues is configured with transmit rates that add to 100

percent and the offered load to those queues exceeds 100 percent, the remaining

queues can become starved for bandwidth. This situation leads to fatal egress TQ

ASIC failures. This requires the FPC to be restarted to resume normal operation.

[PR849914]

High Availability (HA) and Resiliency

• In a situation where prefix-export-limit and NSR are configured together, when there

are Routing Engine mastership switches, the IS-IS overload bit might be set after the

NSR switchover. This issue is triggered due to inconsistent state between themaster

Routing Engine and the backup Routing Engine. As a workaround, disable protocols

isis prefix-export-limit.

[PR725478]

• During a graceful Routing Engine switchover (GRES), the I2C bus on the FPC is

temporarily unavailable, which might generate error messages. The FPC will recover

from this condition when the GRES is complete.

[PR743055]

• RPDon thebackupRoutingEnginemight crashwhen it receives amalformedmessage

from themaster. This can occur at high scale with nonstop active routing enabled

when a large flood of updates are being sent to the backup. There is no workaround

to avoid the problem, but it is rare. The backup RPDwill restart and the systemwill

recover without intervention.

[PR830057]

Interfaces and Chassis

• Having igmpenabledon the fxp0 interface can causeadiscard next hop tobe installed

for 224/4 routes. To solve this issue, disableprotocols on fxp0anddeactivateprotocols

(for example: IGMP, LDP). After that, activate the protocols again.

[PR601619]

Multicast

• RPDmight generate a core file in some cases ofwrong next-hop deletionwhen adding

and deleting multicast next hops.

[PR702359]

Related
Documentation

New Features in Junos OS Release 12.3 for PTX Series Packet Transport Switches on

page 191

•

• Changes inDefault Behavior andSyntax in JunosOSRelease 12.3 for PTXSeriesPacket

Transport Switches on page 194
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• Resolved Issues in Junos OS Release 12.3 for PTX Series Packet Transport Switches

on page 196

Resolved Issues in Junos OS Release 12.3 for PTX Series Packet Transport Switches

• Current Releases on page 196

• Previous Releases on page 196

Current Releases

The following issues are resolved in Juniper Networks PTX Series Packet Transport

Switches. The identifier following the descriptions is the tracking number in the Juniper

Networks Problem Report (PR) tracking system.

• Interfaces and Chassis

Interfaces and Chassis

• Distributedprotocol adjacencies (LFM/BFD/etc)might experienceadelay in keepalives

transmission and/or processing due to a prolongedCPUusage on the FPCmicrokernel

on PTX5000 type 5-3D FPCs. The delay in keepalive transmission/processing can

result in a mis-diagnosis of a link fault by the peer devices. The issue is seen several

seconds after a Routing Engine mastership switch with nonstop active routing is

enabled, and the fault condition will clear after a couple of minutes.

[PR849148: This issue has been resolved.]

Previous Releases

• Release 12.3R2 on page 196

Release 12.3R2

• High Availability and Resiliency

• Infrastructure

• Interfaces and Chassis

• MPLS

• User Interfaces and Configurations

High Availability and Resiliency

• On PTX Series Packet Transport Switches with nonstop active routing configured, if

LDP is deleted or deactivated from themaster Routing Engine, the Layer 2 circuit

connections enter an incorrect encapsulation information state. The Layer 2 circuit

connection transitions to the correct state when LDP is reactivated on themaster

Routing Engine.

[PR799258. This issue has been resolved.]

• Deletionof IPv6addresseswithaprefix of /128 froman interfacecancause theRouting

Engine to crash.

[PR799755. This issue has been resolved.]
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• When the FlexiblePICConcentrator (FPC) restartedafter performingamaster Routing

Engine switchover, the aggregate interface flag was set to “down”. Any traffic that

entered this FPC and traversed the equal-cost multipath (ECMP) to the aggregate

interface was dropped.

[PR809383. This issue has been resolved.]

Infrastructure

• In an IPv6 scenario, when ipv6-duplicate-addr-detection-transmits is configured with

a value of zero, IPv6 Neighbor Discovery might not function properly.

[PR805837. This issue has been resolved.]

Interfaces and Chassis

• FPC crashes on PTXSeries Packet Transport Switcheswhen reject firewall actionwith

nonzero reject code is present.

[PR856473: This issue has been resolved.]

MPLS

• OnPTXSeries Packet Transport Switches, only 48k longest prefixmatch (LPM) routes

are supported. If the limit of 48,000 longest prefix match (LPM) routes is exceeded,

the kernel routing table (KRT) queue can be stuck with the error "Longest Prefix

Match(LPM) route limit is exceeded." As a workaround, reduce the number of LPM

routes because only 48000 LPM routes are supported.

[PR801271. This issue has been resolved.]

User Interfaces and Configurations

• PTX does not allow configuring buffer sizes on SH queues.

[PR770583. This issue has been resolved.]

Related
Documentation

New Features in Junos OS Release 12.3 for PTX Series Packet Transport Switches on

page 191

•

• Changes inDefault Behavior andSyntax in JunosOSRelease 12.3 for PTXSeriesPacket

Transport Switches on page 194

• Outstanding Issues in JunosOSRelease 12.3 for PTXSeries Packet Transport Switches

on page 194
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Junos OS Documentation and Release Notes

For a list of related Junos OS documentation, see

http://www.juniper.net/techpubs/software/junos/.

If the information in the latest release notes differs from the information in the

documentation, follow the Junos OS Release Notes.

To obtain the most current version of all Juniper Networks
®
technical documentation,

see the product documentation page on the Juniper Networks website at

http://www.juniper.net/techpubs/.

JuniperNetworkssupportsa technicalbookprogramtopublishbooksby JuniperNetworks

engineers and subject matter experts with book publishers around the world. These

books go beyond the technical documentation to explore the nuances of network

architecture, deployment, and administration using the Junos operating system (Junos

OS) and Juniper Networks devices. In addition, the Juniper Networks Technical Library,

published in conjunction with O'Reilly Media, explores improving network security,

reliability, and availability using Junos OS configuration techniques. All the books are for

sale at technical bookstores and book outlets around the world. The current list can be

viewed at http://www.juniper.net/books.

Documentation Feedback

We encourage you to provide feedback, comments, and suggestions so that we can

improve the documentation. You can send your comments to

techpubs-comments@juniper.net, or fill out the documentation feedback form at

https://www.juniper.net/cgi-bin/docbugreport/ . If you are using e-mail, be sure to include

the following information with your comments:

• Document or topic name

• URL or page number

• Software release version (if applicable)

Requesting Technical Support

Technical product support is available through the JuniperNetworksTechnicalAssistance

Center (JTAC). If you are a customer with an active J-Care or JNASC support contract,

or are covered under warranty, and need postsales technical support, you can access

our tools and resources online or open a case with JTAC.

• JTAC policies—For a complete understanding of our JTAC procedures and policies,

review the JTAC User Guide located at

http://www.juniper.net/customers/support/downloads/710059.pdf.

• Product warranties—For product warranty information, visit

http://www.juniper.net/support/warranty/.
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• JTAC Hours of Operation —The JTAC centers have resources available 24 hours a day,

7 days a week, 365 days a year.

Self-Help Online Tools and Resources

For quick and easy problem resolution, Juniper Networks has designed an online

self-service portal called the Customer Support Center (CSC) that provides youwith the

following features:

• Find CSC offerings: http://www.juniper.net/customers/support/

• Search for known bugs: http://www2.juniper.net/kb/

• Find product documentation: http://www.juniper.net/techpubs/

• Find solutions and answer questions using our Knowledge Base: http://kb.juniper.net/

• Download the latest versions of software and review release notes:

http://www.juniper.net/customers/csc/software/

• Search technical bulletins for relevant hardware and software notifications:

https://www.juniper.net/alerts/

• Join and participate in the Juniper Networks Community Forum:

http://www.juniper.net/company/communities/

• Open a case online in the CSC Case Management tool: http://www.juniper.net/cm/

Toverify serviceentitlementbyproduct serial number, useourSerialNumberEntitlement

(SNE) Tool located at https://tools.juniper.net/SerialNumberEntitlementSearch/.

Opening a Casewith JTAC

You can open a case with JTAC on theWeb or by telephone.

• Use the Case Management tool in the CSC at http://www.juniper.net/cm/ .

• Call 1-888-314-JTAC (1-888-314-5822 toll-free in the USA, Canada, and Mexico).

For international or direct-dial options in countries without toll-free numbers, visit us at

http://www.juniper.net/support/requesting-support.html.

If you are reporting a hardware or software problem, issue the following command from

the CLI before contacting support:

user@host> request support information | save filename

To provide a core file to Juniper Networks for analysis, compress the file with the gzip

utility, rename the file to include your company name, and copy it to

ftp.juniper.net:pub/incoming. Then send the filename, along with software version

information (the output of the show version command) and the configuration, to

support@juniper.net. For documentation issues, fill out the bug report form located at

https://www.juniper.net/cgi-bin/docbugreport/.
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