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FBEIICEVPN ZERT 54 —/\—L A v b T—7ITHIGLE
T, QFX5200 1&. Jv bO—)b FL—VEH—LENS, T—
2 JL—> (VXLAN) Z7abtdearbto—)b 7Lb—>
(OVSDB) 7Ok )b%EEL T NSX $ KU OpenContrail &#i&
LFY,

-+ FCoE : QFX5200 |& FCoE (Fibre Channel over Ethernet) =i

A4 wF & LT FCoE Mt —/\—& FCoE h'5 FC £ TDS —
b T A KTzl FCOE HIGD 7 7 A /\— F+ &)U SAN (R b L—
JITVT7 v bTJ—%) ORITIEEEDCB (Data Center Bridging)
MEER Y b= ERHLET, OFX5200 [FF N TDHEERE
@A DCBAZRELTWVWADTC., by TA TSV IBIRA v F&

BAOICERT BT EHTE. SAN XU LAN OFEBEF — LA
TNTNOEREHFZARICKRITERT, £lo. BRHEHZREE
9% FIP (FCoE Initialization Protocol) R X—E> ZIcEH 305 L
TBY. 1=y b LAV —DEELBIFED SAN tF2 U 7«
R —TRHEREESZ FHh, FCoE LAG hMHR—FENSBTz8,
CNA (Converged Network Adapter) DR— k EDRE— >
TG —=23> )N RIVTCFCOE b2 74 v EBEDA—1
v b NI v IhEREENS ERERFIC. FCOE R4 > bY—R
A MRASERICE YR > 7 hERICERENE T,

PFC (Priority-based Flow Control). ETS (Enhanced Transmission
Selection). DCBX (Data Center Bridging Capability Exchange)
5ED FCOE Hik R A v FHEgED. 774V b VT T T7D
—®WELTEENTOVET,

QFX5200-32C

QFX5200-640

OFX5200 A1 v FDOtHR

N—FTJT7

%£1:QFX5200 Y A FLAS

VAT I AI—=Ty b
LRRES]
QSFP+/QSFP28 R— &
SFP+/SFP28

i

RA 10 GbE R— MRE
®A 25GbE R— FEE
RA 40 GbE R— MEE
&A 50 GbE R— MEE
RA 100 GbE R— hEE

QFX5200-32C
B=A 3.2 Tbhps
&K 2.4 Bpps
32 x QSFP+ Ffzld QSFP28

10GbE x 128, SFP+ h'5 QSFP+ ##FH LT
SFP+ JL—40 70 b r—7IVET
25CGbE x 128, SFP28 h*5 QSFP28 #4#EM L T
SFP28 7L—2 7D b r—7IVET

128
128
32
64
32

QFX5200-640Q
&K 3.2 Tbhps
&K 2.4 Bpps
64 x QSFP+ F7zld 32 QSFP28

10GbE x 128, SFP+ H'5 QSFP+ Z#RH LT
SFP+ JL—=07 Db r=TIVET
25GbE x 128, SFP28 H'5 QSFP28 Z#ZH LT
SFP28 JL—2 7T b r—=TIVET

128
128
64
64
32
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£ 2 QFX5200 DY A7 Lt

& (B x&E x BITE)
Svy Az bk

E

AXRL—=T 4 VT VAT I
CPU

BEAVEZ-TIARL
PTPAYR—=T1 AR

QFX5200-32C

44.09x 437x52.02cm (1736 x1.72x20.48 A4 > F)

U
10.8Kg (23.8 7R K)
Junos OS

QFX5200-640
44,09 x 8.8 x 5454 cm (1736 x3.46 x 2147 A >~ F)
2U

154 Kg (34 7RV R)

Junos OS

Intel 77w K 077 lvy Bridge 1.8 GHz CPU. 16 GB SDRAM. 64 GB SSD

PTP 75> KRR AR —F RJ-451GbE R— I x1
SMBHE#T x 2. 1 DIE PPS A 1 2E 10 MHz 7 8y 7 718
SFP x 2 5K T RJ-4510/100/1000 BASE-T x 1 (BEEM) (BAAERAR— ML 2 DDH)

RJ-232 2>V — )b R— bk x1
USB2.0 R—F x1

BIR TTRER (1+1) Ky b TS Ja8E 850 W AC/DC R TTRIEA (+1) Kv 7S HRE1600 W AC/DC EBIR

110 ~ 240 V B#8 AC BB 110 ~ 240 V B8 AC BIR
-36 ~ 72V DC BR -36 ~ 72V DC R

ervall JOY Y=y BRIy Y—=T70Y A
TRIER (N+1) Ry TS V8E 77> BV 21—/ CEEBNEXS/IMLT DRI RERER B

a5ty b Ny T 7 — 16 MB 16 MB

JEIE 8D TIEL 500 +/F

1REE JATIN=Fy T ZIEHED 1 ERHMFEE

I LA 7 — 2 1#8E

MFDURARTT7AZIRY (*) MIWVWTWBEBIRSED U —XE

Na¥ETY.
HaeiaRYE (0 }oT)

VAT LETY MAC 7 R L A% 136,000

VLANID 4,096

U2y 7o —=ay Jib—7 (LAG) #1:128

LAG HfzJR— Mk - 64

- FCOEVLANs/FCARIEZ 7 7w 7% . 4095

T7AT 04— T2 —$:

- = I RACLJL—/Lx1,024. VACL/L—JLx512. PACLIL—/Lx512
- X I RACL. VACL. PACL/)L—JL x1024
Pv4 1ZF v A b Jb— M TL 74w A x128000, KA K

Jb—Y x104,000

IPv4 < JLFF+ A b JL— b 52000
IPv6 <JLFF+ X~ Jb— b 28000
Pv6 I=F v AN b=t FL T4 v oA x98000, KRN JL—Y

x 52,000

ARP T ~1J—#§ 132000

GRE (—fIL—T 1T DATIUE) brZRIVER 1024

MPLS SNJL#§ 116,000

MPLS IPv4 L3VPN# (L7 LY—EX T4 R) 12048
IR TL—1 9216 /3 b

Spanning Tree Protocol (STP)

- MSTP (Multiple Spanning Tree Protocol) 1 > A% > 2 64
- VSTP (VLAN Spanning Tree Protocol) > AR > A 1 253
N S S 27

- AAVFHEYDI T VI DIEER— MR 4

- BAIT-UVT Ry a4

- AAYFEHRYVDZIZ—1) T DAL VLANEL : 4

STP—IEEE 802.1D (802.1D-2004)

RSTP (Rapid Spanning Tree Protocol) (IEEE 802.1w).
MSTP (IEEE 802.1s)

JUvyyJobabr—42 1=y~ (BPDU) #x:&
IV—T 1R

Jb— MMRE

RSTP & VSTP DERETT

VLAN—IEEE 8021Q VLAN kS>>
Routed VLAN Interface (RVI)

R— hR—=2Z VLAN

MACT7 LA T4 LB U5

L2PT (LaAv—27a bl brxU>y) *
PVLAN (754 ~X— K VLAN)

QinQ

- VLAN Zfa

>

AVE—=TTAANDENMAC 7 KLY HT

VLAN TEDMAC Z—Z>7 (FIR)

- MAC —Z=> 7t

- U2y 75— 3 B KU LACP (Link Aggregation
Control Protocol) (IEEE 802.3ad)

- |[EEE 8021ABLLDP (LinkLayer Discovery Protocol)
g TI)F—=2 3

RIVFVv—2 U2 70045 =23 (MC-LAG)
Redundant Trunk Group (RTG)

LAG BEP#M 7 VIV AL — Ty IR/ )Ib—F7v R(AZF+
AN/RIVFFEYRAL) bZT740v7
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- P:SIP (Lv 3O kaib). DIP @M1 2 —%y
b 70O b3Jb). TCR/UDP X{E7TR— b TCP/UDP 385t KR—

- LAY —285LU Non-IP:MAC SA. MAC DA. A —H %A 7.
VLAN ID, #E7TAR— bk

- FCoE/\7w k 1 57T ID (SID). %84 ID (DID). Originator
Exchange ID (OXID). ¥*E7t/R— b

L — 3 5keE

ABZTAv T Iv—T 47
RIP vI/v2

+ OSPFVIN2
- OSPFV3

TAIWE—R=ADTAT—T 47

- Virtual Router Redundancy Protocol (VRRP)

IPv6

- ARV =52 —

d1=+F+v A b RPF (URPF)

Loop-free alternate (LFA)

BGP (7 RN\VAMY—ER AV A& TLIT L

P—ERX 1Mt A)

S-S (TP RNVRA N H—ER A8V AE el LT A
P—ERX 1Mt A)

- BMRR MER O k2L (DHCP) vaNe 1 L—
- VR-aware DHCP

IPv4/IPv6 over GRE k> % JU (decap/encap Z{ERT 51 >~
RA—=T 1A XA NN—RX& decap DH&EFERT BT 747 7+—)b
N—2)

NIVFEv A

IGMP (Internet Group Management Protocol) v1/v2
IGMP (Internet Group Management Protocol) v3*
Multicast Listener Discovery (MLD) v1A2

IGMP A%</, Querier

IGMP X X—E> 7

MLD AX—E> 5

70k 3)VRIITIVF F v Xk PIM-SM. PIM-SSM. PIM-DM.
PIM-Bidir

MSDP (Multicast Source Discovery Protocol)

tFXal) T BLOTa)VE—

REMIEBNcA >V E—T T A RADAT A/ INAT—R
RADIUS

- TACACS+
- RESIOEET V2 — A /R, A— b T2 — VLAN

TAIWZ—= =Ty R T1)bZ2— (BER—F 71)L2—5)
TA4IE—=T o3y OF vy YAFLAOF VT EBAE.
VBT IAANDIT—, HIVE— X7 T ADE|Y HT,
e, ROy RUR <—7

+ SSHvVIL v2

AT A w77 ARP HR—h

A b—LHE, R—F I5—0Emt. BLUEEMEIR
2> b= FL—> DoS B

DAl (Dynamic ARP Inspection) *

- ATAVF—MACT RFLX *

DHCP X X—E> %

MPLS (L =7

QoS (T—EXAmE

L2B KU L30Q0S : Hfa. BESAHK Fa1—a27
L— MHIBR
- BERIIYVTAL—F2HT— 2L—F3HT—
- FEERUIVT RIS — RUY—DR—7 Ao T3y
- EEVI—EVY  Fa—HY R—rEY

— Y N—RY T 7 £31—10(1="F+ X F 8. XILFF+
2k 2)

- MBS F 21— (LLO). SDWRR (Shaped-Deficit Weighted

Round-Robin). WRED (Weighted Random Early Detection) .
BMIET—IL FOv

802lp UR—F7

LAY—208BE (V2 —T1/4 A MACT RLAL 41—
2477, 8021p. VLAN

- BEEEDIEAE ¢ WRED

IEEE8021p (&f3) 58

TJUwIENfa\ry boUR—F29

LHY—EX Z14E>R)
BMSNIVAA v F /IR (LSP)

LSP D RSVP X=X 7+

LSPD LDP X=X 7+

LDP k> =>4 (LDP over RSVP)

MPLS H—E'ZX 7SR (CoS)

MPLS 77+t X 2> bO—j)L UX b (ACL) / RUH—
MPLS LSR HR— k

IPv6 k%1% (6PE) * (IPv4 MPLS /\'w &7 7R—4%H)
MPLS OAM GEF. 8. A>7F+ Y RX) —LSP ping*
IPv4 L3 VPN (RFC 2547, 4364)

MPLS FRR &®EB/IV—7 1 > 7

TIAY M =747 (BGP-LU. IS-IS) *

H—/N\—REIEEL SONBEE YO )b
- Junos Space /\—F v )L O ~O—Jb

IEEE 802.1Qbg (VEPA N7 £ >/#5%)

© VMware NSXVXLAN L2 7= bz * (77 RNV A+ —EX

AV AERETLET L —EX SV RA)

- OpenContrail XLAN L2 &= bz * (7 RNV A H—EX

FAEVAERIETLITLY—EX FAEVR)

- WXLAN OVSDB* (7 RNV X b U—ER StV XEfeld 7L

ITVLT—ERXR StV R)
EVPN-VXLAN* (77 RNV X b H—EX SV XFEfd 7L =
TILY—ERZAEVR)

- OpenFlow 13275147 *

DCB (Data Center Bridging)

PFC (7247474 X—ZD 7 O—H#lfH) —IEEE 802.10bb
ETS (Enhanced Transmission Selection) —IEEE 802.1Qaz

DCBX (Data Center Bridging Exchange Protocol). DCBx
FCoE. iSCSITLV (Type, Length, and Value)
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BB L UER

Junos Space Network Director

JAZN= TNARARIR=TY v — (F— /=7 1 —8 RPM,
Y7 VMDA YA —)VE L UEER) *
ERbE Nz Apache Thrift 7047 = LBJEE API*
A=)V N=XD CLIBBELUT7 71X

a2V —)be Telnet., &fcld SSH MDD CLI
¥R ping $ KU traceroute

Junos OS FREL AFa—HLUn—L/\v o

A A= 0=\

SNMP vIAN2/V3

Junos XML EE 7O k)b

SIBE DTG

R— B KUY R 7 LH Beacon LED
BEMbBRUOAF—T A bL— 3>

ZTP (o 2y F Joeya=>y)
OpenStack Neutron 7544 >

Puppet

Chef

Python

JunosOS AN b DX vk OPRZUTH

FCoE (Fibre Channel over Ethernet) IR DIEST
‘ ) e -
FCOE Hhifk 21 v F (FIP RX—E>4 ACLEA) |EEE 184%
FCoOEtvyay AR 5—=7 IEEE 802.1D
FCoE v 3 VIEHEMER IEEE 8021w
FIPRX—EVTRIL—XT)V ) AZ— IEEE 8021
FC-BB-6 VN2VN R X—E° >4 IEEE 80210
=a A IEEE 8021p
TISSU (P ROV—ITZLEWNA Y H—ER YT b7 IEEE 802.1ad
vITTL—R) * IEEE 802.3ad
BFD (Bidirectional Forwarding Detection) IEEE 8021AB
7w > BEERM (UFD) IEEE 802.3x
RIREILE) IEEE 802.10bb
=7 IEEE 80210az
PTP (BRERE O ML) * IEEE 802.1Qau*
- E@Erovy IEEE 802.1Qbg*
- BRI/OvY
. 1 FR4E
BE AN
BREEIH LU INCITS T11 FC-BB-5
AAYF R R—k 7FSA4F (SPAN) RFEC
Remote SPAN (RSPAN)
RFC 768 UDP
Encapsulated Remote SPAN (ERSPAN)
RFC 783 Trivial File Transfer Protocol (TFTP)
IS RPI Iy JO0— ISNAD
o RFC 791 IP
TSI RIMIY Y VEEERTA N —Z T * (77 RNV R
=PRSSV RERETLETLF—ER S LR RFC/921CMP
Fow s RFC 793 TCP
RFC 826 ARP

RFC 854 Telnet client and server

RFC 894 IP over Ethernet

RFC 903 RARP

RFC 906 TFTP Bootstrap

RFC 9511542 BootP

RFC 1058 Routing Information Protocol

RFC 112 IGMP v1

RFC 1122 Host requirements

RFC 1142 OSI 1S-1S Intra-domain Routing Protocol
RFC 1256 IPv4 ICMP Router Discovery (IRDP)
RFC 1492 TACACS+

RFC 1519 Classless Interdomain Routing (CIDR)
RFC 1587 OSPF not-so-stubby area (NSSA) Option
RFC 1591 Domain Name System (DNS)

RFC 1745 BGP4/IDRP for IP—OSPF Interaction

RFC 1772 Application of the Border Gateway Protocol in the
Internet

RFC 1812 Requirements for IP Version 4 routers

RFC 1997 BGP Communities Attribute

RFC 2030 SNTP, Simple Network Time Protocol

RFC 2068 HTTP server

RFC 2131 BOOTF/DHCP relay agent and Dynamic Host
RFC 2138 RADIUS Authentication

RFC 2139 RADIUS Accounting
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RFC 2154 OSPF w/Digital Signatures (Password, MD-5)
RFC 2236 IGMP v2

RFC 2267 Network ingress filtering

RFC 2328 OSPF v2 (edge mode)

RFC 2338 VRRP

RFC 2362 PIM-SM (edge mode)

RFC 2370 OSPF Opague link-state advertisement (LSA)
Option

RFC 2385 Protection of BGP Sessions via the TCP Message
Digest 5 (MD5) Signature Option

RFC 2439 BGP Route Flap Damping
RFC 2453 RIP v2

RFC 2474 Definition of the Differentiated Services Field in the
IPv4 and IPv6 Headers

RFC 2597 Assured Forwarding PHB (per-hop behavior)
Group

RFC 2598 An Expedited Forwarding PHB
RFC 2697 A Single Rate Three Color Marker
RFC 2698 A Two Rate Three Color Marker

RFC 2796 BGP Route Reflection—An Alternative to Full Mesh
IBGP

RFC 2918 Route Refresh Capability for BGP-4
RFC 3065 Autonomous System Confederations for BGP

RFC 3376 IGMP v3 (source-specific multicast include mode
only)

RFC 3392 Capabilities Advertisement with BGP-4
RFC 3446, Anycast RP

RFC 3569 SSM

RFC 3618 MSDP

RFC 3623 Graceful OSPF Restart

RFC 4271 Border Gateway Protocol 4 (BGP-4)
RFC 4360 BGP Extended Communities Attribute

RFC 4456 BGP Route Reflection : An Alternative to Full Mesh
Internal BGP (IBGP)

RFC 4486 Subcodes for BGP Cease Notification Message
RFC 4724 Graceful Restart Mechanism for BGP

RFC 4812 OSPF Restart Signaling

RFC 4893 BGP Support for Four-octet AS Number Space
RFC 5176 Dynamic Authorization Extensions to RADIUS

RFC 5396 Textual Representation of Autonomous System
(AS) Numbers

RFC 5668 4-Octet AS Specific BGP Extended Community
RFC 5880 Bidirectional Forwarding Detection (BFD)
70 2L (DHCP) H—/\—

RFC 155 SMI
RFC 1157 SNMPV1

RFC 1212, RFC 1213, RFC 1215 MIB-II, Ethernet-Like MIB and
TRAPs

RFC 1850 OSPFv2 MIB
RFC 1901 Introduction to Community-based SNMPv2
RFC 2011 SNMPV2 for Internet protocol using SMIv2

RFC 2012 SNMPv2 for transmission control protocol using
SMIv2

RFC 2013 SNMPV2 for user datagram protocol using SMiv2
RFC 2233, The Interfaces Group MIB using SMiv2
RFC 2287 System Application Packages MIB

RFC 2570 Introduction to Version 3 of the Internet-standard
Network Management Framework

RFC 2571 An Architecture for describing SNMP Management
Frameworks (read-only access)

RFC 2572 Message Processing and Dispatching for the SNMP
(read-only access)

RFC 2576 Coexistence between SNMP Version 1, Version 2,
and Version 3

RFC 2578 SNMP Structure of Management Information MIB
RFC 2579 SNMP Textual Conventions for SMiv2

RFC 2580 Conformance Statements for SMiv2

RFC 2665 Ethernet-like interface MIB

RFC 2787 VRRP MIB

RFC 2790 Host Resources MIB

RFC 2819 RMON MIB

RFC 2863 Interface Group MIB

RFC 2932 IPv4 Multicast MIB

RFC 3410 Introduction and Applicability Statements for
Internet Standard Management Framework

RFC 3411 An architecture for describing SNMP Management
Frameworks

RFC 3412 Message Processing and Dispatching for the SNMP

RFC 3413 Simple Network Management Protocol (SNMP)—
(all MIBs are supported except the Proxy MIB)

RFC 3414 User-based Security Model (USM) for SNMPv3

RFC 3415 View-based Access Control Model (VACM) for the
SNMP

RFC 3416 Version 2 of the Protocol Operations for the SNMP
RFC 3417 Transport Mappings for the SNMP

RFC 3418 Management Information Base (MIB) for the
SNMP

RFC 3584 Coexistence between Version 1, Version 2, and
Version 3 of the Internet Standard Network Management
Framework

RFC 3826 The Advanced Encryption Standard (AES) Cipher
Algorithm in the SNMP User-based Security Model

RFC 4188 Definitions of Managed Objects for Bridges

RFC 4318 Definitions of Managed Objects for Bridges with
Rapid Spanning Tree Protocol

RFC 4363b Q-Bridge VLAN MIB
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BMEIRIE BEEEIR
- BfEEE 0~ 40°C (32~104°F)
- REBE -40 ~70°C (-40 ~158°F)
- BEBE  §A3,048m (10,000 71— )
- ENERSIERSERE (5~ 90% (EELAELT L)
FEBNEBRSHENHERE 1 5~ 95% (EBLAEWVNT L)
- & : GR-63. Zone 4 DMEBHITHEET 5L DRET
BRABE ]
QFX5200-32C :
- BRAEBETAHE 480 W (AC. DO). 1638 BTU/ B
- IZAEEEHE 380 W (AC. DO). 1,296 BTU/ B
QFX5200-64Q :
- RXBEENE 1 6/5W (AC. DO). 2,303 BTU/ B
- IZAEBTNE  600W (AC. DO). 2,047 BTU/ B
ZRUB LUV TSI T VR
ZeM
CAN/CSA-C22.2 No. 60950-1 BB — etk

TN sEwEOERMIR (ROHS) 6/6
PEDEEMEDEESIE (ROHS)
(LB R B ATEA] (REACH)
RESETME (WEEE)

Ut A2 )bt

,&@E@

80 S X ¥)L)N— PSU ZhE

Telco

Common Language Equipment Identifier (CLEl) J— K
JVa1ZN=RY b T=TADY—ERE
HR—b
VaZN\=2y FT=F RF. BEREE Y —EXRBFDY -4 —TH Y.
v b= ORIt ek REEBRELTVWEY, HHov—E

UL 609501 1E¥RIx1lcE — 2t ZEFATZCET. DA REHEL. URYERIRICINZ D 5.
EN 60950-1 A E — 22t EEEEBRARICES. LUBRERY FT—oEERL. MEEEDS
IEC 60950-1 IEMEIMTLE — ot (ET&DEVITHR) TERTEET, $fe. 2y NI ERBIT BT ET. BERMEE
EN 60825-1 L—H— B2 D 5eM — Part ] © 14824348 LALRDEENE, AU L. SHLCBRARIELE T, s
EREAM DT IE. www.juniper.net/jp/jp/products-services/ & & 12 E LY,

47CFR Part 15, (FCC) Class A
ICES-003 Class A

EN 55022 Class A

CISPR 22 Class A

EN 55024

CISPR 24

EN 300 386

VCCI Class A

AS/NZA CISPR22 Class A
KN22 Class A

CNS 13438 Class A

EN 61000-3-2

EN 61000-3-3

ETSI

ETSIEN 300 019 : Environmental Conditions & Environmental
Tests for Telecommunications Equipment

ETSIEN 300 019-2-1 (2000)—Storage

ETSIEN 300 019-2-2 (1999)—Transportation

ETSI EN 300 019-2-3 (2003)—Stationary Use at Weather-
protected Locations

ETSI EN 300 019-2-4 (2003)—Stationary Use at Non-
Weather-protected Locations

ETS 300753 (1997)—Acoustic noise emitted by
telecommunications equipment
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Ja21Z)N\=xy b T—=T XDV

A=Y TR Ry N T—=0A4 /S N—2 3 VEBEITRESE
LTWET, TINAAHDST—2EV2—%T, BEEHNLSITTR
TONAZET, V2Z\—% v b T—=V Ry N T—=TDEVEF
PIRFFEEALEEERY T U7 VUDUEMY Y AT LARREL
TVWEY, VaZ/)\—2v b=V R, HREOHEHRE/\— M F—
PEDEHICRALTVET, #FLWERIE. wwwjunipernet/jp/ &

THLEEL,
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